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Abstract—We extend the modeling heuristic of [1] to evaluate éc‘gess CWmin | CWmaaz | AIFS Txo'?i " Usage
the performance of an IEEE 802.11e infrastructure network ategory max imi

carrying packet telephone calls, streaming video sessiorand | AC(3) 7 15 2 3.264 ms | voice
TCP controlled file downloads, using Enhanced Distributed ﬁg% %j i)(l)zs ;2>, ?'016 ms \t;fsetoeffort
Channel Access (EDCA). We identify the time boundaries of

o . AC(0) 31 1023 7 - background
activities on the channel (called channel slot boundariesand TTor 502,110 PAY
derive a Markov Renewal Process of the contending nodes on '
these epochs. This is achieved by the use of attempt probaitigs TABLE |
of the contending nodes as those obtained from the saturatio PARAMETERS OF DIFFERENTACS AS DEFINED IN802.1E.

fixed point analysis of [2]. Regenerative analysis on this MR
yields the desired steady state performance measures.
We then use the MRP model to develop an effective bandwidth

approach for obtaining a bound on the size of the buffer requied . .
at the video queue of the AP, such that the streaming video paet ©ON fandom access and hence demands stochastic modeling

loss probability is kept to less than 1%. approach.
The results obtained match well with simulations using the et- EDCA offers the possibility of defining four different

work simulator, ns-2. We find that, with the default IEEE 802.11e : ;
EDCA parameters for access categories AC 1, AC 2 and AC 3, classes_ of s_erV|ce ‘F.ﬂ the MAC layer so thf'“ QOS. _requwements
of multimedia traffic can be supported in addition to data

the voice call capacity decreases if even one streaming vige . - .
session and one TCP file download are initiated by some wirede  traffic. At the MAC layer, each service class is calleds@gess

station. Subsequently, reducing the voice calls increaséise video  category(AC), and service between classes is differentiated by
downlink stream throughput by 0.38 Mbps and file download different sets of channel contention parameters. See Téibie

capacity by 0.14 Mbps, for every voice call (for the 11 Mbps ; ;
PHY). We find that a buffer size of 75KB is sufficient to ensure pgramet_er_s of_dlﬁergnt ACs. It is through these ACs that the
differentiation is achieved.

that the video packet loss probability at the QAP is within 1%.
Performance analysis of IEEE 802.11e WLANSs has become
Index Terms—VoIP on WLAN, streaming video on WLAN, . y . . . .
TCP throughput on WLAN, capacity of IEEE 802.11e WLAN, &N active research area. While many simulation studies have

performance modeling of EDCA, buffer sizing at access point ~Peen reported [4], [5], [6], [7], it is important to develop
analytical models. Analytical modeling provides insightto

the working of the system and leads to a more general
|. INTRODUCTION understanding of the effects of various parameters, anigules

The IEEE 802.11e standard [3] provides service diffeghoices, than many simulation runs. Further, these models
entiation in IEEE 802.11 WLANSs, with the introductionMay provide general guidelines for admission control and
of a single coordination function called hybrid coordinatii MAC parameter optimization, and may lead to ideas for novel
function (HCF). HCF combines the distributed coordinatiofd@ptive MAC algorithms. The availability of good analyic
function (DCF) and point coordination function (PCF) of IEE Models is also useful for developing fast simulations [8], [
802.11 MAC for QoS data transmission. In IEEE 802.11&40]-

a superframe still consists of the two phases of operatiof¢lated Literature: Model based performance analysis of
contention period (CP) and contention free period (CFPFEDCA 802.11e WLANs have been proposed in [11], [12],
Enhanced distributed coordination access (EDCA) is uséd ofil3], [14], [15], [2]. Robinson and Randhawa [12], Zhu and
in the CP, while HCF controlled channel access (HCCA) cdghlamtac [13] andKong et al. [14] consider a WLAN with

be used in both phases. A QoS enabled access point (AP§agurated nodes (nodes that always have packets to transmit
called a QAP, whereas a QoS enabled station (STA) is calle®R@maiyan et al. [2] extend the fixed point analysis of Kumar et
QSTA. The HCCA is deterministic and hence yields to simpi!l. [16] for a single cell IEEE 802.11e WLAN with saturated

calculations for performance analysis. The EDCA is basé®des and propose a general fixed point analysis that capture
the differentiation by minimum contention window (CW),
TThis is an extended version of our paper [1] in IEEE IWQo0S "06. maximum CW and arbitration interframe space (AIFS).



With traffic from actual applications, however, the nodes QAP

are not always saturated. Shankar et al. [15] evaluate the Vo QAR QAR QAR
capacity in 802.11e WLAN, but in a scenario where other ﬁ
classes of traffic are not coexistent in the WLAN. Clifford et |
al. [17] have proposed a model for 802.11e for differentsdas T K
of traffic when the nodes are non saturated. This model yields L
throughputs of various flows. The authors do not model the -~ v / X\
buffer dynamics for different traffic types. H L H ﬁ H
Our Contribution : We extend our heuristic model in [1] to

. . . 1 N 1 N
predict the performance of a single cell infrastructure EEE QSTA, s QSTA, & QSTA,
802.11e WLAN, under a scenario where VoIP traffic, downlink
streaming video sessions and TCP controlled data downldd@l 2 An IEEE 802.11e WLAN model scenario where VoIP caltseaming

traffic are carried over EDCA. Then, by applying the effeetivv'oIeo sessions and TCP traffic are serviced on EDCA
bandwidth approach, we use the derived model to obtain

design insights of the size of buffer required for the AC 2 4) Obtain the stationary probability vectarof the embed-
category queue at the QAP. In both the cases, the analytical ded Markov chain of the Markov renewal process.

results closely match with the simulation results. We digthb . .

L . . . 5) Use a Markov regenerative argument to obtain the
the fact that the heuristic of using saturation attempt philb
e I . performance measures [18, Chapter 2], [19, Chapter 9].
ities in a non saturated scenario is an effective approadh an
can be applied widely to obtain various performance metrics
of the system.
Paper Outline: In Sec.

modeling along with the observations and assumptions of theye consider an infrastructure IEEE 802.11e WLAN, which
network and the traffic. In Sec. Il we formulate a Markoy55 \oIP, downlink video streaming and TCP controlled file
renewal framework, by using the state dependent attempinioad traffic, serviced on EDCA. While |IEEE 802.11e
probabilities of [2]. In Sec. IV we derive the performancgsg gefines EDCA TXOPs for transmission of more than one
measures, namely, the VoIP call capacity, saturation vidgpspys (MAC Service Data Unit) when a node obtains the
throughput and the aggregate TCP throughput. In Sec. V, Wgportunity to transmit [3, Section 9.1.3.1], we use theadkf
present further analysis of streaming video sessions atarob 51 e that the sender can send not more than one MSDU in an
the service time distribution of video packet successesa®y gpca TXOP. LetN, be the number of full duplex CBR VoIP
‘effective bandwidth approach’, we find the video bufferesiz 5|5 N, be the number of simplex CBR download video
required at the access point (AP), to meet the packet loss Q9§eaming sessions and; be the number of TCP controlled

In Sec. VI we present the numerical and simulation results fgq transfers in the WLAN. We carry forward the following
all the measures so derived. Lastly, in Sec. VII we CO”"'Udc%sumptions from [1]:

with the listing of useful modeling and performance insgght
obtained in this analysis.

Il we discuss the approach fof- The Network Scenario and Modeling Observations

There are no hidden nodes in the WLAN, there are
no bit errors, and packets in the channel are lost only

[I. THE MODELING APPROACH due to collisions.

We study the performance of a single cell infrastructure A2~ The VoIP traffic, video streaming traffic and TCP
802.11e WLAN that uses EDCA, when AC 3, AC 2 and AC 1 traffic all originate from differentQSTAs. This
are used for voice, video and data respectively. The moglelin implies that eacti)ST A has only one type of traffic.
approach follows that of [1] and can be briefly explained as Denote theQST'As with VoIP traffic (AC 3 queue)
follows: asQSTA,, the@Q ST As with video streaming traffic

(AC 2 queue) asQST A,q and QST As with TCP
controlled file transfers (AC 1 queue) §sST A,.

A3 The QAP can be viewed as three nodégAP,, an
AC 3 queue, for downlink VoIP traffic of all VolP
calls, QAP,;, an AC 2 queue, for downlink video

1) Embed the number of contending nodes (i.e., those that
have non empty queues)@tannel slot boundarieIhe
channel slot boundarieare those instants of time when
an activity ends or there is a back off slot after which
no node attempts. The activity could be a successful 2 , i , )
transmission or a collision. streaming traffic of all video streaming sessions, and

2) Use the heuristic that, i hodes are contending at a QAP;, an AC 1 queue, for all TCP downloads.
channel slot boundary, their attempt probabilities assumptions A2 and A3 are simplifying implications of an
those obtained from fixed point analysis of [2] with important observation in [2], viz, “with increase in the nben
saturated nodes. of nodes, the performance of thmultiple queues per node

3) Use the thus obtained attempt probabilities to model tltase coincides with the performance of &iegle queue per
evolution of the number of contending nodes at channebdecase, each node with one queue of the original system ”.
slot boundaries. Since the channel slot durations depefilis model is illustrated in Figure 2. Note that at any time th
on the activity, this yields a Markov renewal process [18VLAN in Figure 2 can be seen to consistdf + N4+ N;+3
Chapter 2]. nodes.
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Fig. 1. An evolution of the channel activity with three ACs802.11e WLANSs. At the instant§/y, Ug, U7 and U;g, only AC 3 and AC 2 can contend
for the channel, whereas at other instarifg, Us, U11 and U3, all ACs, i.e. AC 3, AC 2 or AC 1 can attempt.

i 5 successful = successful
collision § transmission by AC3/AC2 % transmission by AC 1

B. VoIP Traffic D. Video Streaming Traffic

We consider non-synchronized CBR duplex VoIP calls from We consider the scenario where the WLAN users connect to
codecs that generate VoIP packets every 20 ms. As a Q@8ideo streaming server located in the wired network, tgrou
requirement we demand that the probability that a packettlse QAP.
transmitted successfully within 20 ms is close to 1 (see [20] A10 In our work, we assume that video packets are

for justification). Following are the assumptions that werga streamed over UDP between the streaming server and
forward from [1] and are justified in [1] and [20]: the wireless playout station, without any feedback
A4 The buffer of everyQST A, has a queue length of traffic from the playing station. This assumption
at most one packet implies that theQT A,4s do not have any uplink
A5  New packets arriving to th€ ST A,s arrive only at traffic and hence never contend for the channel.

empty queues. This assumption implies that if theng et al. [21] have studied the two dominant streaming multi-

arek QST A,s with voice packets then, a new voicanedia products, RealNetworkigeal Player™™ and Microsoft

packet arrival comes to & + 1) QST A,. MediaPlayer™ and their experiments for a low rate video
A6  QAP, is the capacity bottleneck for voice traffic,stream using UDP show that

since, there can be up t, packets of different 1) The sjzes of MediaPlayer packets are concentrated

calls in the QAP,. Therefore to obtain the VolP around the mean packet size (of 900 bytes). The sizes of

capacity of the WLAN, we conside&p AP, saturated. RealPlayer packets are spread more widely over a range

But when we need to evaluate the throughputs of  from 0.6 to 1.8 of the mean normalized packet size.

streaming video sessions and TCP download streamsp) The packet inter arrival times for RealPlayer varied over

we model the arriving VoIP traffic aQ AP,. a range of 10 ms to 160 ms. In contrast, the packet inter
As mentioned earlier, packets arrive every 20 ms in every  arrival times for MediaPlayer are concentrated near 130
stream. We use this model in our simulations. However, since  ms, indicating that most packets arrive at constant time
our analytical approach is via Markov chains, to model the intervals. The packet inter arrrival times were mainly
\VoIP traffic, we assume that the probability that a voice  attributed to the property of the streaming server.

call generates a lpacket in an interval of lengtfslots is Thys they draw the conclusion that the packet sizes and
p = 1—(1—X), where ) is obtained as follows. Each rates generated by MediaPlayer are essentially CBR while

system slot is 0R0us duration (hereafter denoted &6 Thus  the packet sizes and rates generated by RealPlayer are more
in 1000 system slots there is one arrival. Therefore, for thgyied.

802.11b PHY we take\ = 0.001. This simplification turns A1l

. S In the analysis we obtain the maximum service
out to yield a good approximation.

rate obtainable by the video streams by considering
that the video queue is saturated. ThQs\ P,y is

C. TCP Controlled File Downloads saturated and always contends for the channel.
EachQST A, has a single TCP connection to download a A12 In simulations_, we consider CBR vi(_jeo streams (one
large file from a local file server. Hence, tli@AP; delivers of the two choices as observed by Li et al. , discussed
TCP data packets towards tligST A;s, while theQST A;s above) and consider a rate of 1.5 Mbps and packet
return TCP ACKs. We make the following assumptions as in size of 1500 bytes, for validation, since, when the
[1] and [20] (see [1] and [20] for justification): SD -TV (Standard Definition Television) resolution

video is coded with H.264 for an MoS (Mean Opin-
ion Score) of 4, the output streaming video rate is
1.5 Mbps (see [22]).

A7 The QAP, and the QST A;s have buffers large
enough so that TCP data packets or ACKs are not
lost due to buffer overflows.

A8 Each@STA; can have a maximum of one TCP
ACK packet queued up. This assumption implies two HI. THE ANALYTICAL MODEL
things. First, after a) ST A,’s successful transmis- A. An Embedded Chain

sion, the number of activ@ ST A;s reduces by one.  The evolution of the channel activity in the network is as in
Second, each successful transmission fromQHe”,  Figure 1.U;, j € 0,1,2,3,..., are the random instants where
activates a nev) ST A;. either an idle slot, or a successful transmission, or asioHi

A9 QAP is the traffic bottleneck and hence saturateginds. Let us define the time between two such successive
and always contends for the channel. instants as ahannel slatThus the intervall/; 1, U;) is called



the j!* channel slot. Let the time length of th&" channel which we approximate as those obtained from the saturation
slot beL; (see Figure 1). results in [2]. But the AC attempt probabilities obtainedrfr
The implication of access differentiation through AIFS i$2] are conditioned on when an AC can attempt. Note that
that the ACs with larger AIFS values cannot contend in thogdter a channel activity, AC 1 cannot attempt and waits for
slots that were preceded by some activity (i.e., successr additional idle slot. We use the varialile to keep track
transmission or collision). After every successful trarssion of which ACs are permitted to attempt in a channel slot. Let
or collision on the channel, AC 1 nodes wait for an addition&l’; = 1 denote that the preceding channel slot had an activity
system slot before contending for the channel. Figure 1 shoand so in the beginning of thg" channel slot, only nodes
the evolution of the channel activity when AC 3, AC 2 anavith AC 3 or AC 2 can attempt. Let’; = 0 denote that
AC 1 queues are active. Note that at the instditsUs, U; the preceding channel slot remained idle and hence, at the
and Uy, only AC 3 and AC 2 nodes can contend for théeginning of thej*” channel slot any node can attempt. Thus
channel, whereas AC 1 nodes have still to wait for one mo€& € {0,1}.
system slot to be able to contend. At other instabis, Us, In our model, if there arev, non-emptyQST A,s andn;
Uy, andU;s, all ACs, i.e. AC 3, AC 2 or AC 1 can attempt. non-emptyQ.ST A;s, we haver,+1 AC 3 contending nodeg,
We first consider the case whe@AP, is saturated and AC 2 contending node ang,+1 AC 1 contending nodes, since
contends at all times (see Assumption A6), to obtain tH@AP,, QAP,; and QAP;, by assumption, are always non-
VolIP capacity of the WLAN. Thu§) AP,, QAP,; andQAP, empty. Letﬁ,(fv)JrLLm+1 be the attempt probability of a AC 3

are always non-empty. We then need to keep track of Or}%deﬁr(f?l Ln41 be the attempt probability of a AC 2 node
- tyQST A,s andQSTA;s, to know the number of " -
non-emp N nd B, 111,41 D€ the attempt probability of a AC 1 node,

contending nodes at any channel slot boundary. 38t be \nenthe'noies are non-empty. These attempt probabilies a
the number of non-empi@ST A,s andy,"’ be the number of conditioned on the event that the ACs can attempt. The values
non-emptyQST A;s at the instant/;. Thus0 < Yj(”) <N, 57(1?+1,1,nt+1’ 57(;1?1,1@#1 andﬁfo)HmH are obtained from
and0 < Y¥ < N,. Let B) be the number of new VoIP Saturation fixed point analysis of [2] for all combinationfs o

packet arrivals at all the)ST A,s, in the channel slof. 7w, 1,7 Our approximation is to use the state dependent
Then B is the number 0f)ST A,s that add up for channel values of attempt probabilities from the saturated nodeg,ca
7 v

L . th (vAP) by keeping track of the number of nonempty nodes in the
contention in the(j + 1) channel slot Leﬁ(/;STA) be the WLAN and whether the nodes can attempt, and taking the state
number of packet departures fro@AP, , V; be the

(o dependent attempt probabilities corresponding to thisbam
number of departures fro®ST'A,s, V,"” be the number of of nonempty nodes. We use the thus obtained state dependent

departures fronQAP,, Vj(tAP) be the number of departuresattempt probabilities to derive the probabilities of difiet

from QAP, and VJ_(tSTA) be the number of departures fromactivities in the channel. For convenience, let us define the

QST A,s, in thej channel slot. We know that at most ondollowing probability functions depicting the activitién the
departure can happen in any channel slot. channel S(Igtj +(t1): N _
Then we have the following dynamics for the number of * (Y, . Y;") be the probability that all nodes with AC 3

contendingQ ST As. rema(ivr} idlg) 3 .
) ®) (05T A) ©) « n:(Y; 7, Y;") be the probability that all nodes with AC 1
Yign = Y, =V U+ B, 1) remair(1 )idle(t)
® () (tST A) (tAP) e Nua(Y:", YY) be the probability thaty AP,; remains
Vi = -Vt e (@ o+ a5 probability that) AP

(vSTA) (vAP)

with the condition:V,, +Via VALY AV T+ . av(Yj(”),Yj(t)) be the probability that exactly one
VAP ¢ {0,1}, since, at most one node can succeed. Since

(24 QST A, attempts whileQAP, is idle
J

v t .
the probability with which a packet arrives at a node in a * Oét(Yj( )7Yj( )_) be the probability that exactly or@ST A,
channel slot of lengtH is p; and we assume that packets  attempts whileQ AP, is idle

(v)

(vd) (tSTA)

arrive at only emptyQ ST Ays, B,
p; (defined in Section 11-B) and the conditioned probability
Pr(B§7fl|(}/j(”),Lj+1) = (nw,1)) is given by Equation (3).

In the next sub-section we will make an approximation that

) . . vSTA) 1,(vAP)
permits us to determine expressions ﬂdﬁrl c Vi

can be modeled using * crv(Yj(v),Yj(t)) be the probability that th§ AP, attempts

and allQST A,s are idle
(", v") be the probability that th€) AP, attempts
and allQST A;s are idle
o,a(Y"), ) be the probability that the)AP,, at-

tempts

CU(YJ.(”), Yj(t)) be the probability that there is a collision

amongst AC 3 nodes (includingQAP,)

. Ct(Yj(”),Yj(t)) be the probability that there is a collision
amongstl) ST A;s

. wv,tsta(Yj(v),Yj(t)) be the probability that there is a

o . (ST 4) (vAP) hybrid coilision (collision between dissimilar packets) i
For determining the expressions df. "~/ Vi 1", volving nodes with AC 3 (includin@ AP,) andQST A;s

Vj(rf), Vj(ﬁTA) and‘{j(i‘fp), we need the attempt probabilities « %,vd(Yj(”), Yj(t)) be the probability that there is a hybrid

Vj(jf), Vj(ﬁTA) and Vj(jfp), and hence model the above
dynamics (Equations (1) and (2)) as a Markov chain embedded
at channel slot boundaries.

B. Markov Property via State Dependent Attempt Probaéditi



v v Nv — Ny [ -
Pr (B = bV, = i L1 = 1)) ( b ) (p)” (L= pp)™e—m=? 3)

w.p. ap (Y Y ) (v v D) na (v vy it ;=0
(vST4) @y ®y @ oy T
‘/j+1 = I w.p. O‘v(y} aY;' ) nvd(Y;' aY;' ) if Cj =1 (4)

otherwise

o

i W.p. o, (Yj(v)7 Yj(t)) nt(Yj(v)an(t)) 77vd(Yj(U)7 Yj(t)) if C; =0
Vj+1 = 1 w.p.oy, (Yj(v)v Yj(t)) nvd(Yj(v)’ Yj(t)) ifCj=1 ®)
0 otherwise

1 wp. Uvd(yj(v)ayj(t)) nt(}/j(v)7§/}(t)) nv(Yj(”),Yj(t)) if C;=0

vd .
VY =9 1w owa (Vv (v, v ) it Cy=1 (6)
0 otherwise
ysra) _ f 1w au(V V) e (VY (v, ) i €y =0 e
It 0 otherwise
V,(tfp) _[1 wp Ut_(Yj(v),Yj(t)) nv(YJ‘(U)ij(t)) nvd(Yj(v)an(t)) if C; =0 ®)
It 0 otherwise

collision involving AC 3 nodes (includingQAP,) and C. The Markov Renewal Process
QAPvd

. zpvdAp(Yj(”),Yj(t)) be the probability that there is a
hybrid collision betweenQ AP,; and any other node
exceptQ AP,

e Yeap(Y,”,Y") be the probability that there is a hybrid
collision betweenQ AP, and any other node

In this subsection we use the state dependent attempt
probabilities to obtain the distribution of the channeltslo
' duration. On combining this with the Markov chain in Sec.
I11-B, we finally conclude that{ (}/j(”),}fj(t),cj; Uj)j > 1}
is a Markov renewal process.
We use the basic access mechaniéon the channel access
The expressions for these functions are provided in Appendif all ACs. This shall facilitate the validation of analyic
A. We can then express the conditional distributiﬁ@(ﬁf“), results thro[ug]h sri]mulations by tfrﬁbz with EDCA immﬁ-
(WAP) y,(vd) 1,(tSTA) (tAP) .1/(vSTA) . mentation [24], that supports only basic access mechanism
Yjﬁla Q‘;]Itjélv ‘\1\7/?;113 th: r::(z)‘n/%grl]tiona?ofro ltlﬁévsér‘]/é#nd a:ﬁs]d and not RTS/CTS mechanistdowever, our analysis can be

otherwise, and is given by Equation (4). Similaﬂfg(ifp), worked out for the RTS/CTS mechanism as wefl.

(vd) 1,(tSTA) (tAP) . . When the basic access mechanism is useyes of
E;J)JrgndV](-é)l and Viqi © are given by Equations (5), (6)’Lj;j > 0 are obtained as follows. There are four different

C. takés the values if0, 1} with the following proba- time lengths of collisions.The longest collision time is seen
biIitiJeE ’ when aQ AP, packet collides with a packet of any other node.

The next longer collision time is seen whépAP,; packet
0 wp. (Y™ y® Y@ y®y oy @ y® collides W|t_h_a p_ackgt of any other node, exc@AP_t. A _
Cjy1 = { 1 otlr?eg/vi(sej 5 ) Y5 mea (Y5 Y5 smaller collision time is seen when a VoIP packet collidethwi
a packet of any other node except with a packe®ofP; or
QAP,,. The shortest collision time is seen when only packets
of QST A:s collide. ThenL; (in system slots) takes one of

and the state dependent probabilities of attempt, it isI;easgﬁqe nine values: 1 if it IS an idle slof,, if it cc?rresppn_ds
from Equations (1) and (2) th{'ﬂ:’.(”) v® o 0} 0 a successful transmission of a AC 3 nodg; ¢ap if it
seen i ot ol = corresponds to a successful transmissioQofP;; Ts_,qap

E;Tksovacggztne ()Iariggcgbrﬁn;herfilo??ggig);r?;sdlatsnc(;e;eent::n;ﬁ it corresponds to a successful transmission of a AC 2 node;
s_1sTA If it corresponds to a successful transmission of

positive recurrent. Ifn,,n; and ¢ denote the sample Va“'QSTAt; T. onoms if it corresponds to a collision between

ables of the random processléjé“),Yj(t) andC; respectively,

the(v)Statl(?)nary prObab”'tleST"va"tac Of. the Markov_ Chain 1The basic access mechanism is one of the two access mechardset on
{YJ Y ,Cj;7 > 0} can be numerically determined (seehe CSMA/CA (carrier sense multiple access / collision dgoice) protocol
Appendix B for details) using expressions of conditiondpr Wireless transmissions. The other is the RTS/CTS (reqteesend/ clear

N (v) . . éo send) mechanism. See [23] for details.
distributions of B;™, and the probability functions expressed 2rpe only change will be the values of various possible chanhslot

before. lengths, L;; j > 0, due to the differences in packet transmission times.

with the initial state,Cy = 0.
With the assumed distribution for voice packet arrival



Pr (Xj+1 =Y (Uj1 = U;) <Y, = ango = u), (Y4 :Elagl =Uy), ey (Xj :Ejagj = QJ))

= Pr (Y, =9 (U —Uy) U, = y,,U, =u,)) ©)
N, Ne 1
) . (N N. ) = 1 A(t) a.s. Znu:O anzo Zc:O Ty ne,c Env,nt,cA (10)
AP—voip\i{Vvy iVt) = tLI?o L - ZN” ZNt 1 E I
N, =0 n.=0 =0 Tny,ne,c Eng,ng,e
t t
Where’ E/n/’u7/n/t',CA = E(AJ | (}/_](3)1 ’ }/j—)l ’ }/7(5)1) = (nvv nt, C))! Env,nt,cL = E(LJ | (}/7(1))17 }/j(—)l ’ }/_](i)l) = (nva N, C)) and
O 4p—voip 1S IN packets per slot.
QSTAS; T._yoice if it corresponds to a collision amongst Parameter Symbol Value
. . PHY data rate Cy 11 Mbps
nodes with AC 3 or between AC 3 nodes and &p§T Ay, Control rate c. 2 Mbps
T._,q if it corresponds to a collision betwe&pAP,; and any G711 pkt size Lyoice 200 Bytes
other node, excep AP;; andT._;,,, if it corresponds to a Videostreaming pkt size | Lyideo 1500 Bytes
llisi b AP d hl d Data pkt size Laata 1500 Bytes
collision _etweerQ » and any other node. TCP header size Loepm 20 Bytes
The various values of.; (in seconds) are as follows: TCP ACK pkt (header) siz§ Lrcpack 20 Bytes
. Latac+Lyoice UDP header size LuppH 20 Bytes
o Ts—y =Tp + Tpuy + =4 Cq +Tsirps +Tp + IP header size Lipu 20 Bytes
Tery + L*éCK + Tarrs(s) MAC Header size Larac 288 bits
o T yap = T; +Truy + LZ\/IACJFLIPHgLTCPHJFLdata 4 'I\D/ILA(.E,:P- layer ﬁlCKt Pkt Size ;ACK 11124;)“5
- d preample time P uSs
Tsirs + Tp + Trgy + L,éCK + TAIFS(l); PHY (H;ea(_jer time Truy 48us
_ Latac+Lipua+Luppm+Lyideo AIFS(3) Time TAIFS(3) 50pus
o Ts_ygap =Tp+Tpyy +=4 & + :
d A|FS(2) Time TAIFS(2) 50/.1,8
Tsirps +1p +TpPuy + LACCCK + Tarrs(2); AIFS(1) Time Tarrs(1) T0us
o Ts_ys1a = Tp + Tpyy + LAJAC+LIPg+LTCPACK 4 SIFS Timfe - Tsirs 10us
d CWnin for AC(3 7
L . man
Tsirs +Tp +Tray + =45 + Tarrs); CWinas for AC(3) 15
T. =T T LyactLipu+Lrocpack CWin for AC(2) 15
¢ “coshort P+ Ipay + Ca + CWnag for AC(2) 31
Tgips + Tarrsq); CWynin for AC(L) 31
T . T T Ly actLuoice T CWaz for AC(1) 1023
* TC voree P+ tpry + Ca T iprrs T Idle /system slot (802.11b)| & 20us
AIFS(3)
o T i =Tp+T 4 LmactlipntLupputlvideo | TABLE I
c-vd P PTIY Ca PARAMETERS USED IN ANALYSIS AND SIMULATION FOREDCA
Tprrs +Tarrse); 802.1% WLAN

o Te—tong =Tp +Tpruy + LMACJFLIPHngCPHJFLdata 4

TEEIFS +Tarrs@)s

L

* Tgrps =Tp +TpPuy + éCK +Tsirs. . Let A(t) denote the cumulative reward until timeApplying
See Table I for the meaning and values of various Pgarkov regenerative analysis [19] we obtain the service rat
rameters. The probability mass function of the channel sigt ihe AP, © 4p_voip(Ny, Ny), as given in Equation (10).
duration L;, for above values, can be worked out using thgjnce the rate at which a single call sends data toQueP,
probability functions of Subsection 11I-C and the expressi g )\, and theQAP, servesN, such calls the total arrival
for mean cycle timeEL;, is given in Appendix C. Let a6 to theQAP, is N,)\. This rate should be less than
Y, = (}/j(v)vifj(t)acj) denote the state vector at the channe),, . (N,, N;) for stability. Thus, a permissible combi-
slot boundaryU;. Then we observe Equation (9) and sation of N, VoIP calls andN, TCP sessions, witl) AP,
conclude that{ (Yj(v)vyj(t)aCﬁUj)aj > 0} is a Markov saturated, while meeting the delay QoS of VoIP calls, must

renewal process witlh.; = U; —U;_, being the renewal cycle satisfy

time. O AP—voip(Ny, N¢) > Ny A (11)
The above inequality defines an outer bound on the admission

IV. OBTAINING PERFORMANCEMEASURES region for VoIP. Note that we are asserting that tig that
A. VoIP Call Capacity satisfies Inequality (11) also ensures the delay QoS. This is

Let A; be the “reward” when th€ AP, wins the channel based on the observation in earlier research ([25] and [26])
! that when the arrival rate is less than the saturation tHipug

then the delay is very small. We validate this approach by our
simulation results in Section VI.

1 W.p. 00 (no, 1) 1 (0, me) Toa(no, ne)  if ¢ =0 Remark The model discussed above does not give the video

A= { 1 W.p. u(nw, 1t) Noa(nw, ne) ife=1 and TCP download throughput. This is due to the fact that

0 otherwise we assume that the voice queue of the QAP is saturated all

contention inj** channel slot, i.e.[U;_1,U;). If Yj(f)l = Ny,

Yj(f)l =n, andC;_; = ¢ then we have,



v v N’U_x —r—
Pr (517 =010 =iy =) = (V7)o (1= et 12

T(t) a.s. Lyideo Z,J:[;;rol 712[::0 Zi:o Zi\[:uo T, ,ng,c,x Enu,nt,c,mT

©ap—vd(Ny, Nt) = limteooT 5 Zfﬁfi& 7]:,::0' - Zivio e o Ern L (13)
Oap—1cpr(Ny, Ni) = limy oo R(1) = Lot %1]:[5201 71:[::0 =0 Ziv;o Mmoo Envein (14)
t Y Zn:iol 7]:]::0 i:o Zivio Ty ,ne,ee Engong,c,als
where En, e T(R) = E(T3 (R)|(2]"). Y2, C1, X[P) = (nuymu, ),

Env,ng,c,mL - E(LJ|(ZJ@1,YJ(E)pr—l?Xj(i)l) = (nvantaca l’)), 6AP—'Ud and ®AP—TCP are in BpS

the time. But actually, the voice queue of QAP saturates only Streaming Video Throughputet 7); be the reward when
at system capacity [20]. Thus if we follow the above methdiie QAP,; wins the channel contention ijf* channel slot.
to obtain analytical video and TCP download throughput, wé Z;ﬁ)l = Ny, Yj(f)l =n; andC;_; = ¢, then we have,
obtain under estimations of the throughputs. This problam c
be solved by modeling the occupancies(®fi P,, which we T { LW.p. ova(nw, ne) no(nw,ne) ne(no,me)  if c=0

N =

carry out in the following subsection. [ | LW.p. 0va(no, ne) 1o (10, 10) ife=1
0 otherwise

B. Streaming Video and TCP Download Throughput Let T'(t) denote the cumulative reward of th@AP; until
Depending on whether th@ AP, contains a packet, thetlme t. Again, applying Markov regenerative analysis [19],

total number of nonempty AC 3 nodes will B¢’ (in case ?;u\gggﬁ (sltgiamlng throughpéta p—va(Nw, Ny) is given by
no packet is there iIQ AP,) or Yj(v) +1 (if QAP, has at least TCP Download Throughputtet R; be the reward when
one packet). We then need to know the state of3hP, so as the Q AP, wins the channel contention iff” channel slot. If
to know the number of nonempty AC 3 nodes, at the channgl”) — 5, v = n, andC;_; = ¢, then we have,
slot boundaries. Therefore, we introduce another variable ! '
track the number of packets in tgAP, . R — { LW.p. ot (r, 1e) 10 (100, nt) Noa(nw,me) — if ¢ =0

Let X;”) be the number of packets in tigeA P, andBJ(.”AP) ’ 0 otherwise
be the number of new packets arriving at thed P, at the end Let R

X ) t) denote the cumulative reward of th@ AP, until
of j** channel slot. Then, the set of evolution equations argime t( ) MeAD:

. Again, applying Markov regenerative analysis [19],

y©) — y@) _yesTA) | plv) the TCP download throughp@ sp_7cp(N,, Nt) is given
J(Jtr)l J(t) J(fslTA) (ﬁx}s) by Equation (14)
Yia =Y, = Vi 7+ Vi, '
X = XV 4 B
(05T A) (vAP) (vd) (5T 4) V. FURTHERANALYSIS OF STREAMING VIDEO
Wl(ttgg;e cond|t|on_.Vj+1 Vi T Vi TV ¥ A Distribution of Video Service Time
Vi’ €{0,1}, since, at most one node can succeed.

- (vAP) , Lo In this section we obtain the Laplace-Stieltjes transform
The expression foi3; can be written on similar lines : S A
(v) J (LST) of the video packet service time distribution@H P, 4
asB; . Observe that ift packets are already there (AAP,  \yhen the queue is saturated. This can then be used to obtain

queue, at mostV, — x packets can arrive before the Q0$pe maximum video throughput and provides an alternative
delay bound of the earliest arrived packet gets exceedggkinod.

Using the earlier definition ofy;, the conditional probability

Let the sequence of random variablé${,;,7 > 1} denote
Pr(B(”AP)|XJ(”),Lj+1) is given by Equation (12). q € )

j+1 - the service times of video packets (including the time afigra

In order to take into account the fact th@dP, may or mission of the video packet) when thigAP,, is saturated
mg;)/ not b(f) contgndlr}% at any cha?Ur;eI slot(vt))qund?{)y, defigge Figure 3. We denote the channel slot boundaries that end
Z; = Yp i XpW # 0and Z; o= Y5 i X5 = with a video packet success 1, , k > 1, wherek denotes
0. Tr_\_en t.he probability functions in Subsection I11-B need ge 1" video packet success; for example, in Figurg;3= 3,
modification. Instead O/Byj(vul_’l%(t)ﬂ, we now have to use j, — 7, etc. Lettingjo = 0, H; = Uj, — Uj,,_,,- Let H(-) be
By 1 y® 4 the stationary distribution of ;,i > 1} and denote the LST

We aéain see that, under our model for the attempt probf H(-) by h(s).
abilities, {}/j(”),}fj(t),cj,X;”);j > 0} forms a finite state LetY; = (Zj(”),}fj(t),cj,Xj(”)) denote the state vector at
irreducible four dimensional discrete time Markov chaintbe the channel slot boundaly;. Let x be the set of all possible
channel slot boundaries and hence is positive recurrerg. Tétate vectors. LetV; denote the type of activity in thg!"
stationary probabilities,, ., ¢, can be numerically obtained.channel slot, withiW; = 1 if the channel slot activity is a



[ ] video packet transmission

Fig. 3. The evolution activity of the channel showing theeddpacket success intervald,;;j € 0, 1,2, ....

video success arld’; # 1 for all other activities. See Figure 3.the column vector with all ones. Then Equation (15) in matrix
Then, L; being the length of thg!" channel slot, we obtain form is

Pr(Yji1 =y, Ljt1 < ulY; =) = g(s) = R1 e *Temviar? 1 Q(s) g(s)
PT(Y}+1 =y, Ljt1 <u, Wi #1]Y; = "3) sincel;yjl(s) = e 5Ts—vaard HereT,_,4ap, is the time for
+Pr(Yj+1 =y, Lip <u, W1 =1Y; = cc) successful transmission of a video packet, as defined earlie

Let gu(y, w) = Pr(YjH Y W —wlY; = m) wherew Solving the above equation f@rs), we get

indicates the activity. Then, g(s)= (T — Q(s))”" R 1e *To-viard (17)

Pr(Yjer =y, Ly <u, Wit =1|¥; = x) = The inversgI — Q(s))~' can be shown to exist sind@+Q
@ (Y, DPr(Liss SulWiir = 1Y, =2, Y54 =y), is irreducible andR is positive
P’/‘(Y}'+1:y,Lj+1Su,WjJﬂ;élij:CL‘): E t 16 . t f .
S vt Go (¥ 0)Pr(Livs < ulWys1 = 0, Y; = @, Yi41 = y) quation (16) in matrix form is
Define Pr(L;y1 < ulWyy1 = w,¥; = x,Yjy = y) = h(s) =vg(s) (18)
Loy w(u) and let its LST belgy w(s). Layw(uw) is the The stationary probability vectow, is obtained as follows: Let
distribution of the channel slot duration given the states # = (I — Q) ' R. Then
the two end points of the channel slot and the activity in the 5 3
slot. P=R+QR+Q°R+Q"R..
Consider a channel slot bounddry with Y; = x. Let G and we note that théx,y) element of thek! term in the
be the random variable that denotes the time until the nexove expression corresponds to a video packet success at th
video packet success is complete, starting with statéet ft» channel slotk > 1, with the initial state beingc and
Gz () denote its distribution ang,(s) denote its LST. Then the state just after the video success begngrhus P is the
-~ ~ transition probability matrix for the Markov chaifly;, ; k >
Gar(5) = Z G2 (¥, Dlay1(s) + 1}. Thenv = v P and we can numerically obta'uf. "
yex The LST of video service time distribution can then be
~ ~ used to obtain the mean service tinkd/, and hence the
Z Z 2 (Ys W)layw(s) | Gy(s)  (15) average video throughput, i.e@ap_,q = Lude, where
Yex \Vw,w7l EH = _%ﬁ(s)h:w The numerical values fo®sp_.a4
The first term in the above expression is for when there @btained this way tally with those obtained from Equatio8)(1
a video packet success in the next channel slot. The secamdl further validate our analysis (see Figure 6 for the value
term is for the case when there is some other activity in tlef © 4p_,4, for different N,).
next channel slot and the slot ends in stgtehence the term
gy(s) is for the time-to-go until the video success. B. Video Packet Loss and Buffer Sizing
Define{Y},,k > 1} as the random process of state vectors
at the boundaries of video packet success slots, i.&,; ak >
1. We observe thalY;, .,k > 1} is also a finite irreducible
Markov chain. Definev as the stationary probability vector
over y of this embedded Markov chain. Ther(s) can be
expressed as

Streaming video does not have any intrinsic delay objective
since the playout device can, in principle, compensate for
substantial amounts of delay. However, thd P,; has a finite
buffer. Hence, increasing the input video rate to valueseto
O 4p_,q Will result in packet losses. Evidently, a large packet
loss rate will not be tolerated by the video decoder and will

h(s) = Z Vaga(s) (16) result in poor video quality. It is thus of interest to studhet
TEX video packet loss probability in order to size el P, buffer.
Now let g(s) be the column vector with elemeng,(s), To obtain the size of th&)AP,, buffer to meet a given

x € x. Let R denote the|x| x |x| transition probability packet loss probability, we follow the well known approadh o
matrix with elementsy,(y, 1). Let Q denote the matrix with effective bandwidths (see [27, Chapter 5] and the refeence
elementsg, (y, w) = > v, 21 9=(y, w). Note thatR + Q therein). The approach is based on an application of Chsnof
forms a stochastic matrix. LeR(s) denote the matrix with bound and on the log moment generating function of the drriva
elementsy, (y, w; s) = va,w;ﬂ 0z(Y, w)layw(s). Let1 be process.



Let the buffer size ofQ AP, be B (in packets). Consider (in the infinite buffer system). Le{A, k£ > 1} denote the
the video packet loss probability constraint to be ‘probgbi number of video packet arrivals in the time between (the-
of packet loss< €. We model the video packet arrival procesd )" and k" virtual service instants. Then we observe that
into the AP video buffer as a Poisson process. This will be a n
good approximation if several video streams are multipdexe S,(fo) = (S,(f_ol) + Ag — 1) (20)
and will yield a bound onB if we actually have one CBR
video. Let us assume a total video packet arrival rate,gf The k" such service is that of a dummy packet ﬂﬁoff +
a) Approximation via Level Crossing in an InfiniteAx = 0. Define a sequence of random variablBg, with
Buffer: Let X9 (¢) denote the video buffer occupancy inDx = 1 if a real video packet is served at thé" virtual
the AP at timet > 0. Let x (vd:a) qanote the process of theservice instant, and;, = 0 otherwise. Then, we can see that,
number of video packets seen by tjg video packet arrival, With probability one,
and letX (v4:%) denote its stationary random variable. With
finite, we are interested in the video packet loss probabilit Pr(X(“’d) >b) = lim =
ie., n—oo Zk:l I{Dkzl}
At) Forb > 0, it is clear thatI{Séoo)>b7Dk:1} = I{Séoo)>b}. For
pr(X(vd,a) =B)= tliglo 0 le{x(w(tji):B} :Eaeltmodel in Equation (20), we see thgt; < ﬁ ensures
=

S L
k=14{s{>)>p D, =1}

(21)

n
wheret;, j > 1, denote the successive arrival instants of video o1 (c0)
= . X lim — I, (o0 =Pr(S* >0 22
packets, andA(t) denotes the cumulative number of video n—oo n ; {5, >b} ( ) (22)
packet arrivals untit. It xwar ¢, y=B3 is, as usual, an indicator B _ .

function andt;_ denotes that the arrival is not included. ~ Where S(*) denotes the stationary random variable for the

Now, let X(>)(¢) denote the video buffer process for arprocessS,ioo). Let K (¢) denote the number of virtual service
infinite buffer. Let, forj > 1, X{°% = X(*)(¢,_), i.e., COmpletions unti. Then, K (¢) — oo with probability 1, and
’ - ’ 7 . — )y LGy

XJ(.OO’“) is the number in the buffer “seen” by thé" video "€ observe that
packet arrival (with infinite buffer). Further, let (%) denote o1& . 1 kK@
the stationary random variable for the procé@%‘”’“),j > 1. ,}LHQO " Z Iipy=1y = }EEO Kt Z Itp,=1y
Then Pr(X(=® > B — 1) will yield an upper bound k=1 kilt
on the desired probabilityPr(X (v = B). Hence, in — 1 ¢ 1 5W
order to boundPr(X (%% = B) by e we seek to achieve = A K@)t Z Ip,=1)
Pr(X(>9) > B 1) <e = EH ) .

Let, with infinite buffer,X,goo’d), k > 1, denote the number vl
of video packets left behind by the" video packet transmis- = p(<1) (23)
sion. A standard rate balance argument (see [18]) then sllloje., the fraction of virtual services that are real vide@hz
us to conclude that services isp = EH \,q. We conclude, from Equations (21),

Pr(X®) s B_1) = pp(x>) > p_1) (19) @2 and(23) that

(c0)
From Equation (19) we conclude that we need to study PT(X(OO’d) >b) = M
Pr(Xx(4 > B —1), i.e. the stationary distribution of video p
packets at video packet transmission completion instdiats. In particular, in order to ensurr(X (4 > B —1) < e we
do this, we make one more approximation. Whenever the videeed to ensure that
gueue in the AP becomes empty, we inserdwmmyvideo 0o
packet in the buffer. This ensures that the video queue in the PT(S( '>B- 1) < pe 24)
AP is always contending and we can use the service process b) Using Chernoff’'s Bound:Thus, we wish to obtain
model in Section V-A. If a video packet arrives while thePr(S(>) > B — 1) < pe, where S(>) is the stationary
dummy packet is contending, we replace the dummy packenhdom variable for the stochastic recursion in Equatidd).(2
with the arriving video packet. This simplification will prmle We follow the Chernoff bound based “effective bandwidth”
a good approximation for video rates close to saturation aagproach (see [27, Chapter 5] and the references therein).
will yield a bound on the buffer required. We will require thaDefine
Aod < ﬁ with EH as defined in Section V-A. We will call ') = lim 1 InE, e Zr=1 4% (25)
the service completion instants at the video queue in the AP, noeen

either of real video packets or dummy video packetsjigal  for 6 > 0. Note that the distribution is (as in Section V-A)
service instants. that of the state of the contending queues (other than theovid

Now we will make an argument that re|at§§1(X(°°=d) > queue at the AP) at the virtual service instants. Define

istributi - ice— 229 Then Pr(S(>®) > B — 1) is obtained if™%) < 1

b), for someb, to the distribution of the state at virtual service-g—7 - Ihen r( > ) is obtained if =~ < 1,

instants of the video queue at the AP. L%fo) denote the where the 1 is just the maximum amount by Whl&[j’o) is
number of video packets at thgh such virtual service instant reduced by in each step of the recursion in Equation (20).
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Note that the approximation will yield a bound on the reqgdire d) Analysis off(1,6): It can also be seen that
buffer. We will use simulations to study how loose this bound

o F(1,0) = N(0) £(1,6) +v(0) (31)
We first calculatd’(6) as follows:E, e k=1 A+ can be split wherevy (0) = 3¢ ay(, 1)67)\vdl(1)(1769)’ with gy(2,1)
as . . as defined in Section V-A.
Eyef Zi=1dn = E, 00160 Xima Ak (26)  Theorem 5.1:If 6 is such thatM (9) is a finite valued irre-

, . _ , ducible matrix, therl'(6)(= lim,, oo 2 InE,ef k-1 %) =
Using the notation introduced in Section V-A, let(y) denote In£(6), where £(6) is the Perron-Frobenius eigenvalue of
the elements of the transition matdX. Then we can continue M(0) '

the above equation as follows Proof: We have from Equation (28) that

Y v <me(y)Em,y69A1> Eye? Sict A Eye! it = u (M(0))" 1 £(1,0)
zEX For finite M (6) we conclude from Equation (30) and (31)

whereE, ,e?M is the moment generating function of Poissofflat f(1,6) is also finite, and then it follows from [28,
arrivals in the time between two virtual service instantsewh Theorem 3.1.1] that

i . 1
the states at these two instants arandy lim © (lnw (M(O))"‘lf(l,e)) — &)

YEX

Let us denote n—oco M
9) = E. oM where{(6) is the Perron-Frobenius eigenvaluef(6). ®
o (y:6) = pe(y)Baye We observe that, since,
andE,e? Xio1i M .= f, (n—1,6), and letM (6) be the|x| x
|x| matrix with elementsu,(y,d). Let f(n — 1,0) be the E, efM = Z Vg <Z um(y,0)>
column vector with elementg, (n —1,6) for all y € x. Then zEX YEX

we can write and  is a finite set,M(6) is a finite matrix if and only if

E el o hr — M) f(n—1,6) (27) E,e? is finite. We use this criterion to check the hypothesis
’ of Theorem 5.1 in our numerical calculations below.
Recursing this equation, we finally obtain Thus, T'(6) in Equation (25) is numerically calculated.
n We then plot 2% for various values ofB, in order to
E ef Tioi e — o (M(0))" 1 £(1,6) (28) POt =5

determine the buffer size @ AP, 4. The results are provided

wheref(1,6) is the column vector with the elementg(1,6). N Section VI-D.
It remains to determine the matridZ(6) and the vector
f(1,0). VI. NUMERICAL RESULTS AND VALIDATION

c) Analysis ofM(6): As in Section V-A,w = 1 denotes  We present the results obtained from the analysis and
channel slot activity corresponding to a video packet ss&cesimulation. The simulations were obtained using-2 with
andw # 1 correspond to other activities, such as voice packeDCA implementation [24]. VoIP traffic was considered on
success, TCP ACK packet collisions, etc. Then(y,) can AC 3, video streaming traffic was considered on AC 2 and
be obtained by conditioning on the kind of activity in theffirsthe TCP traffic was considered on AC 1. The PHY parameters
channel slot. Let the channel slot length due to an activity conform to the 802.11b standard. See Table Il for the values
be I[(w). Then the m.g.f. of the number of Poisson arrivalgsed in simulation.

. . .. . 6 .

in a slot with activity w is e~*+¢/(»)1=¢") " Observing that, In simulations, the start time of a VoIP call is uniformly
given the activity in a slot, the time taken by the activity iglistributed in [0, 20ms]. This ensures that the voice packets
independent of the next state at the end of the slot, we cd® not arrive in bursts and remain non synchronized.

write When the WLAN consists of only TCP download traffic, the
analytical model for TCP download traffic is accurate for 5 or

pa(y,0) = more TCP sessions (see [20] and [29]). Further, the analytic
Caal(w)(1—e%) and simulation results confirmed that the aggregate dowlnloa
S talziw) e 1=y, 0) throughput is insensitive to the increase in the number d®TC
zex \w#l sessions. In the present context where all kinds of traffic ar
+a(y, 1) e~ Aval(1)(1—e”) (29) present, the model again predicts accurate results for Sooe m
TCP sessions and the results fd% > 5 are same as for
whereg,(y,w) are as in Section V-A. N, = 5. Hence, in all cases of results, when TCP traffic is
Let N(0) denote the|x| x [x| matrix with elements present, we conside¥; = 5.
> wr1 G=(2 W) e~ Mval@)(1=¢") for all 2 andz, and letV/ (6) For all numerical and simulation results, VoIP packet size
be the|x| x |x| matrix with elementg..(y, 1) e~ Mal()(1-¢") s 200 bytes (G711 Codec); video stream packet size is 1500
Then, Equation (29) can be written in matrix form as bytes; TCP data packet size is 1500 bytes; PHY data rate is

11Mbps and control rate is 2Mbps. In the simulation results,
M(0) = N(0) M(0) + V(0) (30) the error bars denote the 95% confidence intervals.
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Max Number of Voice callsNax

w.0. TCP and w.o.vided with TCP and w.o.video| w.0. TCP and with video| with TCP and with video
Anal Sim Anal Sim Anal Sim Anal Sim
12 12 10 9 8 8 7 6
TABLE Il

SUMMARY OF VOIP CAPACITY FOR AN INFRASTRUCTUREZ02.11E WLAN wiTH EDCA.

0.03 T T T T T 0.6
— QAPV load arrival rate
— QAPv service rate without video and TCP N, =5
0.025 e QAPV service rate with video and TCP H 0.5 b
. — QAP delay
3
] === QSTAV delay
2 002 0.4r - ]
o S
< 34 0.3F i
: 0.015 ’;
> &
z 3
- = 0.2r N
2 001 o =
i N =2
o 0.1+ .
0.005
0.01p-—~ 1
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. 1 5 6 7 8 9 1011 12 13 14 15 17 18 19 20
Number of voice calls, N v (as AC 3) on 802.11e EDCA Number of VolP calls, N s as AC 3 on 802.11e EDCA

Fig. 4.  The service rat® sp_voip applied to theQAP, is plotted as Fijg 5. Simulation results showing probability of delay GIAP, and
a function of number of voice callsy,, without and with video and TCP 5574, being greater than 20ms vs the number of calg X for different

sessions. When present, tieA P, 4 is assumed saturated and = 5. AlSO  ygjues of N;. The solid lines denote the delay @A P, and the dashed lines
shown is the lineN, A. The point where the lineV, A crosses the curves genote the delay o) ST As.

gives the maximum number of calls supported.

. video traffic are present, we get a maximumeéotalls, one
A. VolIP Capacity less than the analysis result.

In Figure 4, we show the analytical plot GfAP, service  we have also done the analysis and simulations for the
rate vs. the number of calléy, for cases when only VoIP calls scenario when only VoIP and video streams are present in
are present and when VolIP calls are present along with vidg@ WLAN (see [30]) and for the scenario when only VoIP
streaming and TCP download sessions. From Figure 4, we ngig TCP downloads are present in the WLAN (see [1]). We

that theQ AP, service rate crosses tligAP, load rate, after symmarize the results of all scenarios in Table I1I.
12 calls for N; = 0 and no video sessions. This implies that

a maximum of12 calls are possible while meeting the dela
QoS, on a 802.11e WLAN when no other traffic is presere: Video Throughput
When video streaming sessions and TCP download sessiong/e plot the analytical and simulation saturation throughpu
are also present in the WLAN, th@ AP, service rate crossesof video sessions vs the number of VoIP calls in Figure 6.
below theQ AP, load rate, after 7 calls. This implies that onlyThe number of TCP sessiond,; = 5. The video sessions are
7 calls are possible when other traffics are present. assumed to be using 1500 byte packets. The video queue of
Remark The analysis represented by Figure 4, assumes tldat P in the simulation is saturated by sending a high input
the QAP, is saturated. It is for this reason that tlipAP, CBR traffic (more than 5Mbps). We observe that the analytical
service rate exceeds the load arrival rate for sm¥Jl The results match very closely with the simulation results for
crossover point would however correctly model the value dfifferent number of VoIP calls. For instance, fdf, = 4, the
N, beyond which voice QoS will be violated. B numerical saturation video throughput is 3.25 Mbps while th
Simulation results for the QoS objective é¥r(delay > simulation value is 3.26 Mbps. Note that the plot af\ér = 6
20ms) for the Q AP, and theQ) ST A,s are shown in Figure 5. calls is not of any use because, from Figure 5 we already saw
Note that thePr(delay : QAP, > 20ms) is greater than that the VoIP delay QoS breaks down afid, = 6 calls.
Pr(delay : QSTA, > 20ms) for given N, and that the The error between the analysis and simulation then, is less
QAP, delay shoots up before the ST A, delay,confirming than5%, in the admissible region of VoIP calls. We note that
that theQ AP, is the bottleneckas per our assumptions. It cama reduction of one VoIP call increases the video downlink
be seen that with and without TCP traffic and video streamirsream throughput by approximately 0.38 Mbps
traffic, there is a value ofN, at which the Pr(delay : We now consider the actual SD-TV quality video streaming
QAP, > 20ms) sharply increases from a value below 0.01sessions with a rate of 1.5 Mbps [22] between the server on the
This can be taken to be the voice capacity. When TCP alutal network and th€) ST A,4s. This implies that th@ AP,
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Fig. 6. Analysis and simulation results showing saturati@eo throughput Fig. 8. Analysis and simulation results showing aggregatevrdoad
© Ap_,q Obtained by the) AP, 4, plotted as a function of number of voice throughput obtained by) ST A;s for different values ofN, and N; = 5,
calls, N,. whenQAP,, is saturated.
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i
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Fig. 7. Simulation results showing video throughgdty p_,4 obtained Fig. 9. Simulation results showing aggregate TCP downldadughput

by the QAP,,, plotted as a function of number of voice cally,. The obtained by QST A;s for different values ofN, and Ny = 5; The

video streaming sessions are of 1.5Mbps rate. The andlgataration video video streaming sessions are of 1.5Mbps rate. The andlyggregate TCP

throughput is shown alongwith for reference. download throughput whe) AP, is saturated, is shown alongwith for
reference.

receives CBR video streams in multiples of 1..5Mbps frore' TCP Download Throughput

the streaming server, as per the number of video streaming

sessions. In Figure 7 we plot the simulation results for the The analytical and simulation results for aggregate TCP
aggregate video streaming throughput obtained when trevidlownload throughput obtained by TCP sessions vs the number
streams are considered as CBR, with a rate of 1.5Mbps a®fdVoIP calls is shown in Figure 8. The number of TCP
packet size of 1500 bytes. Along side, the figure shows tBessions)N; = 5. The video sessions are assumed to be using
saturation video throughput obtained from the analysise TA500 bytes, withQAP,, being saturated. For instance, for
figure shows that as long as the available throughput (1A = 3, the aggregate throughput obtained from analysis is
saturation throughput) is above the required throughphs, t1.01 Mbps and that obtained from simulations is 1.10 Mbps.
video sessions obtain their required throughput. For imsta ~ We note that though the analytical curve follows the nature
when two video streaming sessions are present, the tavalthe simulation curve, it underestimates the aggregate TC
required throughput is 3Mbps. We see that unfj) = 4, the throughput by at most 100Kbps when compared with the
video streams get an aggregate of 3Mbps but wign= 5, simulations. Also, reducing the voice call by one increases
the aggregate throughput is less than the required thraitghghe file download throughput by 0.14 Mbps approximately.
Note that atV, = 5, the analytical saturation video throughput Figure 9 shows the simulation results of aggregate TCP
is 2.88 Mbps, which is less than the required throughput ofd®wnload throughput when th@ AP, is not saturated, but
Mbps. instead, the video sessions are CBR with packet size of 1500
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Fig. 11. Simulation results showing video packet loss podiw vs. B, for

e = 0.01. The video packet arrival process is Poissdh. = 6 and Ny = 5.
The three curves are for differept

bytes and 1.5 Mbps rate. The figure shows the plots for
different number of video sessions. The two curves at the
bottom are same as shown in Figure 8. The curves that star
higher on the©¢p axis and then drop to meet the curves
of Figure 8 correspond to 0, 1, 2 and 3 video streams. For
N,q = 4, the QAP,4 saturates and so coincides with the
simulation curve of Figure 8. A&/, increases, for each value
of N,q, the TCP throughput decreases until it meets the curves
in Figure 8.
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Remark When the video sessions do not saturate@eP, 4,
more transmission opportunities are obtained by the TCP
packets atQ AP, and hence the TCP aggregate throughput  °%[ ~
is more than that obtained wheRAP,; is saturated. For 0.005- I\\\\ G i
instance consider the curve whéeW,y 2. For N, = 2, o I;ZS%OSS
the simulation TCP throughput is 1.9 Mbps (see Figure 9) Buffer, B (in pkts of 15008 size)
against 1.3Mbps (see Figure 8), whéM P, is saturated. ) ] o ]
But however. aftetN. — 5. the simulation curve follows the Fig. 12. Slmulatl(?n results showing video packet loss ;jmjhm vs. B, for
. ’ v ’ ) e = 0.01. N, = 6, N; = 5 and we have 4 non-synchronized CBR video
analytical curve. It can be noted that our analysis does n@ksions aggregating to the three different valueg. of
capture the performance of TCP traffic in the region when the
video queue is not saturated. This is because in the model,
we always consider a saturaté€gdP,;. To obtain the TCP line after B = 37. For p = 0.85, % < 1 after B = 24.
throughput when the video queue is not saturated, we nédé can thus conclude from these analytical results thatén th
to model the video traffic also, which, due to varied codec¢sgion of operation of traffic while meeting their QoS, the
of use and different rates of encoding for desired quality ¢fdeo streams can be guaranteed “probability of las8.01”,
video streaming sessions, becomes complicated. with about40 packets buffer size at th@ AP,,.
We provide the simulation results in Figure 11. In order
. to verify the analysis, we have considered Poisson arrizls
D. AP Video Buffer Sizing QAP,, in the simulations. We observe from the figure that
In this section we report numerical results based on tlilee video packet loss probability falls beldw01 at B = 28,
analysis developed in Section V-B and validate them witlor p = 0.90, as compared td3 = 37 obtained from the
simulation results. We recall the definitiop: = EH )\,4, analysis (Figure 10). Fgr = 0.85, we needB = 17 to ensure
which can be viewed as the load 6pAP, 4, the AP video loss probability below 0.01, as compared B = 24 from
queue. In each case when we calculaté), we have ensured the analysis (Figure 10). In both the cases, the requireiégbuf
that the matrixM (¢) is finite via the observation following sizes are less than obtained from the analysis. This is to be
Theorem 5.1. expected, since the analysis is based on a bound. This bound
Figure 10 shows the analytical plot cﬁ% vs. B for could be further improved by using a correction to the effect
e = 0.01, when N, = 6 and Ny, = 5. Note thatN, = 6 bandwidth based analysis (see [27, Chapter 5]).
corresponds to the maximum number of VoIP calls possibleWe now consider the situation in which video traffic com-
and hence leads to maximum buffer fill up @AP,,. We prises four non-synchronized CBR streams. Note that simee t
note that the curve corresponding po= 0.9 cuts the0.01 CBR streams are not synchronized, the net input at the video

(=}
o
=g
a

video packet loss probability




gueue of the AP will be burstier than CBR. Figure 12 shows
the plot of video packet loss probability v& for ¢ = 0.01,
when N, = 6 and N; = 5, as obtained from the simulations,

in such a case. We note that to ensure the loss probabilityyafine () .— ﬁ(-)
: Yj<v>+1,17yj<t)+1

below 0.01%, we nee® = 14 for p = 0.90, which is less
than that obtained with Poisson arrivals (i.B.= 28).

We conclude that our analytical model provides a useful
approach for sizing the buffer since it overestimates the
required buffer by only a few packets. We find that a 50 packet
buffer size, that translates to 75KB, is more than sufficfent
handling the video streaming sessions while guaranteéiag t
loss probability constraint (of less than 1%).

VII. CONCLUSION

In this paper, we evaluated the performance of EDCA
WLAN, when the traffic consists of VoIP calls, streaming
video sessions and TCP download transfers. The analysis
proceeds by modeling the evolution of the number of con-
tending QSTAs at channel slot boundaries. This yields a
Markov renewal process. A regenerative analysis then yield
the required performance measures like the VolP capacity,
video saturation throughput and the TCP aggregate download
throughput. The model predicts the measures that compare
closely with the simulation results.

By an effective bandwidth approach we obtained the buffer
size of QAP,4 that ensures the probability of loss of video
packets to be within 1%.

Our work provides the following modeling insights:

« The idea of using saturation attempt probabilities as state (v v
dependent attempt rates yields an accurate model in the
unsaturated case.

« Using this approximation, an IEEE 802.11e infrastructure
WLAN can be well modeled by a multidimensional
Markov renewal process embedded at channel slot bound-
aries.

Ct ()/J(U) , Y'J(t))

We also obtain the following performance insights:

« Unlike the original DCF, the EDCA mechanism supports
the coexistence of VolP connections, video streams and
TCP file transfers; but even one video streaming session
and one TCP transfer reduces the VoIP capacity from
12 calls to 6 calls. Subsequently the VoIP capacity is
independent of the number of video sessions and TCPYv-vd
transfers (see Figures 4 and 5).

o For an 11 Mbps PHY, the net video throughput reduces
linearly by 0.38 Mbps per additional VoIP call and when
both VoIP and video sessions are present, the TCP file
download throughput reduces linearly with the number of wvdAP(Yj@)v Yj(t))
voice calls by 0.14 Mbps per additional VoIP call.

« By using a small buffer for AC 2 of AP (about 75KB),
the video packet loss probability can be kept within
permissible limits (i.e.< 0.01).

¢’U7t5ta (}/](v) ) Yj(t) )

(Y'J('U) , Y'J(t))

In related work, we have also provided an analytical model
for IEEE 802.11e infrastructure WLANS, with voice being
carried in contention period using HCCA, and TCP data in
the remaining time using EDCA (see [29]).

(v) (1)

(Y, Y0
(v) (@)
nud(Yj 7Yj )

m(yj(v) ’ Yj(t))
o (yj(v) 7 Yj(t))
ot (Yj<’”) 7 yj(t))
Uv(yj(v)7 Yj(t)) _
%d(Yj(/”), Yj(t))
ot (yj(v)7 Yj(t))

(v) ()
Yo 41 (YJ ‘+1

; (1—r)
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APPENDIXA
EXPRESSIONS FOR VARIOUS PROBABILITY FUNCTIONS
(DEFINED IN I11-B)
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Note that all the probability functions are denoted as fiomst
of Yj(”) and Yj(t)
in the expression, sinc@ and hencer is a function of bot
v andy ")
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APPENDIXB
NUMERICAL CALCULATION OF STATIONARY
DISTRIBUTION (REFERS TOSECTION I11-B)
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Instead, ifC;+1 = 1, then this implies that an activity has

occurred in the channel and that could have been either a

successful transmission by one of the contending nodes or
there has been collision between two or more contending

nodes. Then the next states could be one of the these 10 states

(2,2,1) if QST A, succeeded and no VoIP packet arrived,;
(3,2,1) if collision took place and no VoIP packet arrived
or QAP, succeeded and no VoIP packet arrived(@AP, 4
succeeded and no VoIP packet arrived@$7 A, succeeded
and 1 VolP packet arrived(4,2,1) if collision took place
and 1 VoIP packet arrived o AP, succeeded and 1 VoIP
packet arrived o) AP, 4 succeeded and 1 VoIP packet arrived
or QST A, succeeded and 2 VoIP packets arrivésl;2, 1)

if collision took place and 2 VoIP packets arrived QAP,
succeeded and 2 VoIP packets arrived(@i P,; succeeded
and 2 VoIP packets arrived3, 3,1) if QAP; succeeded and
no VolP packet arrived;(4,3,1) if QAP; succeeded and
1 VolP packet arrived;5,3,1) if QAP, succeeded and 2
VoIP packets arrived(3,1,1) if QST A; succeeded and no
VoIP packet arrived;(4,1,1) if QST A; succeeded and 1

even when one of them may not be therd0IP packet arrived; and5,1,1) if QST'A; succeeded and

2 VoIP packets arrived. The transition probabilities foesh
transitions can similarly be written (as f@r;; = 0 case)
using the probability functions and conditional probaili
function of VoIP packet arrivals.

Thus the transition probability matrix can be
numerically worked out and then, combining with
S S S o Tny e = 1, the stationary distribution

The transition probability matrix can be numerically generr of the Markov chain{Yj(”),Yj(t),Cj;j > 0} can be

ated using the above probability functions and distritngiof
arrivals of VoIP packets. For instance, consi@dér= 5, N, =
10 and N,q = 1. Let (Y..(”),Y}(t), C;) = (3,2,0) be the state
of the Markov chain{YjZ”), ngt), Cj;7 > 0} at the end ofj"

evaluated.

APPENDIXC
MEAN CYCLE LENGTH, L; (REFERS TOSEC. |11-C)

channel slot. Then all three types of AC categories can cahte EL;;1[(C; = 0)

in the next channel slot, implying th&@ AP,,QAP,q, QAP;,
3 QSTA,s and 2QST A;s may contend for the channel in
the (j + 1)*" channel slot.

Now let Cj41 = 0. This implies that an idle slot has

occurred because none of the nodes contended for the channel

Then the number of contendin@ST A;s does not change.

The number of contendinQ ST A, s cannot decrease, but may
increase by at most 2 (due to new arrival of packets). Then
the state atj + 1)** channel slot boundary can be one of

the 3 states (3,2,0), if no VoIP packet arrives(4, 2,0), if
one VoIP packet arrives, anld, 2, 0), if 2 VoIP packets arrive.
Then the transitional probabilities are as under:

Pr((3,2,0)((3,2,0)) = no (v, ¥y (v, ")
noa(¥ Y Pr (B = 0l = 3Ly = 9)

Pr((4,2,0)((3,2,0)) = 77u(Yj<”), %(t))m(ij)’}/j(t))
nlgd(}/}(v),)/j(t))PT’ (B](’i)l = 1|(va(v) = 37 Lj+l = 6))

Pr((5,2,0)[(3,2,0)) = 77u(Yj<'”), %(t))m(yj«u)’}/j(t))
nlgd(}/}(v),)/j(t))PT’ (B](’i)l = 2|(Y;<v) = 37 Lj+l = 6))

oY e (v, Y Oyma (v, ¥ 0)
+ Tomo (7YY m0a (Y0 (o (v, v[)

(v, Yj(t)))

Tovanr 1o Y (v, YD) oua (v, v(D)
Torap 1o (Y, Y 00a(V v ) o (v, v

Tocssra o (Y Y a7, v 1) au (v, v()
Teesnore 0 (YY) oa (V7 ¥ 0) G v(?)

+ o+ + + o+

Temoice (VY ma(v)” v/ 6, v
+ %d(Yj(”),ﬂ(t))wu—tsm(Yj(“),Yj(t)D

Te—va wud—AP(Yj(U),Yj(t))

Te—long thP(Yj(v), Yj(t))

and ELj+1‘(Cj = 1)

+
J’_

Mo (}/j(v) , )/j(t) )7711(1(Yj("f')7 Yj(t))

T, nUd()/j(v)7 Y}(t))(au ()/j(w)7 Y'](t)) + oy ()/j("u)7 Y'](t)))
ch’uoice nvd()/j(v) ’ )/j(t))cl’ (}/;(v) ’ )/J(t))

Te—vd ¢v7ud(yj(/l})7 Yj(t))

_l’_
_l’_
+

Note that the above Equations usgin units of system slots.
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