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Abstract—In this paper, we investigate the impact of channel
aging on the uplink performance of a cell-free (CF) mas-
sive multiple-input multiple-output (mMIMO) system with a
minimum mean squared error (MMSE) receiver. To this end,
we present a new model for the temporal evolution of the
channel, which allows the channel to age at different rates
at different access points (APs). Under this setting, we derive
the deterministic equivalent of the per-user achievable signal-to-
interference-plus-noise ratio (SINR). In addition to validating the
theoretical expressions, our simulation results reveal that, at low
user mobilities, the SINR of CF-mMIMO is nearly 5 dB higher
than its cellular counterpart with the same number of antennas,
and about 8 dB higher than that of an equivalent small-cell
network with the same number of APs. On the other hand, at
very high user velocities, and when the channel between the UEs
the different APs age at same rate, the relative impact of aging is
higher for CF-mMIMO compared to cellular mMIMO. However,
when the channel ages at the different APs with different rates,
the effect of aging on CF-mMIMO is marginally mitigated,
especially for larger frame durations.

Index Terms—Cell Free mMIMO, channel aging, performance
analysis.

I. INTRODUCTION

Cell-free (CF) massive multiple-input multiple-
output (mMIMO) systems are considered the natural
successor to the cellular mMIMO technology for physical
layer access in next-generation wireless systems [1]–[4].
The canonical CF-mMIMO setup consists of a large number
of access points (APs) spread over a given physical area,
and connected to a single central processing unit (CPU).
Since the signals received from all the UEs at multiple APs
are processed jointly at the CPU, a CF system becomes a
distributed mMIMO system. In contrast, a cellular mMIMO
system consists of a single base station/AP with a massive
number of antennas serving all the users in the cell. CF-
mMIMO systems offer the advantage of more uniform
coverage compared to conventional cellular systems, while
retaining the benefits of mMIMO systems such as high
spectral efficiency [5] and simple linear processing at the
APs/CPU [3]. However, CF-mMIMO also inherits mMIMO’s
dependence on accurate channel state information (CSI) [6],
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[7]. However, the available CSI may be impaired due to
several factors such as pilot contamination [8], channel
aging [9], and hardware impairments [4].

The phenomenon of channel aging, classically known as
time-selectivity, is a manifestation of the temporal variation
in the wireless channel caused due to user mobility and
phase noise [5]–[7], [9]–[12]. It has been shown that while
the power scaling and the array gains achieved by mMIMO
are retained under channel aging [5], the achievable signal-
to-interference-plus-noise ratio (SINR) gradually decays over
time as the channel estimates become outdated, which, in
turn, limits the system dimensions [7], [12]. While there have
been recent efforts to counter the effect of aging via channel
prediction [13], the applicability of these techniques to cellular
or cell free mMIMO systems remains to be seen.

In terms of the effect of aging on the underlying archi-
tecture, a key difference between cellular and CF mMIMO
systems is that in the latter system, the channels between the
APs and UEs could potentially evolve over time at different
rates. Together with the CPU based joint processing of the
uplink signals, this makes the analysis (and ultimately the
effect) of channel aging on CF systems different from cellular
mMIMO [11]. However, despite its significance, to the best
of our knowledge, the effect of channel aging on CF-mMIMO
systems has not been investigated in the previous literature.

In this paper, we characterize the effect of channel aging on
the uplink achievable SINR of a CF-mMIMO system. First,
we develop a model for the relative speed of the users with
respect to the different APs. Then, using results from random
matrix theory [14], we derive an analytical expression for the
deterministic equivalent of the SINR, i.e., the SINR averaged
over all fading channel realizations, as a function of the UE
locations and velocities. Through simulations, we compare the
achievable SINR against (a) the conventional cellular mMIMO
setup, and (b) a small cell system [2], to assess the relative
impact of channel aging on the three systems. We conclude
that CF-mMIMO systems generally provide significantly better
SINR compared to the other two systems in the presence of
channel aging, but the relative impact of aging is more severe
on CF-mMIMO at very high user velocities and long frame
durations.

II. SYSTEM MODEL AND CHANNEL ESTIMATION

We consider a CF-mMIMO system with M APs each
having N antennas and serving a total of K users. The APs
are connected to a CPU over a delay-free unlimited capacity
front-haul link. The locations of the APs and the UEs are
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considered to be points on the two dimensional plane, with
the locations of the mth AP and the kth UE represented by
using the complex numbers da,m and du,k, respectively. Also,
the path loss between the kth user and the mth AP is modeled
by using a piecewise linear multi-slope model as

βmk = µl (|da,m − du,k|)−ηl , dl−1 < |da,m − du,k| < dl,
(1)

where µl is a normalization constant, ηl is the lth slope, and
dl is the lth threshold, 1 ≤ l ≤ L, with dL =∞ [15].

The fast fading channel between the kth user and the mth
AP at the nth instant, denoted by hmk[n] ∈ CN×1, is assumed
to evolve in time according to the relation [12], [16]

hmk[n+ τ ] = ρmk[τ ]hmk[n] + ρ̄mk[τ ]zh,mk[n+ τ ;n], (2)

where ρmk[τ ] is the correlation coefficient of the channel
between the kth UE and the mth AP at lag τ . The channel state
hmk[n] and the innovation zh,mk[n+ τ ;n] are assumed to be
distributed as CN (0, IN ), with E[hmk[n]zHh,mk[n + τ ;n]] =
ON , where IN and ON are the N ×N identity and all zero
matrices, respectively. We also assume that the innovation
process zh,mk[t;n] is wide sense stationary, and temporally
white over the time index t, for a given anchor index n. In
(2) and throughout the paper, for any variable x ∈ [−1, 1], we
denote x̄ ,

√
1− x2.

Conventionally, the correlation coefficient ρmk[τ ] is as-
sumed to follow the Jakes’ model [16], or the first order
autoregressive (AR-1) model [12]. It is dependent on the
user’s speed through the Jakes’ spectrum. However, this model
is developed under the assumption that the scatterers are
localized around the UEs. In case of CF-mMIMO systems,
in general, it is not reasonable to expect that scatterers are
localized only around the UE, and assume that the correlation
coefficient is the same across all APs. Moreover, to the best
of our knowledge, measurement campaigns elucidating the
variation of the temporal correlation coefficient across APs
are not available in the literature. Therefore, in this paper, we
consider a simple generalization of the existing Jakes’ spec-
trum based model, where the correlation coefficient depends
on the relative speed of the UEs with respect to the different
APs. To elaborate, we consider vmk to be a random variable
that is i.i.d. across the APs with mean vk (i.e., depending only
on the user index) and support [(1−∆)vk, (1 +∆)vk], where
0 ≤ ∆ ≤ 1. The correlation coefficient is then defined as
ρmk[τ ] = J0(2πfd,mkTsτ), where J0(·) is the Bessel function
of zeroth-order and first kind [16], fd,mk = vmkfc/c is the
Doppler frequency of the kth user with respect to the mth AP,
fc is the carrier frequency, c is the speed of light, and Ts is
the sampling interval.

Note that ∆ = 0 results in the conventional model, where
the correlation coefficient is the same at all APs. Nonetheless,
even in this case, the effect of aging on a CF-mMIMO is
different from cellular mMIMO. This is because, in cellular
mMIMO, only the associated base station decodes the signal
from a given UE, and the UE’s signal arriving at other base
stations is treated as interference. When ∆ > 0, the channel
ages at different APs at different rates, and we will see in
the section on numerical results that this has a marginally

beneficial effect on a CF system at high user velocities and
large frame durations.

The uplink frame, consisting of a total of T channel uses, is
segmented into two subframes: training and data transmission.
Over the first P (≤ K) channel uses, the UEs transmit uplink
pilots to the APs with the lth UE employing a pilot energy
Eupl. For simplicity, we consider that the individual pilot
signals occupy a single time slot, and the UEs whose pilots
share the pth slot are contained in the set Up. These pilots
are used by the respective APs to estimate the channels from
these UEs. In the next phase, consisting of T − P channel
uses, the UEs transmit uplink data. In this paper, we assume
the system to have a “level 4” centralization of data processing
according to the classification in [17]. That is, the APs share all
the available information with the CPU, including the channel
estimates and the received data symbols. At the CPU, the
received symbols are processed using an MMSE combiner to
obtain estimates of the symbols transmitted by the users.

During the pth uplink training slot, the signal received by
the mth AP is given by

ym[p] =
∑
l∈Up

√
βmlEuplhml[p] +

√
N0wl[p]

=
√
βmkEupkhmk[p] +

∑
l∈Up
l 6=k

√
βmlEuplhml[p] +

√
N0wl[p].

The mth AP uses the pilot signal received at time p, ym[p],
to obtain the MMSE estimate of the kth UEs channel at time
P , i.e., hmk[P ]. We denote the MMSE estimate of hmk[P ]
by ĥmk. The estimate ĥmk is used by the CPU to decode the
kth UE’s signal over the entire frame.

Using the well-known time-reversal property [18] of (2), we
can write

ym[p] = ρmk[P − p]
√
βmkEupkhmk[P ]

+ ρ̄mk[P − p]
√
βmkEupkzh,mk[p;P ]

+
∑
l∈Up
l 6=k

√
βmlEuplhml[p] +

√
N0wl[p]. (3)

Consequently, we have ĥmk =
ρmk[P−p]

√
βmkEupk∑

l∈Up βmlEupl+N0
ym[p], and

hmk[P ] = amkĥmk + āmkh̃mk, (4)

with E[ĥmkh̃
H
mk] = ON and amk =

√
ρ2mk[P−p]βmkEupk∑
l∈Up βmlEupl+N0

.

Therefore, for P + 1 ≤ n ≤ T , we have

hmk[n] =ρmk[n− P ]amkĥmk + ρmk[n− P ]āmkh̃mk

+ρ̄mk[n− P ]zh,mk[n;P ]. (5)

With the system model and channel estimates in hand, we
can now proceed with the uplink SINR analysis.

III. UPLINK SINR ANALYSIS

During the data phase, i.e., over the next T − P channel
uses, the UEs simultaneously transmit the data to all the APs.
If the kth UE transmits the symbol sk[n] at the nth instant
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(satisfying E[|sk[n]|2] = 1) with power Eusk, then the signal
received at the mth AP is

ym[n] =

K∑
k=1

√
βmkEuskhmk[n]sk[n] +

√
N0wm[n]. (6)

Letting y[n] , [yT1 [n],yT2 [n], . . . ,yTM [n]]T ,
hk[n] , [hT1k[n],hT2k[n], . . . ,hTMk[n]]T , H[n] ,
[h1[n],h2[n], . . . ,hK [n]], βk , [β1k, β2k, . . . , βMk]T ,
B , [β1,β2, . . . ,βK ], ρk[n] , [ρ1k[n], ρ2k[n], . . . , ρMk[n]]T ,
R[n] , [ρ1[n],ρ2[n], . . . ,ρK [n]], ak , [a1k, a2k, . . . , aMk]T ,
A , [a1,a2, . . . ,aK ], s[n] , [s1[n], . . . , sK [n]]T , we can
write the concatenated signal received by the CPU at the nth
instant as

y[n] =

K∑
k=1

√
Eusk(1N ⊗ βk)� hk[n]sk[n] +

√
N0w[n]

= (1N ⊗ (A� R[n− P ]�
√
B))� Ĥdiag(

√
Eus)s[n]

+ (1N ⊗ (Ā� R[n− P ]�
√
B))� H̃diag(

√
Eus)s[n]

+ (1N ⊗ (R̄[n− P ]�
√
B))� Zh[n;P ]diag(

√
Eus)s[n]

+
√
N0w[n], (7)

where � and ⊗ represent the Hadamard product and the
Kronecker product of two matrices, respectively, and 1N is the
N × 1 all ones vector. The square-root operation above (and
elsewhere in this paper) represents the element-wise square
root; note that all the entries of these matrices are nonnegative.
To obtain the last equation above, we use (5), and anchor
time at the P th instant. The first term in (7) corresponds to
the signal s[n] received over the known channel Ĥ, the second
term corresponds to the interference caused due to the channel
estimation error at time P , the third term corresponds to the
interference due to the evolution of the channel between time
P and time n, and the last term corresponds to AWGN.

Now, the received vector is first pre-processed using an
MMSE combiner. We will use the expression for the combined
signal to find the achievable rate of the system via a determin-
istic equivalent analysis. The MMSE combiner requires the
covariance matrix of the received signal, conditioned on the
available estimate Ĥ, which can be expressed as

Ryy|Ĥ[n] =
(
1N ⊗ (R[n− P ]�A�

√
B)� Ĥ

)
diag(E)

×
(
1N ⊗ (R[n− P ]�A�

√
B)� Ĥ

)H
+ (1N1TN )

⊗

((
R[n− P ]� Ā�

√
B
)

diag(E)
(
R[n− P ]�Ā�

√
B
)T

+
(̄
R[n− P ]�

√
B
)

diag(E)
(
R̄[n− P ]�

√
B
)T)

+N0IMN .

= ĜĜH + Ψ ⊗ IN . (8)

Here, for convenience, we have defined, ĝk[n] = (1N ⊗
(ρk[n−P ]�ak�

√
Euskβk)�ĥk), Ĝ = [ĝ1[n], . . . , ĝK [n]]T ,

and Ψ = diag(ψm), as a diagonal matrix with ψm correspond-
ing to the noise and interference power at the mth AP. Also
defining g̃k[n] = (1N ⊗ (ρk[n−P ]� āk �

√
Euskβk)� h̃k),

and ξh,l[n;P ] = (1N ⊗ (ρ̄l[n−P ]�
√
Euslβl)� zh,l[n;P ]).

Then, the MMSE combining vector for the kth user’s signal is
R−1
yy|Ĥ

[n]ĝk[n], and the decoded signal for kth user is given
as

rk[n] = ĝHk [n]R−1
yy|Ĥ[n]ĝk[n]sk[n] +

K∑
l=1
l 6=k

ĝHk [n]R−1
yy|Ĥ[n]

× ĝl[n]sl[n] +

K∑
l=1

ĝHk [n]R−1
yy|Ĥ[n]g̃l[n]sl[n] +

K∑
l=1

ĝHk [n]

×R−1
yy|Ĥ[n]ξh,l[n;P ]sl[n]+

√
N0ĝ

H
k [n]R−1

yy|Ĥ[n]w[n]. (9)

Since the combining vector is based on the MMSE channel
estimate, we can use the worst-case noise theorem [19], and
treat interference as noise to get our main result, namely, the
deterministic equivalent of the uplink achievable SINR.

Theorem 1. The deterministic equivalent of the uplink achiev-
able SINR for the kth user at the nth instant, conditioned on
the spatial locations of the users, is given by

γk[n]− ηs,k[n]

η1,k[n] + η2,k[n] + η3,k[n] + ηw,k

a.s.−−→ 0, (10)

where ηs,k[n] is the desired signal power, η1,k[n] corresponds
to the residual inter-user interference after MMSE combining,
η2,k[n] to the interference due to channel estimation errors,
η3,k[n] the interference due to channel aging, and ηw,k is due
to AWGN. These can be expressed as

ηs,k[n] = NE2usk

(
M∑
m=1

ζmk[n− P ]ϕmk[n]

)2

(11)

with ζmk[n− P ] = βmka
2
mkρ

2
mk[n− P ],

ϕmk[n] ,

 K∑
l=1
l 6=k

Eusl
ζml[n− P ]

(1 + ek,l[n])
+ ψm


−1

, (12)

and ek,l[n] is iteratively computed as e
(t)
k,l[n] =

N
∑M
m=1

ζml[n−P ]Eusl∑K
i=1;i6=k

ζmi[n−P ]Eusi
1+e

(t−1)
k,i

[n]
+ψm

with the initialization

e
(0)
k,i [n] = 1

N0
.

η2,k[n] = Eusk
K∑
l=1

Eusl
M∑
m=1

ϕ′mk[n]ζ̌ml[n− P ], (13)

with ζ̌ml[n− P ] = βmlā
2
mlρ

2
ml[n− P ],

ϕ′mk[n] = ϕ2
mk[n]

ζmk[n− P ] +

K∑
l=1
l 6=k

Eusl
ζml[n− P ]e′k,l[n]

(1 + ek,l[n])

 ,

(14)
e′k,l[n] = [(IK−1 − J)−1u]l, [J]pq =
EuspEusqTr{ΞpT(Ψ)ΞqT(Ψ)}

1+ek,l[n]
, up =

EuspTr{Ξp[n]T(Ψ)Ξk[n]T(Ψ)}, T(Ψ) = (diag(ϕk[n])) ⊗
IN

η3,k[n] = Eusk
K∑
l=1

Eusl
M∑
m=1

ϕ′mk[n]ζ̇ml[n− P ] (15)
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with ζ̇ml[n− P ] = βmlρ̄
2
ml[n− P ],

ηw,k[n] = N0Eusk
M∑
m=1

ϕ′mk[n], (16)

η1,k[n] = Eusk
K∑
l=1
l 6=k

Eusl
M∑
m=1

ζmk[n− P ]ζml[n− P ]ε̇kl[n],

(17)
where

ε̇kl[n] = ϕ̇′kl[n] +
|
∑M
m=1 Euslζml[n− P ]|2N2ϕ̇2

kl[n]ϕ̇′kl[n]

|1 +
∑M
m=1 Euslζml[n− P ]Nϕ̇kl[n]|2

− 2<

{∑M
m=1 Euslζml[n− P ]Nϕ̇kl[n]ϕ̇′kl[n]

1 +
∑M
m=1 Euslζml[n− P ]Nϕ̇kl[n]

}
(18)

with <{.} denoting the real part of a complex number, and

ϕ̇mkl[n] ,

 K∑
p=1
p 6=k,l

Eusp
ζmp[n− P ]

(1 + ek,p[n])
+ ψm


−1

, (19)

ėk,lp[n] is iteratively computed as ė
(t)
k,lp[n] =

N
∑M
m=1

ζml[n−P ]Eusl∑K
i=1;i6=k

ζmi[n−P ]Eusi
1+e

(t−1)
k,i

[n]
+ψm

with the initialization

e
(0)
mk,i[n] = 1

N0
. Also,

ϕ̇′mkl[n]= ϕ̇2
mkl[n]

ζmk[n− P ]+

K∑
l=1
l 6=k

Euslζml[n− P ]ė′k,l[n]

(1 + ėk,l[n])

 ,

(20)
with ė′k,l[n] = [(IK − J̇)u̇]l, [J̇]pq =
EuspEusqTr{ΞpT(Ψ)ΞqT(Ψ)}

1+ek,l[n]
, u̇p =

EuspTr{Ξp[n]T(Ψ)Ξl[n]T(Ψ}.

Proof. We omit the proof for due to lack of space.

In the special case where the channel correlation coefficient
ρ[n] is independent of the UE and AP indices, it can be shown
that ηs,k[n], η1,k, and η2,k[n] are proportional to ρ4[n − P ],
while η3,k[n] is proportional to (ρ2[n−P ]−ρ4[n−P ]). Since
ρ[n] is a decreasing function of n, their overall effect is an
increase in interference and a decrease in the SINR with time.

IV. NUMERICAL RESULTS

In this section, we perform from Monte-Carlo simulations
to corroborate the analytical results on the SINR of CF-
mMIMO systems under channel aging. We consider a unit area
including K=16 UEs served by N=256 single antenna APs.
The signaling bandwidth is 5 MHz and the carrier frequency
is 5 GHz. The frame duration is T=1024 channel uses. For all
the experiments, we assume that the transmit SNR for both
data and pilots is 20 dB. For the multi-slope path loss model
in (1), we assume L = 2, d0 = 0.1 units and d1 =

√
2

units while η0 = 0 and η1 = 3. To segregate the effects of
pilot contamination and channel aging, we consider orthogonal
pilots, transmitted over a duration of 16 channel uses.
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Figure 1: Uplink achievable SINR as a function of time for
different UE velocities and system configurations.

For the computation of the average SINR at a given UE,
the UEs and APs are dropped uniformly at random locations
over a square with unit area. For each spatial realization of
UEs and APs, 100 independent channel realizations are used
to compute the average uplink SINR achieved by a UE. This
SINR is averaged over 100 independent spatial realizations of
the UE and AP locations. Thus, the average SINR is computed
by averaging over 10,000 independent channel instantiations.

In Fig. 1, we plot the average per user SINR at the CPU as a
function of the time index for different UE velocities with ∆ =
0, i.e., the channel ages at the same rate at all APs. We see
that the theoretical and simulated curves match perfectly for
CF-mMIMO. In the figure, theoretical and simulated curves
are represented by the lines (no markers) and the markers (no
lines), respectively. Also, we also compare the relative effects
of channel aging on CF-mMIMO against those on cellular
mMIMO and small cells. In the case of cellular mMIMO, we
consider a single BS at the cell center equipped with N =
256 antennas. For the case of small cells, we consider M =
256 single-antenna APs deployed over the area of interest (the
same as in the CF case), with each UE associated with its
nearest AP, under the transmit power assumptions considered
in [2]. The theoretical expressions for the SINR achieved in
these two systems can be derived in a similar manner as the
expressions presented in this paper. We omit the details due to
lack of space. CF-mMIMO achieves much higher SINR than
both cellular mMIMO and small cells. Moreover, we observe
that the impact of higher mobility on CF is more severe than
that on cellular mMIMO or small cells.

In Fig. 2, we study effect of variation in the relative speed
of the UE with respect to different APs for different numbers
of APs. We do this by varying the parameter ∆ described
earlier under the assumption that the UEs are moving at an
average speed of vmax = 300 km/h, and for different numbers
of APs. We depict the average SINR of the CF-mMIMO
system against the time index. Interestingly, a larger value
of ∆ mitigates the effects of channel aging. In addition, we
see that the relative loss in the SINR due to channel aging
remains approximately unchanged as the number of APs is
increased. In other words, contrary to intuition, an increase in
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Figure 2: Uplink achievable SINR as a function of sample
index at a UE velocity of 300 km/h for different values of ∆.
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Figure 3: Uplink achievable SINR at the 1024th sample, as a
function of the UE velocity, for different values of ∆.

the system dimension does not worsen the effects of aging.
In other words, the benefits of higher dimensions offsets the
degradation due to aging.

In Fig. 3, we illustrate the average SINR per user at the
1024th sample as a function of the UE velocity for different
values of ∆. Also, we compare the achievable SINR against
cellular mMIMO and small cells. We observe that at low to
medium user mobility, CF-mMIMO significantly outperforms
both cellular mMIMO and small cells. However, at high mo-
bilities, the performance of CF-mMIMO becomes comparable
to, if not worse than both cellular mMIMO and small cells.
This strengthens the observation made in [20], that the effect
of channel aging on wireless communication systems is highly
dependent on the system model, and warrants careful analysis.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we studied the effect of channel aging on
the uplink of a general CF-mMIMO system. We elaborated
on the effects of different relative speeds of the UEs with
respect to the APs, and derived the deterministic equivalent
SINR under centralized MMSE combining at the CPU. We
observed that CF-mMIMO systems offer much better uplink
SINR compared to cellular mMIMO systems and small cells
at low user mobilities. However, at high velocities and long
frame durations, the relative impact of aging is higher on
CF-mMIMO systems. We also note that unlike the Jakes’

model, there is no well-accepted model for characterizing
the effects of mobility on mmWave channels. Therefore, the
study of the effect of user mobility in mmWave massive
MIMO requires well designed measurement campaigns to
quantify the temporal correlation, variation in the angle of
arrival/departures, and other channel characteristics. Hence,
the study of channel aging in CF systems operating at the
mmWave bands could be the topic for future work.
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