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Abstract—We revisit the problem of secret key agreement
in channel models, where in addition to a noisy, albeit secure
channel, the terminals have access to a noiseless public commu-
nication channel. We show a strong converse for the secret key
capacity in the point-to-point model and give upper bounds for
the general case. Underlying our proofs is a recently discovered
single-shot converse for secret key rates in multiterminal source
models.

I. INTRODUCTION

We revisit the problem of secret key agreement in channel
models, where in addition to a noisy, albeit secure broadcast
channel, the terminals have access to a noiseless public
communication channel. This problem was first investigated
by Csiszár and Narayan in [3], and they showed that the
maximum rate of a secret key (SK) with asymptotically
perfect reliability and secrecy, namely the SK capacity C,
is given by1

C = max
PX0

min
π
D

PXM

∥∥∥∥ |π|∏
i=1

PXπ(i)

 , (1)

where the maximum is with respect to the input distribution
of the sender, and the minimum is with respect to nontrivial
partitions of the parties. In this paper, we establish an upper
bound on the (ε, δ)-SK capacity Cε,δ for a given reliability ε
and a given secrecy δ. Specifically, we show that for ε+δ < 1,

Cε,δ ≤ min
π

max
PX0

D

PXM

∥∥∥∥ |π|∏
i=1

PXπ(i)

 ,

which in turn leads to a strong converse for SK capacity if
the minimax equality holds in (1); this is clearly the case for
a channel with one output.

Our proof relies on a slight modification of a recent reduc-
tion of hypothesis testing to secret key agreement for source
models shown in [10], [11]. Specifically, we show that a
secret key generation protocol yields an active hypothesis test
for distinguishing between two channels [4]. This approach
is along the lines of meta converse of [7], where a reduction
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1It follows from a result of [2] that the expression in (1) is an upper bound
for the original formula for SK capacity established in [3]. This upper bound
was later shown to be tight in [1].

of hypothesis testing to channel coding was used to establish
a finite-blocklength converse for the channel coding problem.
A similar approach was recently applied to derive the strong
converse for the capacity of a degraded wiretap channel with
feedback [5].

The rest of the paper is organized as follows: Our main
result is given in the next section. Section III and IV contain
a review of relevant results in binary hypothesis testing and
secret key agreement in source models, respectively. We
prove our main result in Section V, followed by a discussion
on possible extensions in the final section.

II. PROBLEM FORMULATION AND MAIN RESULT

Consider a broadcast channel with one input X0 and
m outputs X1, . . . ,Xm, specified by a discrete memoryless
channel (DMC) W : X0 → X1×· · ·×Xm. We study a secrecy
generation problem for (m+ 1) terminals using n transmis-
sions over W where terminal 0 selects the input X0 for each
transmission and terminals 1, ...,m, respectively, observe the
corresponding outputs X1, ..., Xm. For brevity, the set of all
terminals is denoted by M = {0, 1, . . . ,m}. Between two
consecutive transmissions, the terminals communicate with
each other interactively over a noiseless public communica-
tion channel of unlimited capacity. While the transmissions
over the DMC W are secure, the public communication
is observed by all the terminals as well as a (passive)
eavesdropper. This model was first studied by Csiszár and
Narayan in [3]. In the manner of [3], the messages sent over
W will be referred to as transmissions and those sent over
the public channel will be refereed to as communication.

Formally, assume that at the outset terminal i generates a
random variable Ui, i = 0, 1, . . . ,m, to be used for (local)
randomization; the random variables U0, . . . , Um are mutu-
ally independent. The communication-transmission protocol
can be divided into n + 1 time slots. In each of the first n
time slots, the terminals communicate interactively over the
public channel, followed by a transmission over the secure
DMC. The protocol ends with a final rounds of interactive
public communication in slot n + 1. Specifically, in time
slot t, 1 ≤ t ≤ n, the terminals communicate interactively
using their respective local randomization U0, . . . , Um and
observations up to time slot t − 1; the overall interactive
communication in slot t is denoted by

Ft = Ft(U0, . . . , Um, X
t−1
1 , . . . , Xt−1

m , F t−1).

Subsequently, the input X0t = X0t(F
t, U0) is transmitted

by terminal 0, and X1t, . . . , Xmt are observed by terminal



1 through m. Finally, the last round of interactive com-
munication Fn+1 = Fn+1(U0, . . . , Um, X

n
1 , . . . , X

n
m, F

n) is
sent over the public channel. For convenience, we denote
F = (F1, . . . , Fn+1).

After the communication-transmission protocol ends,
the terminals 0, . . . ,m, respectively, form estimates
K0,K1, . . . ,Km as follows:

K0 = K0(U0,F)

and

Ki = Ki(X
n
i , Ui,F), i = 1, . . . ,m.

A random variable K with range K constitutes an (ε, δ)-SK
if the following two conditions are satisfied (cf. [3]):

P (K0 = · · · = Km = K) ≥ 1− ε, (2)
‖PKF − Punif × PF‖1 ≤ δ, (3)

where Punit is the uniform distribution on K, and where ‖P−
Q‖1 denote the (normalized) variation distance between P
and Q given by

‖P −Q‖1 =
1

2

∑
x

|P (x)−Q(x)|.

The first condition above represents the reliability of the SK
and the second guarantees its secrecy.

Definition 1. A rate R > 0 is (ε, δ)-achievable if there
exists local randomization U0, . . . , Um, communication-
transmission protocol F, and (ε, δ)-SK K with

1

n
log |K| ≥ R

for all sufficiently large n. The supremum of all (ε, δ)-
achievable rates is called the (ε, δ)-SK capacity, denoted by
Cε,δ .

Our main result is an upper bound on Cε,δ .

Theorem 1. For 0 ≤ ε, δ with ε + δ < 1, the (ε, δ)-SK
capacity is bounded above as

Cε,δ ≤ min
π

max
PX0

D

PXM

∥∥∥∥ |π|∏
i=1

PXπ(i)

 ,

where min is taken over all nontrivial partitions, and where
PXM the joint distribution induced from input distribution
PX0

and channel W .

Clearly, when there is only one receiver (m = 1) the strong
converse for SK capacity follows.

Corollary 2. For SK generation with one receiver, the (ε, δ)-
SK capacity is given by

Cε,δ = max
PX0

I(X0 ∧X1)

for every 0 < ε < 1− δ.

Note that 1 − δ ≤ ε < 1 the (ε, δ)-SK capacity is
unbounded. Therefore, the corollary above characterizes Cε,δ

for all 0 < ε, δ < 1.

III. HYPOTHESIS TESTING

Consider a simple binary hypothesis testing problem with
null hypothesis P and alternative hypothesis Q, where P and
Q are distributions on the same alphabet X . Upon observing
a value x ∈ X , the observer needs to decide if the value
was generated by the distribution P or the distribution Q.
To this end, the observer applies a stochastic test T, which
is a conditional distribution on {0, 1} given an observation
x ∈ X . When x ∈ X is observed, the test T chooses the
null hypothesis with probability T(0|x) and the alternative
hypothesis with probability T (1|x) = 1 − T (0|x). For 0 ≤
ε < 1, denote by βε(P,Q) the infimum of the probability of
error of type II given that the probability of error of type I
is less than ε, i.e.,

βε(P,Q) := inf
T :P[T]≥1−ε

Q[T],

where

P[T] =
∑
x

P(x)T(0|x),

Q[T] =
∑
x

Q(x)T(0|x).

The following result credited to Stein characterizes the opti-
mum exponent of βε(Pn,Qn) where Pn = P × ... × P and
Qn = Q× ...×Q.

Lemma 3. (cf. [6, Theorem 3.3]) For every 0 < ε < 1, we
have

lim
n→∞

− 1

n
log βε(P

n,Qn) = D(P‖Q),

where D(P‖Q) is the Kullback-Leibler divergence given by

D(P‖Q) =
∑
x∈X

P(x) log
P(x)

Q(x)
,

with the convention 0 log(0/0) = 0.

Next, we review a problem of active hypothesis testing
where the distribution at each instance is determined by a
prior action. Specifically, given two DMCs W : X → Y
and V : X → Y , we seek to design a transmission-feedback
scheme such that by observing the channel inputs, channel
outputs, and feedback we can determine if the underlying
channel is W or V . Formally, an n-length active hypothe-
sis test consist of (possibly randomized) encoder mappings
et : F t → X , 1 ≤ t ≤ n, feedback mappings ft : Yt → F ,
0 ≤ t ≤ n − 1, and a conditional distribution T on {0, 1}
given Xn, Y n,F. On observing Xn, Y n,F, we detect the
null hypothesis W with probability T (0|Xn, Y n,F) and
alternative hypothesis V with probability T (1|Xn, Y n,F).
Analogous to βε(P,Q), the quantity βε(W,V, n), for 0 ≤
ε < 1, is the infimum of the probability of error of type II
over all n length active hypothesis tests for null hypothesis
W and alternative hypothesis V such that the probability of
error of type I is no more than ε.



The following analogue of Stein’s lemma for active hy-
pothesis testing was established in [4] (see, also, [8]).

Theorem 4 ([4]). For 0 < ε < 1,

lim
n
− 1

n
log βε(W,V, n) = max

PX
D
(
W
∥∥V ∣∣PX)

= max
x

D
(
Wx

∥∥Vx),
where Wx and Vx, respectively, denote the xth row of W
and V .

Remarkably, the exponent above is achieved without any
feedback, i.e., while feedback is available, it does not help
to improve the asymptotic exponent of βε(W,V, n). Further-
more, the proof in [4] remains valid even when the feedback
ft is replaced by a noiseless interactive communication.

IV. CONVERSE FOR SOURCE MODEL

In this section, we review multiparty SK agreement where
parties observing random variables X0, . . . , Xm communi-
cate interactively over a public channel to agree on a SK
that is concealed from an eavesdropper with access to the
communication.

Formally, the communication is sent over r rounds of
interaction. In the jth round of communication, 1 ≤ j ≤ r,
the ith party sends Fij , which is a function of its observation
Xi, local randomness Ui, and the previously observed com-
munication. At the end of the protocol, the ith party computes
an estimate Ki = Ki(Xi,F) of the SK. A random variable
K with range K constitute an (ε, δ)-SK if conditions (2) and
(3) are satisfied.

The following upper bound on the length of the key taken
by an (ε, δ)-SK K was shown in [10], [11]:

log |K|

≤ min
π

1

|π| − 1

[
− log βε+δ+η(PXM ,Q

π
XM) + |π| log 1

η

]
,

for all 0 < η < 1− ε− δ, all nontrivial partitions π, and all
QπXM =

∏|π|
i=1 QXπ(i)

. Underlying the proof of this bound
is an intermediate reduction argument in [10, Lemma 1] that
relates SK agreement to hypothesis testing. We recall this
result below.

Theorem 5 ([10], [11]). For every 0 < η < 1 − ε − δ and
every QπKMF satisfying

QπKM|F =

|π|∏
i=1

QKπ(i)|F,

the length of (ε, δ)-SK satisfies

log |K|

≤ 1

|π| − 1

[
− log βε+δ+η(PKMF,Q

π
KMF) + |π| log

1

η

]
.

V. PROOF OF MAIN RESULT

We present a converse result that applies for every fixed n
and is asymptotically yields Theorem 1.

Theorem 6. For 0 ≤ ε, δ, ε+δ < 1, given a communication-
transmission protocol generating (ε, δ)-SK, we have

log |K| ≤ 1

|π| − 1

[
− log βε+δ+η(W,V

π, n) + |π| log 1

η

]
,

for all 0 < η < 1− ε− δ, all non-trivial partition π, and all
channels V π : X0 → X1×· · ·×Xm satisfying the following:

V π(x1, . . . , xm|x0) = V1(xπ(1)\{0}|x0)
|π|∏
i=2

Vi(xπ(i)), (4)

where π(1) ⊂ M is the subset that contains 0 and Vi(·) is
a channel that does not depend on the input x0.

Proof of Theorem 1. Let P∗X0
be a maximizer of

max
PX0

D

PXM

∥∥∥∥ |π|∏
i=1

PXπ(i)

 ,

and let P∗XM be the corresponding distribution of XM.
Theorem 1 follows form Theorems 6 and 4 upon setting
Vi = PXπ(i)

for i = 2, . . . , |π|and V1(xπ(1)\{0}|x0) =
W (xπ(1)\{0}|x0).

Finally, we prove Theorem 6; the following observation
will be used.

Lemma 7. For a channel V π of the form (4) and a given
communication-transmission protocol, the induced distribu-
tion QπKMF satisfies the factorization condition

QπKM|F =

|π|∏
i=1

QXπ(i)|F.

Proof of Lemma 7. The proof entails a repeated application
of the fact that conditionally independent random variables
remain so when conditioned additionally on an interactive
communication (cf. [9]) and is completed by induction.
Specifically, note first that QU0···Um|F0

satisfies the factor-
ization condition since the local randomness are independent
and F0 is an interactive communication. Under the induction
hypothesis

QπUMXM|F t−1 =

|π|∏
i=1

QUπ(i)X
t−1
π(i)
|F t−1 ,

we get

I(Uπ(i)X
t
π(i) ∧ (Uπ(j), X

t
π(j) : 1 ≤ j 6= i ≤ |π|)|F t−1)

= I(Uπ(i)X
t−1
π(i) ∧ (Uπ(j), X

t−1
π(j) : 1 ≤ j 6= i ≤ |π|)|F t−1)

= 0,

where the first equality follows since (Xπ(j),t : 2 ≤ j ≤ |π|)
are the outputs of Vjs, X0,t is a function of (U0, F

t−1), and
Xπ(1)\{0},t is the outputs of V1.

Proof of Theorem 6. Given a communication-transmission
protocol, let QπKMF be the distribution induced by the
protocol when the underlying channel is a V π of the form
(4). Then, by Lemma 7, QπKMF satisfies the condition of



Theorem 5 and the following bound holds:

log |K|

≤ 1

|π| − 1

[
− log βε+δ+η(PKMF,Q

π
KMF) + |π| log

1

η

]
.

Note that a test for the simple binary hypothesis testing prob-
lem for PKMF and QπKMF along with the communication-
transmission protocol constitutes an active hypothesis test for
W and V . Therefore,

− log βε+δ+η(PKMF,Q
π
KMF)

≤ − log βε+δ+η(W,V
π),

which completes the proof.

VI. DISCUSSION

Our approach yields a strong converse for SK capacity
in Corollary 2 for the case m = 1. In order to extend
this result to a general m, an extension of the result of
[4] to “composite” active hypothesis testing with finitely
many alternative channels is needed. In particular, it needs
to be shown that feedback does not improve the exponent
probability of error of type II even for the composite case.
The validity of this statement remains unclear.
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