IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 70, NO. 9, SEPTEMBER 2022

6341

Optimal Energy-Efficient Antenna Selection and
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Abstract— Underlay spectrum sharing addresses spectrum
scarcity but imposes constraints on the interference the sec-
ondary system causes to the primary receiver. For a sec-
ondary transmitter that is subject to the stochastic and general
interference-outage constraint and the peak transmit power
constraint, we present a novel joint antenna selection and power
adaptation rule. It addresses the twin goals of improving the
spectral efficiency and reducing the power consumed of an under-
lay secondary system with low hardware complexity and cost.
We prove that the rule maximizes the energy-efficiency (EE) of
the secondary system. Its form differs from all other rules consid-
ered in the literature. We then present an insightful geometrical
characterization of the optimal power of the selected antenna
in terms of the channel gains within the secondary system and
between the secondary and primary systems. Qur approach leads
to several special cases, which are themselves novel, and novel
analytical insights about the performance and structure of the
optimal rule. We also present an iterative subgradient-based
algorithm and a simpler non-iterative bound-based algorithm
to compute the rule’s parameters. The rule achieves a markedly
higher EE compared to conventional approaches, and serves as
a new fundamental benchmark for antenna selection in underlay
spectrum sharing.

Index Terms— Energy-efficiency, spectrum sharing, underlay,
antenna selection, power adaptation, interference.

I. INTRODUCTION

EXT generation wireless systems are required to support

much higher data traffic, but under severe constraints on
the available spectrum and energy consumed. For example, 5G
systems are expected to achieve a three times higher spectral
efficiency and a hundred times higher energy-efficiency (EE),
while 6G systems are envisaged to achieve a ten times higher
spectral efficiency and a hundred times higher EE than their
previous generations [2].
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Spectrum sharing is a promising technique that addresses
the first goal of improving spectrum utilization and over-
coming the critical spectrum shortage. It permits secondary
users (SUs) to share the spectrum used by high priority
primary users (PUs). In the interweave mode of spectrum
sharing, the SU transmits only when the PU is not transmitting.
On the other hand, in the underlay mode, both PU and SU
transmit simultaneously over the same spectrum, which further
improves spectrum utilization [3]. However, the SU is subject
to constraints on the interference it causes, in order to protect
the PU.

To mitigate the performance degradation of the SU due
to the interference constraint imposed in the underlay mode,
various multiple antenna techniques have been investigated.
Transmit antenna selection (TAS) is one such technique in
which the transmitter employs only one radio frequency (RF)
chain. It dynamically selects an antenna, connects it to the RF
chain, and transmits to the receiver. This is unlike conventional
multi-antenna systems, in which the number of RF chains
equals the number of antennas. The RF chain contributes the
most to the hardware complexity and cost as it consists of sev-
eral components such as a digital-to-analog converter, mixer,
filter, and amplifier. On the other hand, antenna elements are
relatively cheap. Thus, TAS exploits spatial diversity, but with
a complexity comparable to a single antenna system.

TAS and spectrum sharing have been adopted in prac-
tical wireless systems. For example, IEEE 802.11af/be,
long term evolution (LTE)-license assisted access, MulteFire,
citizen’s broadband radio service, and 5G new radio unli-
censed employ spectrum sharing. TAS has been adopted
in LTE and IEEE 802.11n [4]. TAS for underlay spec-
trum sharing has also attracted attention in the literature.
Symbol error probability-minimizing TAS rules are proposed
in [5], [6]. The secondary transmitter (STxX) is subject to an
interference-outage constraint in [5], and the average interfer-
ence constraint in [6]. A TAS rule that maximizes the signal-
to-interference-plus-noise ratio (SINR) is proposed in [7] for
a peak interference power constrained STx. Rate-maximizing
TAS is studied in [8] for an STx that is subject to peak
interference and transmit power constraints. The above works
also differ in the interference constraints they impose on the
secondary system. However, EE maximization for underlay
spectrum sharing is not considered.
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Given the critical importance of EE today, the trade-off
between energy consumed and rate also needs to be care-
fully addressed. EE-maximizing TAS rules are investigated
in [9]-[11] for multiple antenna systems, but underlay spec-
trum sharing is not considered. On the other hand, the EE
maximization approaches studied in [12]-[16] for underlay
spectrum sharing do not consider TAS. Specifically, power
adaptation for EE maximization is studied in [12], [13]. The
average interference power constraint and different combina-
tions of peak and average power constraints are considered
in [12], while the interference-outage constraint is considered
in [13]. In [14], power adaptation is studied for various
combinations of peak and average power constraints, and peak
and average interference constraints. In [15], power adaptation
for a cognitive multiple antenna broadcast channel is studied
for the peak power and the peak interference constraints.
Power adaptation for the average interference constraint is
studied in [16].

A. Contributions
We see that while EE-maximization, TAS, and underlay
spectrum sharing have been studied in the literature, a com-
bination of these three topics has not. This combination is
relevant given the need to develop practically appealing, low
complexity solutions that better utilize the scarce spectrum and
transmit as many bits as possible per unit energy by exploiting
spatial diversity. The system model, optimization problem, and
its solution all change when TAS is considered for maximizing
the EE of underlay spectrum sharing. The interference con-
straint also exerts a crucial influence. We study the stochastic
interference-outage constraint, which limits the probability that
the interference power at the primary receiver (PRx) exceeds
a threshold [5], [17]-[19]. It subsumes the widely-studied and
more conservative peak interference constraint, and can lead to
higher rates for the secondary system. It is suitable for primary
systems that offer delay or disruption-tolerant services that
can tolerate outages due to interference. In practical scenarios
where the STx has imperfect channel state information (CSI),
the STx cannot satisfy the peak interference constraint, but it
can satisfy the interference-outage constraint.
We make the following contributions:
e Optimal Rule: We propose a novel EE-aware joint
antenna selection and power adaptation (EE-ASPA) rule.
We prove that it maximizes the EE of a secondary system
in which the STx is subject to the interference-outage
constraint and the peak power constraint. Given its opti-
mality, EE-ASPA serves as fundamental benchmark for
assessing the EE of TAS in underlay spectrum sharing.
EE-ASPA jointly selects the antenna and its power to
maximize a reward function, whose structure is very
different from the rules in [12]-[14], [16]. The function
consists of three terms. The first term is the instantaneous
rate. The second term is the transmit power weighted by
a power penalty 7. The third term is an indicator function
that checks if the STx-PRx channel power gain exceeds a
threshold, and has an interference penalty \ as its weight.
o Explicit Form of EE-ASPA and Deep Analytical Insights:
An important contribution of our work is an explicit form
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for the optimal power and an insightful geometric char-
acterization of EE-ASPA. Our analysis also highlights
the non-intuitive influence of the interference-outage con-
straint and the theoretical novelty of the optimal solu-
tion. The constraint causes the optimal power to be a
discontinuous function of the channel power gain from
the STx to the secondary receiver (SRx). Furthermore,
the power can remain constant and then jump higher
as the STx-SRx channel power gain increases. No such
discontinuity arises in the power adaptation considered
in [6], [20]-[22]. Such insights do not arise from the
numerical optimization techniques used to maximize the
EE in [10], [11], [15], [23]-[25].

o Novel and Insightful Special Cases: In the small peak
power regime, we show that EE-ASPA reduces to a
simpler binary power adaptation rule, and the optimal
antenna can be selected only on the basis of the STx-SRx
channel power gain. We derive the optimal EE and the
outage probability in closed-form for this regime. We also
present several insightful special cases of EE-ASPA such
as the rate-optimal rule and the unconstrained ASPA rule,
which are by themselves novel.

o Determining Penalties Efficiently: We propose an iterative
approach to determine 7 and prove its convergence to
the optimal value. For determining A, we first propose a
subgradient-based iterative algorithm and prove its con-
vergence. We then propose an alternate, computationally
simpler non-iterative approach; it uses a tractable upper
bound on the outage probability.

o Benchmarking and Efficacy: We observe that EE-ASPA
increases the EE by up to 200% compared to several
conventional rules.

Comments: Table 1 presents a concise summary of the
literature and the many aspects in which it differs from
our work. EE-ASPA differs from the EE-maximizing rules
n [9]-[11], [24], which depend only on the transmitter-to-
receiver channel power gains and not on any interference
link gains. Hence, their mathematical form and properties
are different. In [12]-[16], [23], [25], EE maximization for
underlay spectrum sharing is considered. However, TAS is not
considered and the interference constraint is different. As a
result, their power adaptation rules differ from EE-ASPA.
In [14], the average of the instantaneous EE is maximized.
The rules in [15], [23], [25], [26] maximize the instanta-
neous EE. However, in a system that adapts its power and
rate, maximizing the instantaneous EE or the average of the
instantaneous EE is not the same as maximizing the EE,
which turns out to be the ratio of the average rate to the
average energy consumed. In [12], [13], the STx is assumed
to know the primary transmitter (PTx)-PRx channel power
gain. However, this is practically challenging since the PTx
is seldom controlled by the secondary system.

B. Outline and Notations

Section II describes the system model. In Section III,
we propose EE-ASPA, prove its optimality, and elucidate its
structure. We then present several insights about the optimal
rule and its performance. In Section IV, we propose two
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TABLE I
COMPARISON OF RELATED LITERATURE ON EE MAXIMIZATION

Reference EE metric  Underlay TAS Interfe- Solution
spectrum rence
sharing constraint
Zhou et al. [12] Average Yes No Average Closed-form

Jin et al. [26]  Instantaneous Yes Yes Average Adhoc method

based on
exhaustive
search,
bisection
Wang et al. [13] Average Yes No SINR- Closed-form
outage
Sboui et al. [14]  Average of Yes No  Peak/ Closed-form
instantaneous Average
EE
Mili et al. [16] Average Yes No Average Multi-objective
optimization-
based
adhoc method
Mao et al. [15], Instantaneous Yes No  Peak Numerical
Huang et al. [23], methods
Wang et al. [25]

Li et al. [9] Instantaneous No Yes NA Closed-form
Zhou et al. [11], Instantaneous No Yes NA Numerical
Wang et al. [10], methods
Jiang et al. [24]

- |
S ~ 14 Q
~ v’ ooog
PTx RS o gs + PRxIEE22
~ ~ o ,
~ /7
Y -
1 o_ 4 ’ b = ~
A

RF Chain .

Data, ’ O
. -
N, :

O—YSTX

Fig. 1. System model showing the STx with N; antennas and one RF chain
transmitting to the SRx and causing interference at the PRx.
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algorithms to determine the constants involved in the rule.
Numerical results and our conclusions follow in Sections V
and VI, respectively.

Notation: We show scalar variables in normal font, vector
variables in lowercase bold font, and sets in calligraphic font.
Pr(X), Pr(X |Y), and E [X] denote the probability of X,
conditional probability of X given Y, and expectation of X,
respectively. fx (.) denotes the probability density function of
X. The indicator function is denoted by 1,;, which equals
one if a is true and is zero else. We denote max {a,0} as (a)™.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model

The system model is illustrated in Figure 1. It consists of
a primary system and a secondary system that share the same
spectrum. The secondary system consists of an STx with Ny
transmit antennas and an SRx, which can have one or more
antennas. The STx chooses an antenna s € {1,...,N;} and
connects it to the RF chain. It transmits with a power P; to the
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SRx. When the SRx has one antenna, let h denote the channel
power gain from antenna s of the STx to the SRx. In general,
when the SRx has [V, antennas, h is replaced with Z;V=1 hjs
for maximal ratio combining and max;c¢i,.. N3 {hjs} for
selection combining, where h;, denotes the channel power
gain from antenna s of the STx to antenna j of the SRx. Let the
channel power gain from antenna s of the STx to the PRx be
denoted as gs. Let h 2 [h1,...,hn,] and g 2 (91, 9N,

Primary Interference Models: Let oy, denote the baseband
channel gain from the PTx to the SRx and P, denote the
primary transmit power. We consider the following two models
for the interference from the PTx to the SRx:

o Instantaneous Interference Power Model [12]-[14], [16]:
In this model, the interference from the PTx is given by
P,|ap|?, where P, is the PTx transmit power and «, is
the baseband channel gain from the PTx to the SRx. The
SINR T at the SRx when the STx transmits from antenna
i with power P; is taken to be I' = Pih; /(Pplap|* + 02).

o Average Interference Power Model [5], [18], [27],
[28]: This model considers the average interference of
the PTx-SRx link E [P,|ap|?] and writes the SINR

as Ph;/(E [Pylap|?] +02). The model provides a
tractable lower bound on the average rate that enables
insightful analyses.

CSI Model: The STx knows h and g [5], [12], [20]-[22].
In practice, this can be achieved as follows. In the time
division duplex mode, the STx can estimate h and g using
channel reciprocity. In the frequency division duplex mode,
the STx can estimate h via feedback from the SRx, and g
using techniques such as hidden power feedback loop [5]. The
SRx performs coherent demodulation. For this, it only needs
to know the complex baseband channel gain from the selected
STx antenna s to itself, and can estimate it from the pilot sym-
bols transmitted along with the data [21]. Assuming perfect
CSI provides an upper limit on the EE with imperfect CSI. The
STx also needs to know P,|ay,|*> + 02 and E [P, |ay|?] + o2
for the instantaneous and average interference power models,
respectively, in order to set its rate. These can be fed back by
the SRx.

B. EE-Focused Problem Formulation

The EE of a system, which we denote by EE, is the number
of bits transmitted per unit energy consumed. The instanta-
neous rate in nats/s is log (1 4+ I'), where I' = Psh,/0? is the
SINR. Furthermore, 0% = 02407, where 02 = P,|ay,|? for the

instantaneous interference power model and o7 = E [Pploy|?]
for the average interference power model. The instantaneous
power consumed by the STx is {Ps + P., where £ is the
power amplifier inefficiency and P, is the constant power
consumed by components such as mixer, filter, and digital-
to-analog converter [12], [29]. For an STx that can adapt its
rate and transmit power, it follows from the renewal-reward
theorem that

EE — E[log (14 T)]

T E[EP+ P W
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Thus, EE is the ratio of the average rate to the average power
consumed at the STx. The expectations in the numerator and
denominator are over both h and g for the average interference
power model because the transmit power and the selected
antenna are a function of both h and g. For the instantaneous
interference power model, the expectations are over h, g,
and o7

Constraints: The secondary system is subject to the follow-
ing constraints:

1) Interference-Outage Constraint: An interference-outage
occurs at the PRx when the interference power Psgs
exceeds a threshold 7. The constraint requires that an
interference-outage can occur with a probability at most
Omax, 1.€., Pr(Psgs > 7) < Omax. The peak interfer-
ence constraint is a special case of this and corresponds
to Omax = 0.

2) Peak Power Constraint: The transmit power P; must not
exceed the peak power P ax [12].

Comments: The average of the instantaneous EE, which is
used in [14], is not the same as EE because the expectation
of a ratio is not the same as a ratio of expectations. We note
that maximizing the instantaneous EE is not meaningful for
a secondary subject to a stochastic interference constraint,
since the actions of the ASPA rule over the entire space of
realizations of the channel gains determine whether it satisfies
the constraint.

An ASPA rule ¢ specifies, for each realization of the
channel power gains, the transmit antenna s € {1,..., N;}
and its transmit power Ps € [0, Ppax]. Let D be the set of
all ASPA rules. For the average interference power model, the
problem Py for finding an optimal ASPA rule can be stated
as the following constrained stochastic optimization problem:

E [log (1 + Lehe
Po: gleal}){ { [Efg(Pe + ;c] )} } ’ @
s.t. Pr(Psgs > 7) < Omax, 3)
0 < Ps < Pax, “4)
(s, Ps) = ¢(h, g). ®)

Here, ¢ : (RT)M x (RT)N — {1,..., N} x [0, Prnaxs
it takes h and g as inputs and outputs s and P;,. For the
instantaneous interference power model, ¢ is a mapping from
(RT)Ne x (RT)Ne x R to {1,..., Ny} x [0, Pax] since its
inputs are h, g, and 012). The dependence on 012) is not shown.
The above formulation can be generalized to include a

minimum rate constraint for the STx. We discuss it below.

III. EE-ASPA AND ITS OPTIMALITY

First, we present the EE-maximizing ASPA for the uncon-
strained regime, in which the interference-outage constraint
is inactive. Then, we present the general EE-ASPA rule and
prove its optimality. Lastly, we present several insights about
the structure and performance of EE-ASPA. We shall say that a
solution is feasible when it satisfies the interference-outage and
peak power constraints. EE-ASPA and the proof of its opti-
mality apply to both interference models. Unless mentioned
otherwise, we consider the average interference power model
below.
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A. Unconstrained Regime

When the constraint in (3) is inactive, we can show that the
optimal rule is given by

s = argmax {h;} and P, = min {]5 (hs) ,Pmax} , (6)
ie{l,...N:}

where P (hy) = (1/n¢ — 02/113)Jr and 7 > 0 is a constant.
Its proof is a simpler version of the proof in Section III-B
and is not shown here to conserve space. We shall refer to
this rule as the unconstrained ASPA (UC-ASPA) rule. In this
regime, the optimal rule is independent of the STx-PRx link
gains, and the antenna with the largest STx-SRx channel power
gain is selected.

B. Constrained Regime

Consider the following rule, which we shall refer to as
EE-ASPA:

* * A
(5 aPs*) =

{0 (P, Ny, (D

argmax
P;€[0,Pmax], 1€{1,...,N}

*

where s* is the selected antenna, PJ. is its transmit power,
and

il
2

P:h
O (P, ) 2 log <1+
ag

> - 77sz - >\]]-{P71g7¢>7'}7 (8)
is the reward function. Here, » > 0 and A > 0 are two
constants. To keep the notation simple, we do not explicitly
show the dependence of ; (P;;7, A) on the channel power
gains.

The following lemmas prove that the above form of
EE-ASPA solves Py. Lemma 1 proves that EE-ASPA max-
imizes an optimization problem P;(n) with a transformed
objective function that is parameterized by 7. Lemma 2 shows
that the value of n at which the objective function of P;(n)
achieves the maximum value of 0 is the optimal EE and that
EE-ASPA achieves it. Lemma 3 proves the convergence of an
iterative algorithm to the optimal 7.

Lemma 1: For a given n > 0, let A be chosen such that
Pr (PX gs« > T) = Omax, Where (s*, P%) = ¢* (h, g) and ¢*
is defined in (7). Then, ¢* solves the following problem:

max

Pshs
max {E |:10g (1+ 0_2 ):| _nE [§Pq +PC]} ’
st (3), ), 5. )

Proof: The proof is given in Appendix A. [ ]
Lemma 2: Let n* be the power penalty at which the max-
imum value of the objective function of P;(n) is 0. For this
value of n*, let A* be chosen such that Pr(PXgs > 7) =
Omax, Where (s*, P%) = ¢* (h,g). Then, n* is the optimal
EE of Py and ¢* solves Py.
Proof: The proof is given in Appendix B. [ ]
Lemmas 1 and 2 imply that ¢* is the EE-optimal ASPA rule.
However, Lemma 2 requires the optimal EE n* to be specified.
It can be determined iteratively as follows. In the u™ iteration,
given 7 = n(*), let \(*) denote the corresponding interference
penalty at which Pr (P,w)gsw > 7) = Omax. Here, s s
the optimal antenna and P, is its optimal power in the u®

Pi(n) :
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iteration; both are functions of the channel power gains and
are determined from (7). Then, consider the following update

rule:
E {log ( + ;(u)h (w) )]
,'7(u+1) _
E[£Pgw) +P]

with 77(®) = 0. The algorithm terminates when the objective
function of Py (n) is close to 0.

Lemma 3: The sequence n(©) nM .
increasing and converges to 7*.

Proof: The proof is given in Appendix C. [ ]

Note that 17 and A\ are functions of the system parameters 7,
Omax> Pmax, & P., and N;. We now present a key result of
the paper, which is an explicit characterization of the optimal
transmit power and antenna.

Result 1: The optimal antenna s* is given by

(10)

is monotonically

s* =

argmax {Q (P (11)

i€{1,...,N:}
where P is the optimal power if antenna 7 is selected.
The optimal power depends on which among four regions
(hi, g;) lies in. The regions Rq, R2, R3, and R4 are defined

as follows:

’
= iy Yi [ 12
Rl { g ) 9 Pmax} ( a)
-
{ “gl h < Oél(gz) gi > P } 5 (12b)
max
-
== { zvgz a5t gz) < h < 2, gl P }’ (12C)
Chi > a T (12d)
“gl 2 gz Pmax ’
where
* 2 @o
ag = 060", ai(g;) = T and
(1 _ "]*57')
gi
&%)
ag= — (13)
(1 — n*erlax)+
The optimal transmit power is given by
min {]5 (h’l) aPmaX} ’ ( ’Hgl) € Rl’ (143)
ﬁ (hz) 5 ( lvgl) € RQ’ (14b)
argmax  {Q; (P;;n", \")},
Pi* _ Pie{ﬁ(hi),‘r/gi}
if (hi, i) € Ras, (14c)
argmax  {Q; (P;;n", \")},
PiE{Pmax:T/gi}
if (hi, gi) € Ra, (14d)
where
_ 1 1\*
P(h))=c2( — - — . 1
(h)=o (ao hi) (15)

Proof: The proof is given in Appendix D. [ ]
Note that (14c) and (14d) require comparing the reward
function at only two power values. The decision regions and
the corresponding optimal power are illustrated for EE-ASPA
and UC-ASPA in Figures 2(a) and 2(b), respectively.
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N
>

g argmax}’,e{lg(h;),r/m}{gz (B, A7)}

Ry :
P = argmaxpcp,. T/gk}{Qi (Pism™, A%}

, TG ﬁ‘ .
X H

R = mln{P(h 12
0 «a @,  STx-SRx channel power gain h; Oaja, hi

£']» STx-PRx channel power gain g;

!

Y

(a) EE-ASPA (b) UC-ASPA

Fig. 2. Decision regions that govern how the optimal transmit power P;*
depends on h; and g;.

Understanding the Geometric Representation: We say that
antenna ¢ is non-outage-inducing it P g; < 7, else it is outage-
inducing. Result 1 provides deep insights into when an antenna
is outage-inducing and when it is not, and what its transmit
power will be in each case. Consider first UC-ASPA. It has
only one decision region. In it, the antenna is non-outage-
inducing even if it transmits with the maximum power Py ax.

In general, for EE-ASPA five key values of h;, namely, ay,
a1(g:), oo, as(gi), and as(g;) define the four regions. ap,
a1(g:), and g are the values of h; at which P (h;) in (15)
first becomes non-zero, becomes equal to 7/g;, and becomes
equal to Phax, respectively. Their expressions in Result 1
can be derived easily using (15). as(g;) and as(g;) are
the values of h; at which Q; (7/g;;n*, \*) becomes equal
to (15 (hi);nﬂ)\*)
We derive their expressions below.

a) Region R1: From the definition of o and (14a), we get
P = 0 for h; < ap. Since P (h;) > Ppax for h; > ag,
we get P = Pax for h; > ao. From (12a), it follows that
antenna ¢ is non-outage-inducing in all of R;.

b) Region Ra: We can verify from (15) and the expression
for P’ in (14b) that P = P (h;) < 7/g; for h; < ai1(g;).
Hence, the antenna is non-outage-inducing in all of Ro.

¢) Region TRs: Equating Q; (7/g:5;n", )
Q; (f’ (hi);n*, )\*) at h; = as(g;), we can show that

and € (Pmax; 7™, A*), respectively.

and

Qo
T et
(o = 5%)

where wy- = —Wy(—e 17*") and Wy(.) denotes the
LambertW function on its principal branch [30]. Also,
we have Q; (7/gi;n", A*) > Q; (P (hi);n*,)\*) for h; €

(01(9:), (9] and Qi (/g A) < @ (P (ha)in, \*)
for h; € (as(g:i),2]. Thus, PF = 7/g; when a1(g;) <
h; < as(g;), and is P (h;) otherwise. Since 7/¢g; < P (hi) <
Poax in R3, antenna ¢ is outage-inducing only when h; €
(avs(gi), c2]. When a3(g;) > e, P = 7/g; and the antenna
is non-outage-inducing in all of R3.

as(gi) = (16)
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d) Region TRy: Equating Q;(7/gi;n*,\*) and
Q; (Pmax; n*, \*) at h; = a3(g;), we can show that
_ o2 — 0264\ +n" E( Pmax)
as(gi) = —. a7
( — A\ E(QL— nlmx)Pmax . gl)

Also, we get Q; (1/gi;m", \*) > Qi (Pmax;n™, \*) for h; €
(a2, as(g:)] and Q; (7/gi;n", A*) < Qi (Pmaxin™, A*) for
h; > as(g;). Thus, P = 7/g; for h; € (042,043(91)], and

7
P = Pyax for hy > as(g;). Since 7/¢; < Pmax < P (hi),
in Ry, antenna i is outage-inducing only if h; > @s(g;).

1) Significance of 1 and \: The power penalty 7 controls the
power consumption. For example, from Result 1, o increases
as n increases, i.e., the region where the optimal power is
0 enlarges and the transmit power P; decreases. A deter-
mines when an interference-outage occurs. As \ increases, the
interference-outage constraint becomes tighter and EE-ASPA
rule selects a non-outage-inducing power more often. Setting
A = 0 yields the UC-ASPA rule.

Setting 7 = 0 results in the following rule, which can
be shown to maximize the average rate. To the best of our
knowledge, even this special case is not available in the
literature.

Corollary 1: The optimal ASPA rule that maximizes the
average rate subject to the interference-outage and peak power
constraints is as follows:

L+ 7))

P,L- _ E; lf Pmax S |:gi h
Pma)u
(18a)

else,
P;h;
argmax {log ( 121) — )\]l{pigi>7-}}, (18b)
i€{1,...,N¢} a

where \ is chosen such that Pr (Psgs > 7) = Omax-

C. Additional Minimum Rate Constraint

Now, the STx is subject to the additional constraint:
E [log (1 + PU—Z)] > Rin, Where Ry, is the minimum rate.
Then, the optimal rule can be shown to be

Pih;
{(1+5) log ( 5 )
N:} g

_77§Pz - >\]]-{P71g7‘,>7'}} ) (19)

(s,P,) 2

argmax
P;€[0,Pmax], 1€{1,...,

where § > 0 is chosen to satisfy the above average rate con-
straint with equality, and 7 and \ are defined as before. For this
rule, the transmit power again depends on which of the four
regions (h;, g;) lies in. However, the parameters that define
the regions’ boundaries change to: ap (§) = néo?/(0 + 1),

az(6) = (5)/(1— N€ Prax/ (1 + 5))-‘:-7 a1 (g, 6) Jr:
a (0 )/(1 (1+5) a3 (gi,0) = ag (6 )/(w _ 71?15-7',—-6) ’

a 2 ‘Sil+§%( —Pmax
nd sl 0) = g +, where

( — sttt e (&~ Pmax) 7L>
max 9i
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ar ~ - .
(hi). % B(h, &
7/9i 2 P —-(‘l' (hi)

s pr R BoR et
) —— L , e Py
- / " /
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agon(gi) az(gi) oz D o a1(g) s(gi) o b

(b) For Ppax > i and (¢) For Ppax > i and
a3(gi) < az az(gi) > az

Qg ay ai(gi) hi

(a) For Pmax < gl

Fig. 3. Non-decreasing and discontinuous behavior of P;* as a function of
h; for a given g; for three scenarios.

D. Structural Insight: Non-Decreasing and
Discontinuous Behavior of P}

The following corollary shows two rather non-intuitive
aspects about the optimal power that arise due to the
interference-outage constraint. First, the optimal power P}
can be a discontinuous function of the STx-SRx channel
power gain h;. Second, the transmit power can remain con-
stant at 7/g; even when h; increases. This is because the
interference-outage constraint penalizes the STx if the inter-
ference power exceeds the threshold 7.

Corollary 2: The P} is a monotonically non-decreasing,
but possibly discontinuous, function of the STx-SRx channel
power gain h; for a given STx-PRx channel power gain g;.
The discontinuity can occur at no more than one point, which
is either a3(g;) or az(g;).

Proof: The proof is given in Appendix E. [ ]

The result is illustrated in Figure 3 for three scenarios.
Figure 3(a) arises when Py.x < 7/g;, which corresponds to
‘R1. There is no discontinuity in P;* for this scenario because
R1 is a non-outage-inducing region. Figures 3(b) and 3(c)
correspond to P,.x > 7/¢; and discontinuities occur at cs(g; )
and as(g;), respectively, in them. Such insights are hard
to obtain from the numerical optimization-based approaches
pursued in the literature [15], [23], [25].

E. Insight: Reduction to Binary Power Adaptation
in Small Py .x Regime

Next, we consider the small P,,,x regime. Since the transmit
power is small, the interference-outage constraint is inactive
and P; < P.. Hence, the objective function in Py reduces to
E [log (1 + Pshs/0?)]/P.. It is maximized when the antenna
with the largest STx-SRx channel power gain is selected: s* =

argmax {h; }. Furthermore, from the expressions for g and
i€{1,..,N;}
s in (13), it follows that as — g as Ppax — 0. Hence, the
regions Ra, Ra, and R4 shrink and eventually disappear as
Phax decreases. From (14a), we get

. [0, ifh;<ag,
B = {Pmax, else.

For this simpler rule, the interference-outage probability
Py = Pr(PLgs- > 7) and the optimal EE n* are given
as follows for the average interference power model and
when the SRx is equipped with a single antenna. hq,..., Ay,
are independent and identically distributed (i.i.d.) exponential

(20)
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random variables with unit power, and so are gy, . ..
[20]-[22]; this corresponds to Rayleigh fading.

Result 2: In the small P, ,x regime, Py, is given in closed-
form by

y9n, [71,

N;—1 m
_ Ny — 1\ (-1 _
Pow = Nie™ Pmax E ( tm ) —(TTL _’_) 1 € (m+1)a0. (21)

m=0

1" is the unique fixed-point solution of the following equation:

27N -1

n= Nt |:€Rnax (1 - {1 — 677750 ] ) + Pc:|
NN -1 1)
2 ()

1 1 Poox —(m+1)nta?
1 108 (148 max) €
(m+1)o? ((m +1)0?

+€ Pmax El

+n&(m + 1)02)] , (22)

where Ei(z) = [~ ?dt is the exponential integral [31,
Ch. 5.1].
Proof: The proof is given in Appendix F. [ ]
We see that, Py o< e~ Pmax iNCreases as P, increases.
However, its rate of increase, which is proportional to
e Paax /P2, decreases. Equation (22) brings out how n*

is influenced by P.x, Pe, &, and N,. Using (22), n* can be
found using a simple one-dimensional numerical search.

F. Insight: Behavior of EE-ASPA in Large Py.x Regime

As P, increases, from (12), we can see that the regions
R1 and R4 shrink and disappear. Thus, for large P ax, only
regions R and R3 matter. They can be divided into the
following four subregions based on the value of P;". In Ro,
the subregion RZ4F corresponds to P = 0 (zero power)
and the subregion RYC' corresponds to P* = P (h;) > 0
(non-outage-inducing). Similarly, the subregion RIF corre-
sponds to P = 7/g; (threshold power) and the subregion
R corresponds to P = P (h;) (outage-inducing). They are
given as follows:

RE" = {(hi, gi) :
R = {(hi, gi) :
R = {(hir i) :
R = {(hi, g:) : hi > as(gi)}, where P; = P (h;) > —.

gi
(23)

hi < ag}, where P =0,
ag < h; <aq (gi)}; where Pi* = ﬁ(hz),
1(g:) < hs < as(g:)}, where Pf = —,

i

Thus, an antenna induces an interference-outage only when it
falls in R$".

IV. DETERMINING PENALTY CONSTANTS AND A NOVEL
BOUND-BASED ALGORITHM

We now present two algorithms to determine 1 and \. Both
algorithms update 7 as per the iteration in (10). For a given 7,
the first algorithm finds the corresponding A iteratively, while
the second one uses a tractable bound on Py to find A directly
and with lower complexity.

6347

A. Subgradient-Based Iterative Algorithm

Let A=) denote the value of X in the (¢ — 1)™ iteration.
Then, in the ¢ iteration, the outage probability Po(fl), for
which no closed-form expression is available, is determined
numerically using the Monte Carlo method. Specifically, for
Nryge realizations of h and g, the optimal antenna and power
are determined for each of them as per (11) and (14).! Po(fl)
is then the fraction of realizations in which P;g; > 7. The
variance of the error due to the Monte Carlo method decreases
as O(1/Ngge). Then, A is updated as

A0 = [A“*l)—t (omax - P‘“ﬂ " 24)

out

where ¢ is the step size. The algorithm terminates when either
Po(ft) = Opax or A = 0. We refer to this approach, in which
7 is updated as per (10) and the corresponding A is obtained
by the subgradient algorithm, as the subgradient-based
algorithm.

Convergence and Computational Complexity: For a given
n and a large Npge, the subgradient algorithm is guaranteed
to converge to the neighborhood of the value of A\ that
satisfies the interference-outage constraint with equality when
a constant step size is used. This follows from [32, Prop. 3.2.3]
because in the ¢™ iteration, the subgradient Oy ax — Po(ft) is
upper bounded by Oy, .y, for any £. If the subgradient-based
algorithm takes [Ny, iterations to converge to n* and Ny
iterations to find A given 7, and uses Np,qe channel realizations
in its Monte Carlo computation, its computational complexity
is O (Nig Noub Ntage )- This is the same as that of the algorithms
in [12], [13], whereas it is O (NgupNgage) in [16].

B. Bound-Based Non-Iterative Algorithm

We now propose a non-iterative method to find A. It requires
O (Niy Nage) computations, which is less than that the sub-
gradient method. Given 7, we compute the corresponding A
by solving the equation PUB (\) = Opax, where PYB ()) is
an upper bound on P,y that we derive below for the average
interference power model.?2 Since Py < P(}fl? (M), the solution
obtained is feasible.

Given the involved form of EE-ASPA, we focus on the
large P« regime and one receive antenna at the SRx to
derive PUB ()). In the next section, we numerically assess the
efficacy of this approach for smaller P,,,x as well. We first
show that P, can be written as follows.

Lemma 4: In the large P, .« regime, the expression for Py

can be written as

Pou = NiE [(To(h) + Ta(hn) + Ta(ha) + Ty (k)™
xPr(hy > as(gr) | h) |, ©29)

where

To(hy) = Pr (h2 < ap, 0 (13 (hl);n*,/\*) >0 | hl) . (26)

For the instantaneous interference power model, Npq. realizations of h,

g, and 0’5 are considered.

2We note that the analysis for the instantaneous interference power model

is intractable because 0127 needs to be averaged over.
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Ti(hy) = Pr (ao < h2 < ai(g2), (15 (h1);m", )\*) Proof: The proof is given in Appendix H. [ |
~ . The expectation over hy in (30) can be computed efficiently
> O (P (h2);n™, A ) | hl) ) 27 using Gauss-Laguerre quadrature [31, Ch. 25.4] as follows:
To(hn) = Pr(a1(g2) < ha < as(ga), 1 (P (b)) g &
P (V) m Nie™ 57 3w TR0
> Qo (gl;n*,A*) | hl) ; (28) m=1
2
D * )k X |:T0 (xm + 20 )) +T1UB (xm + 20 )
Tg(hl) = Pr (hg > ()ég(gg),ﬂl (P (hl);n s A ) CON CN
Ni—1
~ o !
> (P (hz);n*,A*) | hl) : (29) +1,° (xm +— >+T3UB (:c+ - )] 7
W) W) *
Proof: The proof is given in Appendix G. [ | (35)

To(h1), T1(h1), To(hq), and T5(hq) are the joint conditional
probabilities that, given ki, antenna 1 is chosen over antenna
2 and antenna 2 lies in the subregions R%P, RgIOI, RIP,
and RY', respectively. Using Lemma 4, we now derive an
expression for PYP (\) when the SRx and PRx have one
antenna each and the channels undergo i.i.d. Rayleigh fading.

Result 3: In the large P,,,x regime and Rayleigh fading, We benchmark the EE, average rate, and average power
PUB ()\) is given as consumption of EE-ASPA with several rules considered in the

§ . literature, namely, minimum interference rule [21], maximum

ng (\) = NE | et/ (W** _W) ]l{h - } ratio rule [22], and maximum received signal power rule [20].
T We also compare with the rate-optimal rule in (18). We do

x [To(h1) + TP (ha) + T3 (k) + T3 (ha)] N"_l} . (30) not compare with the schemes in [12]-[14], [16] because
their system models are inherently different. The performance

The four terms To(h1), T1°(h1), T3 (h1), and T5'®(h1) are  metrics for all the rules are obtained from Monte Carlo

where z,,, and w,,, for 1 < m < GL, are the abscissas and
weights, respectively [31, Table 25.9], and GL is the number
of terms.

V. BENCHMARKING AND NUMERICAL RESULTS

given as follows: simulations that average over 10,000 fade realizations. The
Tolh) = (1 —e—0) 1 . (31) path-losses of the STx-SRx link (p,) and STx-PRx link (1)

olha) ( ) {v(h)>aoer "} are —114 dB and —121 dB, respectively, bandwidth is 1 MHz,

where (h1) = hle%(l). 02 = —113.8 dBm, P. = 98 mW, and £ = 2.86 [29]. In the
- average interference power model, JZ = —106.8 dBm. In the

B (hy) = [e_(’o — g0 (h)e (1 — 6_61(}1’1)) instantaneous interference power model, 012) is an exponential

«pB1 (A1) RV with mean —106.8 dBm. Unless mentioned otherwise,
—e PithD—nTer ﬁl(hl)] Lry(hye>" 200} (32)  we employ the subgradient-based algorithm (cf. Section IV-A)
to compute EE-ASPA’s parameters.
where B (h1) = n*¢r/(1 — ao/ [ (h1)e™ — ao]). The minimum interference rule selects the antenna s =
argmin,c ¢y n,3{9:}. The maximum received signal power

UB
157 (h) rule selects s = argmax;cy  y,} {#:F;}. The maximum ratio
_ |:652(h1)a0 _ o TR e — A rule selects s = argmax,c(; .y {hi/gi}. As originally
proposed, these rules set the power as P; = min { Pyax, 7/9: },

—aon*Er e ém(@o—1)—ao g, (Ba(hy) + " E(ag — 1)) due to which they have a zero interference-outage probability.

_Ba(h1) To enable them to exploit the non-zero outage probability
— [y (h)+ 1]—1(662(h1)h(h1)+1]_e 20 ['y(hl)+1]>:|

Omax and thereby ensure a fair comparison, we modify the

ower adaptation for these rules as follows: P. = Pax,
X]l{¢(h1)>aoe** }’ (33) {)f Prax < E/gi; else, z
where y(h) = £ (M - 1) and  [p(h1) = Prax, Wwith probabilit
T Qg max; probability g,
ao/v (hy) + 7T Fi=93 I, with probability 1 — ¢, (36)
TV () "
[ = Bs(ha)— o —p(hn)+ao—Bs(h) where ¢ is set numerically such that Pr(P,gs > 7) = Omax-
- [e Mooe Figure 4 benchmarks the EE in Mbits/J (cf. (1)) of the
aontET 35—&_ ul)Ti‘r ~2o aboAve rules as a function of the peak fading-averaged SINR
N wi. e I = Puaxpn/(02 + E [Pylapl?]). 1t shows results for the
aon*ér  nréT two primary interference models. In both models, the EE of
x By (53(/11) = T o )] {(n)-aop>20 )} EE-ASPA increases as T' increases and then saturates. The
AT A m**@ 4 EE of EE-ASPA is greater than or equal to that of all the
other rules, which validates its optimality that was proved in
where 5(h1) = n*61/(was — ap/ [ (h1) — ag))- Section III. Also plotted is the EE of UC-ASPA (cf. (6)),
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Fig. 4. Benchmarking of EE of various ASPA rules as a function of T
(r/0? = =3 dB, Ny = 4, and Omax = 0.01).
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Fig. 5. EE benchmarking of various ASPA rules as a function of 0—7'2 (Nt =4,
Omax = 0.1, and T = 10 dB).

which maximizes the same objective function as EE-ASPA,
but ignores the interference constraint and is infeasible. The
gap between the EE of EE-ASPA and UC-ASPA highlights
the impact of the interference-outage constraint. For small
Phax, the peak power constraint limits the EE. Increasing
Priax, therefore, leads to an increase in the EE. However,
for large Pnax, the interference-outage constraint limits the
EE, which then saturates. This is unlike the other ASPA rules
whose EE decreases for large P,,.x. The rate-optimal rule has
the same EE as EE-ASPA for T up to 4 dB. This is because,
for small P, .x, the average power consumption is dominated
by the constant P.. This makes the EE and rate maximization
problems equivalent.

Figure 5 benchmarks the EE as a function of 7/02 for
the two interference models. In both models, the EE of all
rules increases as 7/0? increases and then saturates. This is
because the interference-outage constraint becomes looser as
T increases, and the peak power constraint eventually controls
the EE. EE-ASPA achieves a higher EE than the other rules.
The minimum interference rule has the lowest EE because it
does not exploit the transmit diversity due to TAS for improv-
ing the secondary system’s performance. In Figures 4 and 5,
the trends for the two models are qualitatively similar except
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Fig. 6. Trade-off between the average rate and the average power consump-
tion (N = 4, 7/0% = 3 dB, and Omax = 0.05).
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Fig. 7. Convergence of power penalty iteration and impact of number of
transmit antennas (7/02 =0dB, I' =10 dB, and Opax = 0.1).

that the EE is lower for the average interference power
model. We focus on the average interference power model
henceforth.

To better understand the trade-off between rate and
power consumed, Figure 6(a) compares the average rates of
EE-ASPA and the rate-optimal rule, and Figure 6(b) compares
the average power consumed by the two rules as a function
of T. For EE-ASPA, its average rate and average power
consumption both increase as I increases, but they eventually
saturate. On the other hand, as T increases, the average rate
and average power consumption of the rate-optimal rule both
keep increasing. When T is plotted in dB scale, the average
rate increases linearly and the average power consumption
increases exponentially for the rate-optimal rule. Thus, the EE
of the rate-optimal rule eventually decreases.

Figure 7 plots the EE of EE-ASPA as a function of the
number of iterations for determining 7. It also studies the
effect of NV, on the EE. Here, X is found using the subgradient
algorithm. We see that for any NV, the EE increases as
the number of iterations increases, as proved in Lemma 3.
Notably, the algorithm converges within only three iterations.
The optimal EE increases as NN, increases. For example, the
EE increases by 26% and 19% when N, increases from 1 to
2 and from 2 to 4, respectively. This shows the ability of TAS
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to exploit spatial diversity in underlay spectrum sharing using
only one RF chain.

Figure 8 compares the subgradient-based iterative and the
bound-based non-iterative algorithms. It plots the EE as a func-
tion of 7/o? for three pairs of values of Opay and I'. As Oppax
increases, the EE increases because the interference-outage
constraint becomes looser. The bound-based algorithm is close
to the subgradient-based algorithm, i.e., it is near-optimal, for
Omax = 0.01 for all /02 and T'. However, for Oyay = 0.1,
it has a lower EE for smaller values of 7/02 since the upper
bound PUB (.) is less tight. For large values of 7/c2, the curves
saturate to a value that depends on T but not Opax. This is
because, as 7 increases, A — 0 and the peak power constraint
drives the EE.

VI. CONCLUSION

We proposed a novel and optimal rule called EE-ASPA
that maximized the EE of an underlay spectrum sharing
system subject to the stochastic interference-outage and the
peak power constraints. EE-ASPA was parameterized by the
penalties n* and \*. To determine the penalties, we proposed
two algorithms, namely, the subgradient-based algorithm and
the bound-based algorithm. While the former used an iterative
subgradient approach, the latter employed a lower-complexity,
non-iterative approach. In both cases n*, which was also
the optimal EE, was determined using very few iterations.
The bound-based algorithm’s EE was near-optimal for smaller
values of the interference-outage probability. The explicit char-
acterization of the optimal rule showed that the optimal power
depended on which of the four regions the selected antenna’s
STx-SRx and STx-PRx channel gains lay in. We also saw
that in the small peak power regime, the simpler binary power
adaptation was optimal. EE-ASPA achieved a higher EE than
several ASPA rules proposed in the literature. An interesting
avenue for future work is characterizing the optimal rule for
models in which the STx has only partial or statistical CSI
about the STx-PRx links.

APPENDIX
A. Proof of Lemma 1

Consider any ASPA rule (s, Ps) = ¢ (h, g) that is feasible,
i.e., it satisfies the constraints in (3), (4), and (5). From
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the definition of ¢* in (7), it follows that Qg (PX;n, \) >
Qs (Ps;m, A). Averaging the above inequality over h and g,
and rearranging terms that constitute €2; (P;;n, \) yields

E [log (1 + %) - ngP;z] >E [log (1 + PSSS)}
ag g
“pEE[P,] — A (E [1(p.g.5ry] —E [11{13:*%07}}) . (37

We know that E []l{psgs>7}] = Pr(Psgs > 7) < Omax
since ¢ is a feasible ASPA rule. Furthermore, from the choice

of \, we have E []1 (P> Omax. Therefore,

* Js* >T} =

E[1(p,g.>r}] —E [R{P;;gs*w}}

= Pr(Pygs > 7) — Omax < 0. (38)
Hence, E [log 1+ %) — 77§PS**} >

E [log (1 + £:b=) — n¢P;]. Thus, EE-ASPA solves P;(n).

B. Proof of Lemma 2

We are given that the maximum value of the objective
function of P;(n*) is 0. We also know from Lemma 1 that
¢* in (7) maximizes the objective function of P;(n*) when
n = n*. Let (s,Ps) = ¢(h,g) be any feasible ASPA rule.
Hence,

Pshs
E [log (1 +— ﬂ —n'E[{P + F] <0,

for any feasible rule ¢, (39a)
P hge N y
E [log (1 + ‘;0—2)] —n'E[¢P) + P.] =0,
for the rule ¢*. (39b)
) ]E[log (1+—P:ng* )]
Upon rearranging terms, we get n* = TR Rl >
%. Hence, the result follows.?
C. Brief Proof of Lemma 3
Define the function Q (n) =
max,. 5 {E [log (1 + Pg—’;)} —nE[¢Ps + P}, where

D C D is the set of all feasible rules. Using an approach
similar to [33], we can show the following:

(a) Q(n) is a strictly monotonically decreasing function
of n.
(b) Q(7) >0 for any ¢ (.) = (é,Pg) e D such that

E [log (1 n —Pgi’)}

E[ePs+ P.]

7/7:

From (10), in the u™ iteration, for u > 0, we get

P by
E [log (1 + %)] = 77(u+1)E[§PS(u> + P.]. (40)

3The proof uses ideas from [33]. However, our problem is a stochastic
fractional programming problem in which the numerator and denominator of
the objective function in (2) are both expectations, while this is not so in [33].
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From the definition of Q(n), we get Q(n™) =
E [log (1+ 000 )| — (B [¢Py) + P]. Substitut-
ing (40) in this equation and applying the property in (b) yields
n@H) > for all u with @ (n™) > 0.

Since the sequence 1(®), ) ... is strictly monotonically
increasing and bounded, it converges. Suppose it converges
to 7 < n*. By the construction of the EE-ASPA algorithm,
from Section III-B, we get @ (77) = 0. And, from Lemma 2,
we know that @ (n*) = 0. This contradicts the strict monotonic
property of @ (n) in (a). Hence, the sequence {n(“)} must
converge to n*.

D. Proof of Result 1

The reward function in (8) takes the following forms
depending on the values of P; and 7/g;:

Pl
log (1 + 1]2“) P, for P < L, (41a)
g i
- Pih;
log (1 + ) — P — X*, for P, > . (41b)
g gi

We consider the two cases Ppax < 7/¢; and Ppax > 7/9i

separately below.

1) Ppax < 7/g;: This corresponds to the region R,
in (12a). For this case, P, < 7/g; since P, < Pyax.
Thus, the reward function simplifies to (41a), which
is a concave function of P;. From the first order con-
ditions, we can show that P (h;) in (15) maximizes

Q; (Pi;m*, \*). Accounting for the peak power con-

straint, we get P = min {]5 (hi) ,Pmax}.

2) Pmax > 7/g;: In this case, tlle following three subcases
arise depending on where P (h;) lies with respect to
7/g; and Ppax:

a) P (hi) < 7/9i < Puax’ Rearranging the
terms in P (h;) < 7/g; and the expression for
P (h;) in (15), we get h; < a1(gi), where a1 (g;) is
given in (13). This corresponds to the region Ro
in (12b). The reward function is given by (41a)
for P; € (0,7/g;], and by (41b) otherwise. Since
P (h;) < 7/g;, it follows from the above dis-
cussion that it maximizes €2; (FP;n*, \*). Also,
P (h;) < Ppax in Ro. Therefore, P = P (h;).
This yields (14b).

b) 7/9i < P(h;) < Puax: From (15), we can
show that this condition is equivalent to a1(g;) <
hi < ag, where ay is given in (13). This corre-
sponds to the region Rg in (12¢). Since P (h;) >
7/gis i (Pi;n*, A*) in (41a) is a monotonically
increasing function for P; € [0,7/g;]. Thereafter,
it decreases by \* at P; = 7/g;. It is monotonically

increasing for P; € (1/g;, P (h;)], and is monoton-

ically decreasing for P; € (P (h;), Pnax]- Hence,
the reward function is maximized at either 7/g; or

P (h;). This leads to (14c).
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¢) 7/9i < Pmax < ﬁ(hi) This is equivalent to
hi > «s. This corresponds to the region R4
in (12d). Since P (h;) > Ppax, it cannot be
the optimal power. §2; (P;;n*, A\*) is monotonically
increasing in P, € [0,7/g;]. It decreases by A\*

at P, = 7/g;. It again monotonically increases
in P, € (7/gi, Pmax]. Hence, P/ is either 7/g;
or Prax.

Substituting the optimal power in (7) yields the optimal
antenna in (11).

E. Brief Proof of Corollary 2
As in Appendix D, we consider the cases Py.x < 7/¢; and
Priax > 7/g; separately.
1) Ppax < 7/g;: In this case, (hi,g;) € Ri. Therefore,
P = ]S(hz) < Phax for 0 < h; < ay. From (15),

P (h;) is a non-decreasing function of h;. And, P} =
Prax for h; > as.

2) Puax > 7/g9i: We have (hi,g;)) € Ro for h; €
[0,1(g;)]. It follows from (14b) that P} = P (h;).
It is a non-decreasing function of h;. It equals 7/g; at
hi = a1(g:).

a) When as(gi) < ag: In the interval (aq(g;), azl,
(hi, gi) € Rs. From (14c) and from the definition
of as(gi) in (16), it follows that P’ = 7/g;
for h; € (al(gi),ag(gi)], and Pi* = P(hz) >
7/g; for h; € (as(gi),z]. Thus, P} is con-
stant for h; € (a1(g:),s(g;)], it jumps to a
higher value at h; = as(g;), and monotonically
increases in h; € (as(g;),z]. It equals Ppax
at h; = ao. For h; € (0&2,00), it is in Rg4.
From above, it follows that ; (Ppax;n*, \*) >
Qi (1/gi;m*, \*) at h; = ag. Also, we can show
that 22l PaexinA0) o, O0(T/gintA) for P >
7/g:- Hence, ; (Prax; 1, A*) > Qi (7/gi3m%, A*)
for h; € (ag,00). Thus, P remains at P,y for
hi € (ag, 00).

b) When as(g;) > o Along lines similar to the
above cases, we can prove that P = 7/g; is

constant for h; € («i1(g:),@3(g;)], jumps and

increases to Ppax at h; = a&s(g;), and remains
there. We skip the details to conserve space
Thus, P is a monotonically non-decreasing function of h;
in all cases.

FE. Brief Proof of Result 2

From (20), an interference-outage occurs if and only
if he > «ap and Ppaxgsx > 7. Hence, by the
law of total probability and symmetry, we have Py, =

NPr(s* =1,91 > 57—, h1 > ag ). Since the channel power

gains are independent, this can be further simplified as

T
Pmax .

(42)

Pou = N¢Pr <h1>h27~~~,h1>hN“h1>040791>

Conditioning and averaging over hy yields (21).
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From (20), for Rayleigh fading, it follows that f, . () =

Nee™* (1 — eﬂc)N"_1 for > 0. Expanding (1 — e’””)N”_1
and simplifying, we can show that the average rate equals

(22
(AR

X {log <1 + Lof;na)() e~ (mt1)ao

2

+e<p§3x E, <(m+1) [P" +QOD]. (43)
Similarly, the average power consumed equals
Egmmuﬁzamgﬁ—u—fwﬂt+aqmmym

ratio of (43) and the above equation yields (22).

G. Proof of Lemma 4

For antenna i, let R} (¢) denote the event that (h;,g;) €
Ri, where y € {2,3} and 2 € {ZP, NOIL TP, OI}.
From Section III-F, an interference-outage occurs only when
(hs+,gs<) € RS Hence, by symmetry and the law of total
probability, we get

Py = Pr(R'(s")) = NiPr(s* = 1, R§(1)) . (44)

Consider the remaining antennas 2,3,..., Ny Let 7, k, [,
and n be the number of antennas that lie in the regions
R%P,RIQ\IOI,RTP, and R, respectively. Let one such event

ijln be

Fjpn = {R5*(2),...,R5"(j + 1), RY°'(j +2),...,
RY'(G+k+1),R(G+k+2),...,
RIPG+k+1+1),

RIG+E+1+2),...,

RY"(Ny)} (45)

By the law of total probability and symmetry, we get
Pr(s* =1,R$'(1))

7,k,l,n>0,
j+k+l+n Nf 1

(N, —1)!

SR Pr (s”

=1 ROI( ) jkln)-

(46)

From (11), antenna 1 is selected if Qi (Pf;n*,\*) >
Q; (Pr;n*, A7), for all ¢ € {2,...,N;}. Substituting this
and (45) in (46), we get

Pr (S =1 RS ( ) jkln)
— Pr [91( ()", )\*) > Q0 (05,0 ..
Ql (ﬁ (h1)777*5/\*) > QNt (ﬁ (th)777*aA*) )
R9(1), RE"(2),..., R5¥(j + 1),
RN 4+2),..., RO+ k+ 1), RIP(j + k + 2),
GRPG+k+14+1),ROG+k+1+2),

L RS (Ny)] - (47)
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Conditioning on h; and then taking expectation over it, we get
the following by symmetry:

Pr(s* =1, R'(1), Fjin)
_ E[pr (RS'(1) | hy)
< [pr (B ), 0 (P ()i 27) > 0]
< [Pr(RYO'(@), 0 (P ()i, )
- o (P ) )]
X :Pr <R§P(2) o (15 (hl);n’ﬂ)\*)

() )]
X [Pr (RgI(Q),Ql (]5(/11);77*, /\*)
> 05 (P (ha)in A*)|h1)m.

Substituting (48) in (46) and then in the expression for Py
in (44) and simplifying yields (25).

(48)

H. Brief Proof of Result 3

We derive exact expressions or upper bounds for each term
in (25).
1) Pr(hi > as(g1) | h1): By the law of total probability,

we get
*er
T )
W) *

T
n¢ | h1> .
W) *
Substituting the expression for a3(g;) from (16) and rearrang-

ing, we get

Pr (hl > 0&3(91) | hl)

nEr
—P >— | h
r<91 Wy _%_? | ) {h1>u>\*}7
_ e/ (a2 g o
{h1>u>\0* }
2) To(h1): When (h1,g1) € RS, substituting (15) in (8)
n*€o? vyields O (P (h1);77*,/\*) =

log (Z—;) -1+ ‘;L‘—? — A*. Substituting this in the expression

Pr (hl > Otg(gl) | hl) =Pr

<h1 > as(g1), g1 >

Pr <h1 > as3(g1), g1 <

(49)

and using ap =

for Ty(hq1) in (26) and rearranging terms, we get

To(hl) = Pr (w(hl) > (7)) 61+)\*,h2 S (%)) | hl) 5

= (1 —e (50)

) Lfphay>aoer+r*}

where ¢ (hy) = hlez_?.
3) Upper Bound for Ti(h1): When (hz, g2) € RYCL as in
P (ha);n’, A*) =

log (Z—i) -1+ ‘;L‘—g Substituting this and the above expression

the above case, we can show that (9
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for (f’ (hl);n*,)\*) in (27), applying hge% > ho + ag,
and simplifying, we get

Ty (h1)

< Pr (ao < hg < min {w(hl)e_)‘* - ao,al(gg)} | hl) .
(51D

To simplify this further, we condition and average over gs.
This yields

Tl(hl) < ]1{1/}(h1)e*>\* >2a0}
y (e_o(o _E |:6 min {1li(hl)e—A 7ao,a1(92)} | g2, h1:|> . (52)

Let w(hl)e*)‘* — Qg = 0&1(92) at go = 01 (hl) From (13),
we get Bi(h) = n*ér/(1—ao/[¢(h1)e™ —ag]). Tt is
easy to verify that for go < (1(h1), we have 9(hi)e " —
ap < ai1(ga), and for go > B1(h1), we have (hy)e " —
ap > a1(gz). Thus, (52) simplifies to

Tl(hl) < {e—ao _ eao—w(hl)efk* (1 _ e_gl(hl))

—agn*ET

oo
e @ T o
e 0/51(}“)6 2-n7ET 792 dgo ]l{w(hl)e***>2ao}' (53)

Since e% *increases mogotonically in (n*¢r, 00), it fol-
lows that e 7 mer > eﬁl“?lo{lf"{;ﬁf for go > (1(h1). Applying
this in (53) and integrating yields the upper bound for 77 (h1)
in (32).

4) Upper Bounds for Ta(hy) and T5(hq): These are derived
using techniques similar to those used above. We skip the

details due to space constraints.
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