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Transmit Power Control Policies for Energy
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Abstract—This paper addresses the problem of finding outage-
optimal power control policies for wireless energy harvesting
sensor (EHS) nodes with automatic repeat request (ARQ)-based
packet transmissions. The power control policy of the EHS
specifies the transmission power for each packet transmission
attempt, based on all the information available at the EHS. In
particular, the acknowledgement (ACK) or negative acknowledge-
ment (NACK) messages received provide the EHS with partial
information about the channel state. We solve the problem of
finding an optimal power control policy by casting it as a partially
observable Markov decision process (POMDP). We study the
structure of the optimal power policy in two ways. First, for the
special case of binary power levels at the EHS, we show that
the optimal policy for the underlying Markov decision process
(MDP) when the channel state is observable is a threshold policy
in the battery state. Second, we benchmark the performance
of the EHS by rigorously analyzing the outage probability of a
general fixed-power transmission scheme, where the EHS uses a
predetermined power level at each slot within the frame. Monte
Carlo simulation results illustrate the performance of the POMDP
approach and verify the accuracy of the analysis. They also show
that the POMDP solutions can significantly outperform conven-
tional ad hoc approaches.

Index Terms—Energy harvesting sensors, power control, ARQ,
retransmission, POMDP.

I. INTRODUCTION

IRELESS energy harvesting sensors (EHS) operate

using energy harvested from environmental sources
such as the sun, wind, vibrations, etc. Due to their promise of
a potentially infinite lifetime, they are fast emerging as viable
options for sensing-related applications ranging from inventory
management and surveillance to structural health monitoring
in buildings, bridges, and vehicles. However, due to the spo-
radic and random nature of the harvesting process, energy
management becomes critical to ensure continuous and reliable
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operation of these nodes. The energy replenishment process of
the natural phenomena, the time-varying nature of the wireless
channel and the energy storage constraints of the node all need
to be taken into consideration when designing efficient trans-
mission strategies. Further, transmission policies for EHS need
to satisfy the constraint of energy neutrality, which mandates
that at every point in time, the cumulative energy consumed
by a node cannot exceed the cumulative energy harvested by
it. These requirements call for a cross-layer, energy-aware
protocol design that optimizes energy consumption for reliable
packet transmission. This, in turn, motivates the use of an auto-
matic repeat request (ARQ) protocol, as it is resilient to channel
variations and is known to be energy efficient [1]. Moreover,
packet retransmissions and power control are already enabled
in present-day low power communication standards such as
the IEEE 802.15.4 [2], which makes schemes based on them
readily suitable for implementation.

Transmit power management in EHS nodes has been studied
in [3] with deterministic energy harvesting models. A Bernoulli
injection model, in which the node harvests a fixed amount of
energy with some probability or does not harvest at all, was
proposed in [4]. Several different performance metrics for EHS
have been considered in the literature, including minimizing the
transmission time [5], maximizing the short-term throughput
[6] or the quality of coverage [7], and throughput-optimal and
delay-optimal policies [8]. The problem of power management
was formulated as a Markov decision process (MDP) in [7], [9],
but these works either ignored the channel variability [ 7] or con-
sidered it as perfectly known [9]. Further, none of the afore-
mentioned works considered the outage probability as the per-
formance metric, or exploited the implicit channel state infor-
mation (CSI) at the transmitter available through the link-layer
ARQ feedback messages from the destination, in designing the
power control policies.

In this work, we consider an EHS node that transmits packets
to a destination using an ARQ-based packet transmission
scheme. In each frame, the EHS can make up to K attempts to
transmit a packet. After every attempt, the node receives an ac-
knowledgement (ACK) or negative acknowledgement (NACK)
message, depending on whether the packet was successfully
received or not by the destination. The ACK/NACK messages
are assumed to be received without error at the EHS. In case
a NACK is received, it retransmits the packet, provided it has
enough energy to do so. If the packet is not successfully deliv-
ered by the end of the frame, it is declared to be in outage. The
outage probability, which is defined as the average fraction of
packets that suffer an outage, is thus an important performance
metric in ARQ-based transmission systems. The ARQ-based
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transmission is pertinent in systems where the node makes
periodic measurements, and where, once a new measurement is
taken by the node, the old measurement is no longer relevant.
This is the case, for example, in air temperature sensors [10]
and environmental monitoring sensors [11].

The goal here is to select the power level for each packet
transmission attempt, based on the current and past information
available at the EHS. For example, one option is to transmit at
low power at the start of the frame, and successively increase
the transmit power each time a NACK is received. In case the
channel happens to be in a good state, the initial attempt would
succeed, saving power for future transmissions. On the other
hand, since failed transmission attempts are a waste of energy,
one could transmit at a high power in the first attempt, and,
in case a NACK is received, choose to incur an outage by not
transmitting and thereby saving the power harvested over the
rest of the frame for future transmissions. At first glance, it is
not intuitively obvious as to which of these options would offer
a better outage probability performance. Therefore, a systematic
approach is essential.

In this paper, we address the problem of transmit power
control with retransmissions by formulating it as one of making
optimal sequential decisions. The ACK/NACK feedback mes-
sages implicitly provide the EHS with partial CSI, which can
be exploited in deciding the transmit power level for subse-
quent transmission attempts. Since the CSI is only partially
available at the EHS, we cast the problem as a partially ob-
servable Markov decision process (POMDP) [12]. Our focus
on ARQ-based packet transmission and on exploiting the
resulting partial observability of the channel using the POMDP
framework makes our study fundamentally different from the
past work that employs decision theory to design transmission
policies for EHS [7]-[9], [13], [14].

The rigorous formulation shows how to optimally handle the
following key trade-off that arises in the design of ARQ pro-
tocols for EHS nodes. Increasing the transmission power im-
proves the odds of successful packet reception, but drains en-
ergy from the battery and decreases the probability that there
will be sufficient energy to deliver future packets. On the other
hand, a conservative approach of transmitting at a low or min-
imal power could lead to packet outages and wastage of en-
ergy if energy arrivals continue to occur after the battery gets
full. Further, the history of transmit powers and corresponding
ACK/NACK messages, the time correlation of the channel, the
statistics of the energy arrival process, and the battery capacity
can be utilized in choosing the transmit power. The POMDP
framework uses all of the available past information to opti-
mally manage the power available at the EHS, subject to the
constraint of energy neutrality. To the best of our knowledge,
this is the first time in the literature that power management in
EHS with ARQ-based packet retransmission has been studied
in the POMDP framework.

The main advantage of the POMDP formulation is that it al-
lows one to choose from a gamut of available techniques for
finding an optimal and also near-optimal energy management
policies. Due to the large size of the state space, the exact solu-
tion to the POMDP at hand turns out to be computationally in-
feasible. Further, our problem differs from the classical POMDP

due to the mixed observability of the state process. The CSI
is partially observable through ACK/NACK messages, whereas
the battery energy level and transmission index which also form
part of the state description, are fully observable. Hence, we
adapt two popular and computationally efficient suboptimal so-
lutions to the POMDP, namely, the voting policy and the ML-es-
timation policy, to design the power control policy for the EHS.

To gain further insights about the proposed solution, we
study the structure of the underlying MDP that results when
the channel is fully observable. When the EHS is restricted to
employ a binary power control policy, we show that the optimal
policy is a threshold policy in the battery energy state, i.e., the
EHS transmits if and only if the battery energy level exceeds
a threshold. This not only reduces the search complexity for
finding the optimum power policy, but also provides easily
implementable policies.

Finally, we benchmark the proposed solutions against other
solutions proposed in the literature [15]. To this end, we rigor-
ously analyze the outage probability performance of these ap-
proaches under a quasi-static, block fading channel. The anal-
ysis generalizes that in [15] by allowing the EHS to employ ar-
bitrary power levels for each retransmission of a given packet.
The theoretical expressions are useful in understanding the crit-
ical dependence of the outage performance on the power con-
trol policy. Through simulations, we illustrate the superior per-
formance of the POMDP solution over fixed-power policies, as
it optimally tunes the power as a function of the current state
and the past information available at the EHS. For example, to
achieve the same outage probability, the POMDP solution re-
quires only about 60—80% of the energy harvesting rate required
by the scheme in [15].

The organization of the paper is as follows. Section II intro-
duces the system model and the problem definition. Section III
presents the POMDP formulation of the power management
problem. Section IV discusses the approximate solutions of
the POMDP. Section V analyzes the outage probability per-
formance of the EHS with ARQ transmissions and a given
power control policy. Section VI presents simulation results,
and concluding remarks are offered in Section VII.

II. SYSTEM MODEL

Consider an EHS node that wishes to send a measurement
packet of size ¢ bits periodically, in a frame of duration 7, s, to
a destination, over a time-varying wireless channel. Each packet
transmission attempt happens during a slot of duration 7}, s,
which includes the time for sending the packet and receiving an
ACK from the destination. Hence, the node can make at most
K2 |0 /T, | attempts to transmit the packet within the frame,
where |-| denotes the floor function. If the EHS is unable to
deliver the packet within the frame duration, a measurement
outage occurs.

In a slot, the receiver may fail to decode the packet if the
EHS node does not have sufficient energy to transmit, or if the
transmitted packet is corrupted by the channel or noise at the
receiver. The following ARQ protocol is assumed at the link
layer. If the EHS receives a NACK from the receiver, it retrans-
mits its packet until it receives an ACK, or it runs out of energy,
or it is time to transmit the next packet. If it receives an ACK,
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Fig. 1. Transmission timeline of the EHS node for X' = 4, showing the random
energy harvesting process (| ) and periodic data arrivals (). The marker “X”
denotes slots where the EHS does not transmit. By convention, in a given slot,
both the energy harvested and the energy already present in the battery are as-
sumed to be available for data transmission by the EHS. For example, in slot 3,
the EHS harvests energy £ ; this energy, along with the energy in the battery
at the end of slot 2, equals the energy E5 used by the node for transmitting the
data packet. Hence, the EHS is left with no energy in the battery at the end of
slot 3.

the node stops transmitting and just accumulates the harvested
energy during the rest of the frame. A finite energy buffer (e.g.,
a battery) is used to store the harvested energy, and it is assumed
that there are no storage inefficiencies in the buffer. Apart from
the ACK/NACK, no CSI is assumed to be available at the EHS.
Fig. 1 illustrates the timeline of events, showing the sporadic en-
ergy injections, battery energy evolution, and the packet trans-
mission powers.

For the energy harvesting process, an independent and identi-
cally distributed (i.i.d.) Bernoulli model is considered, in which
an energy F, is injected into the EHS node at the beginning of
every slot with probability p, and with probability 1 — p, no en-
ergy is harvested. This model is motivated by switch-based har-
vesting mechanisms [4]; a similar model for energy recharging
was also considered in [16]. Other models for the energy har-
vesting process include the leaky-bucket model [3], the Markov
model [17], etc. While the Bernoulli model is simple, it does
capture the sporadic and random nature of energy availability at
the EHS and facilitates analysis.

Let B,, denote the battery energy level at the beginning of
the neth slot, and let £/,, < B,, denote the energy used for packet
transmission. The battery energy itself gets replenished when-
ever the node harvests energy, and, consequently, obeys the fol-
lowing Markovian evolution:

Bn+1
| min(B, + Es — Ey, Bmax),
B Bn - Ena

with probability p
with probability 1 — p

where By,,x denotes the battery capacity. In the remainder of
this paper, we normalize all energies with respect to a minimum
possible transmit energy, £, which is typically imposed by the
lower end of the linearity range of RF amplifier on the EHS
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Fig. 2. Finite state Markov chain model for the Rayleigh fading channel.

node. Thus, the battery energy level is considered to be an in-
teger multiple of E. Further, we let L = E,/F be an integer.
That is, each time an energy injection occurs, the EHS obtains
sufficient energy to make L packet transmission attempts at the
lowest possible transmit energy level.

III. POMDP FORMULATION

Our goal in this section is to sequentially decide on the op-
timum packet transmit power levels, {Fy, 1, ...}, based on
the transmission index, battery energy level, and the history of
transmission energies and ACK/NACK messages received, to
minimize the long term expected outage probability.

The POMDP formulation naturally equips the EHS to exploit
the time correlation in the wireless channel, and, hence, we con-
sider two channel models: the correlated channel model and the
block fading channel model. In both cases, we need the state
space to be finite. To facilitate this, we discretize the channel
into N levels, 71, . ..,y . In the correlated channel model, the
channel is modeled as the finite state Markov chain (FSMC)
shown in Fig. 2, with known channel transition probabilities!
P; 41, P ;1 and P; ;. Such a first-order model is known to be
accurate for packet-level studies [18] and in cross-layer opti-
mization with slowly-varying channels [19], [20]. The channel
levels 71, ..., vx and the transition probabilities can be com-
puted based on the underlying fading distribution and Doppler
frequency, following the procedure in [21], [22]. In the block
fading channel model, the channel is assumed to remain fixed
for the duration of a frame, and changes independently and iden-
tically from one frame to the next. This assumption is valid when
the channel coherence time equals the frame duration, due to
which, the initial packet transmission and all of the retransmis-
sion attempts see the same channel state [15]. To facilitate com-
parisons between the two channel models, we assume that the
stationary distribution of the quantized channel is the same for
both the correlated and block fading models.

Recall that the channel state in a given slot is only partially
available at the EHS transmitter through the ACK/NACK
messages. Hence, we cast the sequential decision problem in a
POMDP framework. The POMDP formulation consists of the
following components:

a) State Space: The state space is a finite set S = B x G x
K x U, where
- B2 {0.1,..., Buax} is the set of battery states, normal-
ized with respect to the minimum transmit energy £. Re-
call that B, is the battery capacity.

* (G is the set of discrete channel states. Under the channel

model explained above, G = {71:72, - -, YN -

» K is the set of possible packet transmission attempt in-

dices within a frame. Since the EHS can make at most £

Un this paper, for convenience, we use the notations P; ; and P, v, inter-
changeably, to represent the probability of going from channel state ~; to =, .
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attempts in a frame, £ = — 1}. In the se-

quel, we use k& € K to index the slot count within a frame,

andn € {1,2,...} as an absolute index for the slot count,
which increments indefinitely with time.

« U = {0,1) is the set of packet reception states. The packet
reception state takes the value 1 when an ACK is received
by the EHS, and is 0 otherwise. At the beginning of the
frame, i.e., when the packet transmission attempt index &
is 0, the EHS node is always in packet reception state 0,
since an ACK has not yet been received. If the receiver
successfully decodes the current packet and an ACK is re-
ceived by the EHS, the packet reception state changes to
1 for the rest of the frame. Irrespective of the system state
at k = K — 1, the packet reception state is reset to 0 at
the next slot, as it corresponds to the beginning of a new
frame.

b) Observation Space: The observations are the ACK/
NACK messages received by the EHS node after each packet
transmission attempt. The observation space is the finite set
0L {ACK, NACK}. Since the ACK/NACK messages are as-
sumed to be received error-free, the observations always match
the packet reception state of the system.

¢) Action Space: An action a by the EHS node cor-
responds to sending a packet at power level aF. The ac-
tion space is the set of possible actions, and is denoted by
A2 {0,1,..., B}, with B € B representing the battery level
in the current slot.

d) State Transition Funcnon Let two arbitrary states in
Sbes = (by.k,u)and s’ = (b,+,k',u'). The state transi-
tion function is the probability that the system starts in state s,
takes an action a, and lands in state s’. Since the channel state
evolution is independent of the packet reception errors at the re-
ceiver, the state transition function depends on the product of
the probability of the channel state transiting from - to 7' and
the probability that the battery and packet reception state tran-
sits from (b, u) to (b, u') when the EHS node takes action a
and the channel state is . Under the correlated fading channel
model, it is given by

S(K  ky) Py p((byw), a, (W 0'), k) (1)

where ky = (k + 1) mod K, 8(k', k) is the Kronecker delta
function, and P, .+ is the channel transition probability, as de-
fined earlier in this section. Here, the term &(k’, k1) captures
the fact that the packet transmission index always increases one
at a time until the end of the frame, where it resets to 0. Also,
(b, u),a, (b, u), k,~) represents the probability that the EHS
node starts from battery state b and packet reception state w,
takes an action @, and lands in the state (&', «’) when the current
channel state and packet transmission index are y and %, respec-
tively. It is given as follows. Let

T(s,a,8) =

n(b,a,b') £ ps(b,b+ L —a) + (1 - p)5(b',b — a).

When k£ = K — 1, it can be shown that

n(b, a,b'),

0 —
/I/J((b7 'lll),(l, (i)ly'ltl),K — 1, 7) {O uwo= Os

else.

2

Also, when k£ # K — 1, it can be shown that

(b u),a, (V. '), k)
n(b,a,b'), w=1u=
) (b, e, V)1 = Povy,aE)), v'=1u=0 3)
(b, a, b )P.(v,aE), v =0,u=0
0, else.

Here, P.(v,aF) is the probability that a packet transmitted at
power aF will be received in error when the channel state is .
This probability depends on the modulation and coding scheme
used. For example, with uncoded binary phase shift keying
(BPSK) transmission, the packet error probability is given by

£
P.(v.aB)=1— (1-@( 2?V”OE>) : &)

where Q( - ) is the Gaussian tail function, £ is the packet size in
bits, and Vy is the noise power spectral density.

The expression in (3) is obtained by tracking the probabilities
of the following events: i) Whether energy has been harvested
in the current slot or not; ii) The packet reception state of the
system; and iii) The probability of successful packet reception
given the channel state and action. Also, the expression in the
k = K —1 case arises because the packet reception state always
resets to zero at the end of the frame. For example, to get the
first term in (3), note that, when the EHS has already received
an ACK, it transits from battery state b to b+ L. — a upon taking
an action? ¢ if it harvests energy (which occurs with probability
p). If it does not harvest energy (which occurs with probability
1 — p), it transits to the state b — a.

Under the block fading model, 7 (s, a, s’) is given by

T(s,a,8) =06k ki)C(v.7k)
d((b 71),(] (b,'/“‘,)7k7'7)1 (5)
with C(M’;k)z{fijj”’ FEESL g

Here, 7.+ represents the stationary probability of the channel
state «v'. In contrast with the correlated fading channel, the
¢(v,7';%) term in the above equation captures the fact that
the channel remains constant for the duration of a frame and
transitions in an i.i.d. fashion from one frame to the next.

e) Observation Function: The observation function is the
probability of observing an ACK or a NACK given the current
state and action. Since this probability depends only on the cur-
rent channel state and action, it is given by

P( ) = Pe(7,0E)
P(ACK]a,v) =1 — P.(v,aE)

(7

where P, is packet error probability as defined in (4).

2Note that, in this example, @ obviously equals 0 since the EHS has already
received an ACK. An arbitrary e is incorporated here for the sake of generality
in the expression.
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/) Cost: Lets = (b, 7. k. u) be the state of the system. The
expected immediate cost is defined as

Pe(ﬁY:aE% U/Sb7u:05
e(s,a) =< 1, (a>bu=0)or{a#0,u=1),
0, clse.

®

The immediate cost of 1 is used to preempt the EHS from using
a nonzero energy to transmit a packet when it has already re-
ceived an ACK, or from attempting to use more than the energy
available in the battery.

g) Objective: A power control policy m describes a deci-
sion rule that determines the action taken by the EHS. It maps
the history of actions and observations to the action to be taken
in the current time slot. The goal here is to find a policy that
minimizes the expected cost incurred by the EHS node over an
infinite time horizon, which is given by

mn

1
J:(s9) = lim —IE, Z e(Sn, an)]So = 8o

m—oo M,

(€))

n=1

where n € {1,2,...} denotes the slot index, S,, is the state se-
quence, a,, is the action sequence, and sy is the initial state. The
expectation in (9) is over the distribution of the state sequence
Sy. The next section discusses the techniques for solving the
POMDP considered in this work.

IV. SOLUTION TECHNIQUES

Recall that in the POMDP formulation above, the system state
s is not fully observable. In particular, the channel state compo-
nent of s is unknown to the EHS, while the battery state, slot
count within the frame, and the packet reception state are ob-
servable. However, given the history of actions and observa-
tions, a so-called belief state 3(+y) can be computed, that repre-
sents the probability that the channel is in state . It is known
that the belief state is a sufficient statistic for finding the op-
timal policy [23]. The belief state can be updated at the end
of each slot, based on the previous belief state, the current ob-
servation, and the state transition function. Then, the solution
to the POMDP can be found as the solution of a fully observ-
able Markov decision process (MDP) on the belief states [12].
Although several exact algorithms [12] for solving the belief
MDP exist, these algorithms are computationally feasible only
when the cardinality of the state space is of the order of ten
[24], [25]. Even approximate solution methods can only handle
a state space with cardinality of about a hundred [26]. In our
case, the state space is much larger, as it is indexed by the
number of battery energy levels, the number of channel states,
the packet transmission index, and the ACK/NACK state. As a
result, finding an exact or even an approximate solution to the
POMDP is computationally infeasible. Hence, in this paper, we
explore two computationally efficient suboptimal solutions for
the POMDP. For this, we first describe the solution to the MDP
that is obtained when the system state is fully observable. Both
the solution techniques we investigate rely on solving this un-
derlying MDP.

The solution to the MDP when the system state is fully ob-
servable yields an optimal policy £3;p that maximizes the ex-
pected long-term reward defined in (9). The optimal policy is
the solution to the following Bellman equation [27]:

A+ B (s)

= min
a€A a<B(s)

ls,a)+ Y T(s. .0 ()

s'€S

(10)

forall s € S, where A* is the optimal average cost and £*(s) is
the optimal differential cost when starting at state s. Here, with
a slight abuse of notation, the battery energy level is written as
B(s) to indicate that it is one of the components of the system
state s.

The value iteration method [12] can be used to solve the
Bellman equation (10). This involves iteratively solving

min

Jk+1($) - a€A,a<B(s)

c(s,a) + Z T(s,a,8)Jx(s)
s'eS
(11)

forall s € S, where J;, is the value function at the kth iteration,
k= 0.1,.... It can be shown that [27]

Jk(s)

=A%, Vsed.

lim

(12)

In practice, it is standard to use relative value iteration to solve
the MDP, which is a numerically stable version of the above
procedure. We refer the interested reader to [27] for a compre-
hensive treatment of relative value iteration and its convergence
properties. The convergence is guaranteed, provided that one of
the states is visited with positive probability at least once within
the first m slots, for some integer m, for all initial states and
all possible policies. In our problem, this requirement is triv-
ially satisfied, and all states are reachable from any given state
in a finite number of steps, for all possible policies. We have
found that this algorithm converges reliably and quickly for the
problem at hand. Upon convergence, we obtain the optimal ac-
tion as the argument that minimizes the right hand side in (11).
We denote the solution to the MDP obtained using relative value
iteration as p¥;pp(s).

Next, we present a structural property of the solution
trpp(s). Establishing structural properties not only provides
useful insights into the form of the solution, but more im-
portantly, helps in reducing the computational complexity of
finding the optimal solution.

A. Structure of the MDP Solution

In order to study the structural properties of the MDP, we lean
on the theory of discounted cost MDPs. We exploit the fact that
the average cost MDP under study in this paper is the limit of
a sequence of discounted cost MDPs, with the discount factor
v — 1[28], [29]. The discounted long term cost associated with
policy 7 and discount factor v € (0, 1) is given by

m

JY(sp) = lim sup IE, Z v" (S, a,)

m—0o0

So = 50

n=1

(13)
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The optimal discounted cost function, V¥ (sg), is given by

V(s0) = inl JZ(s0),

(14)

where Il is the set of all stationary deterministic policies. It
is known that for all discrete state MDPs with bounded cost, an
optimal stationary deterministic policy exists [30]. The optimal
discounted cost V¥ (s) satisfies the Bellman equation for opti-
mality, which is given by

V¥(s)= min {c(s, a)+v Z 7 (s,a, s’)V”(s’)} :

acA,a<B(s) oS
(15)

The optimal action a;, is the action that satisfies (15). The dis-
counted cost MDP can be solved using the value iteration algo-
rithm given by

Vny+1(3)

= min {c(s, a)+v Z T (s,a, 5’)1/;’:(5’)} . (16)

a€A,a<B(s) es

Let

QY 11(s,a) = c(s,a) + v Z T(s,a,s"YV(s).  (17)

s'eS

The threshold structure of discounted cost optimal policies can
now be established for the important special case of binary ac-
tions, i.e., A = {0,1}. Binary actions correspond to on-off
power control at the EHS, where the node decides whether or
not to transmit a packet based on the history of packet attempts
and corresponding ACK/NACK observations. This is summa-
rized in the following theorem. The proof, which is shown in
Appendix A, shows that Q% ([b,~, u, k], a) is submodular in
(b, a), for some initial condition. This is sufficient to establish
that the discounted cost optimal policy is a threshold policy in
the energy buffer state b, due to the convergence of (16) for all
initial conditions [31].

Theorem I: When the action set is binary, i.e., A = {0,1},
for any discount factor » € (0, 1), the optimal policy is a
threshold policy in the energy buffer state. That is, given the
channel gain -y, transmission index %, and packet reception
state u, there is a threshold Bipresn(y, k. ) that defines the
optimal policy: the node transmits the packet if and only if
B > Binresn (7. k., u), where B is the current battery level.

The simplicity of the threshold policies makes them attractive
for implementation on power and hardware resource starved
EHS nodes. Determining the optimal threshold requires solving
the underlying MDP, but this is an offline search that does not
impose a computational burden on the EHS. Moreover, the fact
that the optimal policy is a threshold policy in the battery state
can be used to reduce the computational complexity in finding
the optimal policy.

We next discuss two computationally efficient suboptimal so-
lutions to the original POMDP.

B. Solution of the POMDP

Recall that, in our system model, the battery state, packet re-
ception state, and the transmission attempt index are fully ob-
servable, while the channel state component of the system state
is only partially observable through the ACK/NACK messages.
Therefore, it is sufficient to maintain the belief over only the
channel state component of the system state, denoted by (),
and use it to approximately solve the POMDP. When new ob-
servations are obtained, 3(~y) is updated as follows.

Let 0,, € O be the observation at time slot 7, and let? 3,,(-y;)
denote the belief that the channel state at time slot n equals -y,
given the history F,,_1 of actions and observations up to time
n — 1. That is, 3, (~;) £ P {channel state at time slot n =
vilFn_1}. In the correlated fading model, the belief state
Bn(7;) can be updated using Bayes’ rule as

Zi P’)‘i,"/jp(onfl |an717 'Yi)/anl('Yi)
Zl Zi P»Yi,»),,P(()n,”un,l, f}/i)/gnfl(/)’i)

for j = 1,2,...,N, where P(o|a,~) is given by (7). In
the block fading model, P, 5, in the above is replaced by
¢(vi,v4; k) as defined in (6), where k is the transmission index
of the packet within the current frame.

The final task is to use the belief state of the channel 3,,(v;)
obtained above to convert the POMDP to an MDP, and use the
solution of the MDP as an approximate solution for the POMDP.
To this end, we consider the following two popular and compu-
tationally efficient approaches.

1) Maximum Likelihood (ML) Heuristic [32]: Here,
at each slot n, we find the most probable channel state,
VML = arg max. g Bn(7), of the system. Then, the ML state
of the system is defined as sy = (b, ymL, k, u), where b, k
and w are the current battery, packet transmission attempt index
and packet reception state, respectively. The ML heuristic
method adopts the action corresponding to the solution of the
MDP with the ML state as the solution of the POMDP. Thus,

Bn(;) = (18)

pML = pypp(smL), (19)
where, as mentioned earlier, u¥;pp(s) denotes the solution to
the MDP obtained by solving (10).

2) Voting Heuristic [33]: Here, for a given b, u, and k, we
consider the set of states (b, v, k, u), fory € G. A given state in
this set, say state s, votes for an action a, as determined by the
optimal policy pxpp(s) of the underlying MDP corresponding
to that particular state. In any given time slot 7, these votes are
weighed by the component of the belief state corresponding to
each~ € G, and the sum of the weighted votes for each action is
determined. The action with the largest sum, denoted by ftvoting,
is selected as the optimal action:

>

s=(b,y,k,u)
yEG

/Bn (’7)6(HKIDP(‘S) CL), (20)

[ivoting = Arg IMax
a€A
where, as before, §(, ¢) is the Kronecker delta function.

3Note that we use 3(7) to denote the current belief state of the channel and
3..(-y) to indicate the belief state of the channel at time slot ».
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Fig. 3. The block fading channel model.

Note that, in order to implement the above policies, the main
computational burden on the EHS is in updating the belief state
using (18). Further, based on the belief state, the node needs to
find the ML state (19) or the action with the highest number
of votes (20). The MDP policy itself can be implemented as a
simple look-up table, and hence does not impose a significant
computational burden on the EHS. Precisely accounting for the
energy cost involved in the computations and storage is beyond
the scope of our work.

V. OUTAGE PROBABILITY ANALYSIS

In this section, we consider the outage analysis of the EHS for
the block fading channel model. Here, the channel remains con-
stant throughout the frame, but changes in an i.i.d. fashion at the
beginning of the next frame, as shown in Fig. 3. In this case, the
power control policy specifies the packet transmission power as
a function of the transmission index and the current battery state.
In the foregoing analysis, we derive the outage probability of
a given fixed-power control policy, which not only generalizes
the result in [15], but also serves as an important performance
benchmark.

We consider the following general class of power control
policies. In the first slot of a given frame, the EHS sends the
packet at a power L1 F if the current battery state B; exceeds
L1, otherwise, is sends the packet at a power B;. In general, at
the kth attempt to transmit a given packet, the EHS sends the
packet at a power L F if the current battery state B exceeds
Ly.; otherwise, it sends it at a power Bj. This is a generaliza-
tion of the transmit power policy considered in [15], as setting
L1 = Ls = --- = Lg results in the single-power transmission
scheme considered there.

With the above power control scheme, the evolution of the
system is a Discrete Time Markov Chain (DTMC), as shown in
Fig. 4. The state at time » is denoted by (U, By,), where B,
is the battery state, as before, and U, represents the ACK state.
The ACK state of the EHS node is defined as

—1, ACK received,
U,2<{o0, Start of transmission,
i i NACKs received,i € {1,...,K}.

ey

In this section, we assume that the battery capacity is infinite,
so B, € {0,1,...,0c}. However, the extension to the case of
a finite battery capacity is straightforward. As shown in Fig. 4,
the EHS does not transmit in the frame when U,, = —1, as an
ACK has been received. Under mild conditions on the transmit
power policy, it is easy to show that the DTMC is irreducible and
positive recurrent. Now, in state (7, I3,, ), the packet transmission
power is given by

Pi.p,y = min(L;F, By). (22)

>

Fig. 4. DTMC for the power control policy Ly = 1, Lo = 2, L3 = 3,L4 =
4, and K’ = 4. The energy states are normalized with respect to E.

The mth frame consists of slots mK, mK + 1,..., (m +
1)K — 1. The ACK state is U = 0 at the start of the frame.
At the end of each slot, U is incremented by 1 if a NACK is
received, otherwise it transits to U = —1 for the rest of the
frame (i.e., when an ACK is received). Irrespective of the value
of U at the end of the frame, it always resets to 0 at the start of
the (m + 1)th frame. An outage occurs in the mth frame if the
packet has not yet been successfully received even at the end
of the frame. Since I3,, i is independent of the channel state in
[mK, (m+1)K], the outage probability as a function of K > 1
can be written as

Pout(K) =Y 7(i)Eo{ Powe (K i, 7,7 = 0)},

%

(23)

where (i) is the stationary probability that the node has en-
ergy i I¢ at the beginning of the frame and P+ (K7, ~, ) is the
outage probability conditioned on the channel gain -y, the bat-
tery state ¢/, and the ACK state r, at the beginning of the mth
frame. Also, IE,{-} represents the expectation over the distri-
bution of the channel gain.

Now, Pout (K |é,y.7) is given by the recursive relation over
K, shown in in (24) at the bottom of the next page. In (24),
M L& min(L,,i + L), ¥® £ min(L,,i), and P.(v, E)
is the packet error probability, as defined in (4). The terms in
(24) are obtained by tracking the battery transitions that happen
under different possible energy harvesting and packet transmis-
sion events, and accounting for the outage probability of the
packet over the remaining K — 1 attempts. For example, if bat-
tery energy level ¢ at the start of the frame exceeds Zf‘:l L, ,re-
gardless of the energy harvested, the EHS node can make all X
attempts to transmit the packet, at power levels L1, Lo, ..., L.
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Hence, a packet outage occurs only if all K transmission at-
tempts fail, and is given by the product of their probabilities.
Note that we have omitted the dependence of ¥(1) and ¥(® on
7 and ¢ for notational convenience.

The stationary probabilities 7 can be obtained by solving the
balance equation

=Y EBPr(Bninyx = jlBux = i), (25)

where the expectation is taken with respect to the distribution of
7. To obtain Pr(B(mi1yx = F|Bmrx = 4,7), we use the state
transition probability matrix (), whose elements represent
the probability of a transition from (7, ) to (v, s). It is defined
as

G;; = PI’(Bn+1 =7, Ln+1 = 5|Bn =i, U,=m, ’7) (26)

It is easy to show that, forr =0,1,..., K —1land? > 1,

@ =
pPe (’77 \1/(1)) >
p(1=Pe(y,00)),

(1 - p)Pe ('yv \IJQ)) 2
(1 - /)) (1 - Pe (’77 \I"(?))) p

j=i+ LU s =r41,
j=i+L-0W s=_1,
J=i—U® s =y 41,
j=i—0® ¢=_1,

0, else.
27)
Forr=0,1,...,K —1land: =0,
G
pPe (v, W), j=it L0 s =741,
_ (=P (1, D)), j=it L—WD =1,
(1-p). j=i8=7r+1,
0, clse.
(28)
Forr = —1and: > 0,
2 J:L—'—Lszfl/
0, else.

The states (i, K),Vi, are absorbing states. The above transi-
tion probabilities follow from the given power control policy,
and track the following independent events: i) Whether energy
was harvested in the slot, which happens with probability p. ii)
Whether the transmitted packet was correctly decoded by the
receiver, which happens with probability 1 — P, (v, r).

We can now summarize the procedure for computing the
outage probability:
1) Compute G (7), where G(+) is the state transition prob-
ability matrix in (26).
2) Using the entries of G (v), compute the probability
Pr(Bming = j|Bmix = 4,77 = 0) as:
K
Z Pr (Bim+nyx = 4 Utk = u| Bk =4,
u=-—1

UnLK = ()ﬂ FY) . (30)

3) Obtain the stationary probabilities 7 () by solving (25).
4) Obtain P,y (K|i,v,r = 0) from (24).

5) Compute P,,(K) using (23).

The simulation results in the next section illustrate that the
above analysis brings out the importance of tuning the transmit
power control parameters in optimizing the EHS link perfor-
mance. Moreover, by comparing with the POMDP approach
presented in the previous section, we show how the POMDP
solution improves performance over fixed-power transmission
policies by exploiting all the information available at the EHS.

VI. SIMULATION RESULTS

In this section, we present simulation results that demonstrate
the performance improvement obtainable from the POMDP ap-
proach compared to ad hoc policies that only admit a fixed
transmit power level [15]. We also validate the outage proba-
bility analysis in Section V. The channel from the EHS node
to its destination is assumed to be Rayleigh faded in the block-
fading case, and with the time-variation following the popular
Jakes’ spectrum in the correlated fading case. The noise power
spectral density is taken as Ny = 1, and the packets are as-
sumed to be uncoded BPSK modulated with £ = 10 bits. The
value of E follows from the energy budget requirement of a
typical wireless sensor node. For example, £; = 15 dB corre-
sponds to L = 2, i.e., twice the energy required to transmit a
packet, with a transmit power of 1.38 mW, carrier frequency of
2 GHz, slot duration of T}, = 10 ms, distance d = 10dy, where
dy = 10 m is a reference distance, a path loss exponent of 3.9,
an additive noise corresponding to a temperature of 300 K, and
a bandwidth of 1 MHz [34]. We consider K = 4 attempts per
packet, and all the simulations are run for over 107 slots.

a) Linear Power Algorithm: Recall the general power
policy considered in Section V. During the ith slot within a
frame, the packet is transmitted at power L; E, provided there
is enough energy in the battery and an ACK has not yet been
received. Let us represent the power policy as [Lq Lo Ly Ly].
For example, L, = ¢, for¢ = 1,2,..., K, represents a linear

pPe (%\Ij( )E) Powt (K
+( ) ouf(
\IJ(I)E)Pout(

Pout(K|li’a77T) = PP(

Hﬁilﬂ(% LIE)

—1)i4+ L - 9D 5 r 4+ 1)
— 1, vy, r + 1),

—1)i4+ L - 9D 5 r 1)
+(1 - p)Pe(PYa \I}(Z)E)Pout(K

i =0,
(24)
) K
0<i<> L
else.

- 1‘2 - @(2)7717"’_ 1)7
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Fig. 5. Comparison of the linear power policy (L; = i,@ = 1,2,...,K)

and the fixed-power algorithm [15] with various fixed-power levels, for K =
4,L = 2,and EI, = 18 dB. In the legend, the numbers in the square brackets
represent the packet transmit power levels for each of the 4 transmission at-
tempts. Sim and Analy correspond to the results obtained from simulations
and from the analytical expression in (23), respectively. In the region marked
Better performance the linear policy, [1 2 3 4], outperforms the fixed-power
retransmission schemes.

power increase policy. Also, [2 2 2 2] corresponds to the
fixed-power retransmission scheme considered in [15], where
all four transmission attempts are made at a power level 2F.

The outage probability performance of the general power
policy is shown as a function of the energy harvesting prob-
ability in Fig. 5. In the legend, Sim and Analy correspond
to the results obtained from simulations and from the ana-
lytical expression in (23), respectively. In the region marked
Better performance, the linear policy outperforms the
scheme considered in [15], showing that fixed-power retrans-
missions schemes, are, in general, suboptimal. Thus, it is
possible to tune the L;s to improve the outage performance.
Also note the close agreement between the simulation and the
analytical results, which validates the analysis.

b) POMDP Solution: In the following, we compare the
packet outage performance of the algorithms in Section IV
against the conventional fixed-power retransmission scheme.
Let the fixed-power be denoted by £, and define W £y w/Fs.
For comparison with past work [15], we assume that W is an
integer multiple or integer fraction of F,. Fig. 6 shows the
simulation results for the block fading channel case. The
voting policy and the ML estimation policy perform almost
equally well, and they significantly outperform the fixed-power
retransmission scheme.

In the correlated fading case, the channel correlation is as-
sumed to follow the FSMC shown in Fig. 2. The parameters
for the FSMC model are taken as 7, = 10 ms and f;7, =
0.03, where f,; denotes the Doppler frequency. Fig. 7 shows the
threshold nature of the optimal policy of the fully observable
MDP for the correlated fading channel, when the action space
is restricted to be binary-valued. Recall that the optimal policy is
characterized by a single threshold By},qn on the battery state,
one for each combination of the channel, transmission index and
ACK states. From the simulations, we observe that the threshold
decreases with transmission index. This is intuitive, since to-
wards the end of frame, the EHS must transmit even if it has
a lower battery level. The policy also tries to ensure that each

1071
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—F— Linear power (Sec. VI)
—&— POMDP (Voting)
—— POMDP (ML)

Outage probability (Poy)

0.2 0.4 0.6 0.8 1
Energy harvesting probability (p)

Fig. 6. Block fading channel case: Comparison of ML and voting heuristic so-
lutions of the EHS POMDP against fixed-power transmission, for X' = 4, L =
4, N = 7,E, =12 dB, and Bn.x = 20L,.

Action

A0
30 123“\\55‘0
<@ ot
o

Fig. 7. Correlated channel case: Optimal policy for the binary action case. The
optimal policy is a threshold policy in the battery state. Here, § = 4, L =
4,N = 7,E, =15 dB, and B,,... = 10E,.

packet is attempted at least once towards the end of frame. This
not only improves the packet outage, but also improves the be-
lief state of the channel by collecting observations.

Fig. 8 compares the performance of the fixed and linear
power policies with that of the POMDP policies for the corre-
lated fading channel. As before, the ML heuristic and the voting
heuristic outperform the other schemes. To achieve the same
outage probability, the POMDP solution typically requires only
about 60-80% of the energy harvesting rate compared to the
best fixed-power scheme. Also, we see that the ML heuristic
and the voting heuristic policies perform nearly equally well.
Hence, the ML heuristic policy is a better choice for implemen-
tation on EHS platforms, since it is computationally simpler.

Finally, Fig. 9 shows how the outage probability varies as
a function of p with various battery capacities. In particular,
when By, = 0, the optimal policy is to transmit the packet in
slots where energy is harvested, and until an ACK is received.
An outage does not occur if the EHS is able to harvest energy
and successfully deliver the packet in any of the K slots within
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Fig. 8. Correlated channel case: Comparison of ML and voting heuristic solu-
tions of the EHS POMDP against fixed-power transmission for { = 4,L =
4, N =7 FE, =15dB,and B,,.. = 10E.,.
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Fig. 9. Correlated channel case: Increasing the battery capacity decreases the
outage probability. Here, K’ = 4. L =4, N =7,and E, = 13 dB.

a given frame. The plot thus highlights the role of the battery
capacity in improving the outage probability.

VII. CONCLUSIONS

In this paper, we considered the problem of power manage-
ment for EHS nodes with packet retransmissions. A sequential
decision-theoretic framework was used to obtain outage optimal
policies for correlated channels. Since the channel state is only
partially observable through the ACK/NACK messages, we for-
mulated the problem as a POMDP. Exact solutions were found
to be computationally infeasible, motivating us to explore two
computationally efficient suboptimal solutions: the ML policy
and the voting heuristic policy. The solutions were based on the
belief state of the channel and the solution of the underlying
MDP. We also derived structural results for the fully observable
MDP in the binary action case. Thus, the decision-theoretic ap-
proach adopted in this paper is a promising technique for the
design of power management policies for EHS nodes that need
to operate under stringent energy constraints and yet achieve
high reliability or throughput. We also benchmarked the perfor-
mance of the POMDP solution by deriving analytical expres-
sions for the packet outage probability for the case of a block
fading channel with a fixed-power retransmission scheme. Sim-
ulation results showed that the proposed POMDP solutions sig-
nificantly outperform the existing fixed-power retransmission
schemes. Extensions of this work could involve considering

other objective functions, such as maximizing the average rate
by adapting the modulation and coding scheme based on the
ACK/NACK messages, considering battery inefficiencies, and
including other energy harvesting models. These different is-
sues promise to offer interesting avenues for future work.

APPENDIX A

A. Proof of Theorem 1

As mentioned earlier, due to the convergence of (16) for all
initial conditions, the discounted cost optimal policy would
be a threshold policy in the energy buffer state b, provided
Q. ([b.v,u, k], a) is submodular in (b,a), for some initial
condition [31]. Hence, we need to show that, with suitable
initialization, @,,([b, v, u, k], @) is submodular in (b, a). That
is, since A = {0,1}, Q% ([b.y,w, k], 1) — Q% ([b, 7, u, k],0)
should monotonically decrease with b. In the following, we
consider only the case of w = 0. For v = 1, the possible action
set is restricted to {0} and hence monotonicity is trivial.

Notation:  Let V,, ,,(b) £ Vi ([b,v,u,k]) and
Vo () £ vr(¥,4, o k]). Similarly, let Q,, .(b,a) =
Q3 (0,7, u, k],a) and Q,n,'u/ (b/v a) 2 QZ,([blv v kl]v a).
Finally, let ¢(a) 2 ¢([b,7,u,k],a). The simplified notation
above is obtained by dropping the dependence on the
parameters that remain unchanged through the rest of the proof.

In the following, we consider the case corresponding to trans-
mission at the end of the frame (kK = K — 1) and transmission
at the middle of the frame (k # K — 1) separately, as their state
transition functions are different.

End of Frame (k = K — 1): We have

Qnt1,0(0,1) = Qpy1,0(b,0) = ¢(1) — ¢(0)
+0 3 P p{Vig(b+ L —1) = Vi y(b+ L)}

¥ €G
molb—1) =V o(B)}}. €20

+(1—p)
For Q.41,0(s, @) to be submodular in (b, a), we need the terms
in (31) to monotonically decrease with b. Since the two terms in
(31) are identical expect for a shift in b by L, the value function
must satisfy the following sufficient condition:

1/n,,O(b - 1) - Vn,O(b) 2 ‘/n,O(b) - Vn,()(b + 1) (32)
Rearranging terms, we need to show that
1/n,,O(b + 1) - Vn,O(b) 2 ‘/n,O(b) - Vn,()(b - 1)7 (33)

i.e., that V, o(b) has an increasing difference in b. We show
this using an inductive argument. First, note that one can al-
ways choose V5 0(b) = Vi ([b, v, u, k]) to have an increasing
difference in b; an example is the exponential function. As-
sume that V.Y ([b, v, u, k]) has increasing difference in b. We now
prove that V), ([b,~, u, k]) has increasing difference in 6. In
(17), let ag, a1, as € A correspond to the optimal action in
the states [b — 1,~,0, k], [b,v.0, k] and [b+ 1,7, 0, k], respec-
tively. Then,

Var10(b+1) = Qui10(b+1,a2), (34)
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Vn+1,0(b) = (Qn+1,0(ba CL1)-/
Vn+1,0(b - 1) = Qn+1,0(b -1, flo)‘

(35)
(36)

Substituting (34) through (36) in (33) with » replaced with n+1,
we get the difference between the left- and right-hand-side as

(Qrt1,0(b+ 1,a2) — Quy10(b,a1))
— (@nt1,0(b, 01) — Qui1,0(b — 1, ao))
= (Qu+1,0(b+1,02) = Qni1,0(b; a2))
+ (Qut1,0(b,a2) — Quy1,0(b, a1))
+ (Qu+1,0(b,a0) — Qni1,0(b, 1))
—(@Qut1.0(b,a0) — Quy1.0(b—1,a0)). (37)

The terms @y, 1,0(h, a2) — Qny1,0(b; 1) and Q1 10(b, ao) —
Qn+1,0(b, a1) are non-negative due to optimality of action a;
for state [b, v, 0, k]. Define

AZ Quir1o(b+1,02) — Qui1.0(b,az),
B2 Qni1.0(b,a0) — Qui10(b — 1, a0).

(3%)
(39

In order to show that (37) is non-negative, we need to prove that
A > B. We lower bound A as follows:

A=v Z P’Y'Y/{]l{(lgil}{/)(‘/):,o(b + L)

— Vi ob+ L= 1))+ (1= p)(Vy 4(b)
olb—1))}
+ 1=t {p(V o0+ L+ 1) =V, 4 (b + L))
+ (1= p)(Vio(b+1) = Vi o ()},
> v Y Pdp(V) b+ L)

' €G
- Vr;,o(b +L-1)+(1- P)(Vn/,,o(b)
— Va0 —=1))} (40)

where the inequality in (40) is obtained by applying (33).
Similarly, we upper bound B to obtain

B=vY " Pr{lu-{n(Vio(b+ L -1)
Y¥'eg
mob+L—2))+p(V, o(b—1)

— Vi o(b—2))}

+ Ngay—op 1oV, o(b+ L)

~Violb+L-1)

+ p( ﬁ,o(b) —Violb—1)}},

<v Y Po{p(Vio(b+ L) = Vi o(b+ L— 1))

v'€g

+ (Vy o(0) =V, o(b = 1))}, 4D

where p 21— p, and the inequality in (41) is again obtained
by applying (33). Thus, from (40) and (41), A > B, and hence
Qn+1.,0(b, a) is submodular in (b, a).

Within a Frame (k # K — 1): As before, we start with the
goal of showing that Q7 ; ([b, v, u, k], 1) = Q% 1 ([b, v, u, k], 0)
is monotonically decreasing with 6. With a little manipulation,

Qnt1,0(0,1) — Qny1,0(b,0)
=¢(1) — ¢(0)
£ 0 S AP pPAV o0+ L= 1) = Vi (b + 1)}
v'eG
+p(1_Pt) vi.l(b—’—[’_l)_ 11,0(])+L)}
+ (1= p)PAVy (b= 1) =V o(B)}
+ (1= p)(1 = PV (b= 1) =V, o(B)}}}-
Following a similar procedure as for the end of frame (k =

K — 1) case, we obtain the following three sufficient conditions
for Q,,0(b, a) to be monotonically decreasing in b:

(42)

- ‘/;z,O(b) Z ‘/;l,O(b) - Vn,70(b - 1) (43)

— Vn,()(b) > Vn,l(b) — Vnﬁl(b — 1). (44)
(b—1) 2>V, 0(b) = Vio(b—1). (45)

Using a technique similar to that employed for showing (32),
it can be shown that (43) and (44) hold. Hence, we focus our
attention on showing (45). As before, one can always choose the
initialization V; . (b) = V' ([b, v, u, k]) such that (43) to (45) is
satisfied. Assume that V;, ,,(b) = VY ([b, v, u, k]) satisfies (45).

We now use induction to show that V,41.,(b) =
VY1 ([0,7v, u, k]) also satisfies (45), i.e., that

(Vit1,1(6) = Vipr11(b = 1))

~(Vit10(b0)) = Vig10(b = 1)) 2 0. (46)

Since {0} is the only allowed action when u = 1, we obtain

(‘/n,+171(b) - Vn+1,1(b - 1))
= (Vag1.0(b) = Viyro(b — 1))
= (Qns1,1(0,0) = Qpy11(b—1,0))

—(Qny10(b,01) = Qry10(b—1,00)), (47)

for some a1, a9 € .A. In (47), ag and a1 denote the optimal
actions in states [b — 1,4, 0, k] and [b,~, 0, k], respectively. De-
fine P and @ as follows:

P é Q7L+1,1(b7 0) - Qn+1,1(b - 17 0)7
=v Y P dp{Vi b+ L) = Vi, (b+L— 1)}

v'EG

+ (1= p){Vaa(b) = Vo1 (b= 1)} (48)

Q= Qny1,0(bya1) — Qniro(b— 1,a0), (49)
={Qui10(b,a1) — Quy1,0(b. a0)}

+1{Qny1,0(b,a0) = Qny10(b—1,a0)}, (50)

< Qu1,0(b,a0) — Qnir,0(b— 1, a0), (51)
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where the inequality follows because action a; is optimal in
state [b, v, 0, k. The right hand side in (51) can be written as

=v Z Py {1iag—0y {p{V,a o(b+ L)
v'eg
aolb+ L —1)}
+ (1= p){Vio(d) = Vio(b = 1)}}
+ Vag=13 {pPeA Vi olb+ L = 1) =V, 4 (b+ L — 2)}
+p(1 =PV, 0+ L 1)V, (b+ L -2)}
+{A = )PV o(b = 1) =V, (b - 2)}
{1 =p)A = PV, (0 - 1) =V, (b - 2)}}}},
<Y Podp{Vi o0+ L) = Vi b+ L—1)}
v'eg
+ (1 - P){Vrlb,o(b) - Vé,u(b - 1)}}
The inequality above is obtained by using (43) and (44). Finally,
the right hand side above is

<v Z Pﬁ/*/’{p{vé,l(b +1L) -

y'eg
( ){ n 1( )_ m, l(b_l)}} (53)
=P, (54)
where the inequality is obtained using (45). Thus, by induction,
(43), (44), (45) are satisfied, and hence, Q%, (b, @) is submod-
ular in (b, a). Therefore, the optimal policy is monotone in b,
and, consequently, is a threshold policy in the battery state. [

(52)

n, 1(b+L71)}
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