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Abstract— The use of many narrow beams to overcome the
adverse propagation conditions in millimeter-wave channels
leads to large training durations and overheads in 5G systems.
This causes the beam measurements to become outdated by
different extents at the time the transmit and receive beams
are selected. The rapid changes in user device orientation
exacerbate this problem. We first present a novel modified
bivariate Nakagami-m (MBN) model to tractably and accurately
characterize the joint, non-stationary statistics of the channel
gains seen at the times of measurement and data transmission.
We then derive a novel and optimal beam selection rule that
maximizes the average rate of the system. We use the MBN
model to propose a near-optimal, practically amenable bound-
based selection (PABS) rule. Our approach captures several
pertinent aspects about the spatial channel model and 5G, such
as transmission of periodic bursts of reference signals, feedback
from the user to enable the base station to select its transmit
beam, and the faster pace of updating the data rate compared
to the transmit-receive beam pair. The PABS rule markedly
outperforms the widely used conventional power-based selection
rule and is less sensitive to user orientation changes.

Index Terms— Millimeter-wave, 5G, beamforming, antenna
array, spatial channel model, beam selection, beam management,
beam measurement, orientation change.

I. INTRODUCTION

IN THE quest to provide higher throughputs and accommo-
date a large number of mobile devices, 5G cellular commu-

nication technology has moved towards millimeter-wave bands
with large bandwidths [1]–[3]. However, communication in
these bands is subject to severe propagation loss, attenuation
from atmospheric gases and precipitation, line-of-sight (LoS)
blockage and scattering, and diffraction [4].

Beamforming with antenna arrays helps address these chal-
lenges [5]. The small wavelength facilitates antenna arrays
with a large number of antennas at both base station (BS)
and user equipment (UE). Large antenna arrays result in
narrow beams with large array gains, which compensates for
the severe propagation loss. However, narrow beams require
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accurate alignment [6]. The number of transmit-receive beam
pairs required to cover the full angular space in elevation and
azimuth also increases.

In order to enable the UE to estimate the channel gain
on each transmit-receive beam pair, the BS periodically
sends reference signals on its transmit beams. For example,
in the 5G new radio (NR) standard, synchronization signal
blocks (SSBs) are periodically transmitted by the BS [6]–[8].
The UE uses the SSBs for initial beam acquisition. Subse-
quently, for beam tracking and selection during the connected
mode, it uses the channel-state information reference signal
(CSI-RS) along with the SSBs. The BS transmits the SSBs
from all its transmit beams in an SSB burst of duration
5 milliseconds (ms). Thus, in an SSB burst, the UE can
measure the gains from all the transmit beams to one of
its receive beams. To estimate all the transmit-receive beam
pair gains, multiple bursts are required – one for each UE
receive beam. These bursts are transmitted with a period that
ranges from 5 ms to 160 ms. Thus, beam acquisition can
take a considerable amount of time. Therefore, the difference
between the time of transmission of the reference signal and
the time at which the beam pair is selected depends on
the beam pair. Consequently, channel estimates obtained for
different beam pairs are outdated by different extents in a time-
varying environment.

In the connected mode, this process also requires the UE to
report its beam measurements periodically to the BS. Using
these measurements, the BS reselects the transmit beam and
transmits data on it. In addition, the UE periodically feeds
back channel quality information (CQI), which enables the
BS to adjust its modulation and coding scheme (MCS) and
data rate. This is done at a rate faster than that at which the
beam measurements are fed back [8].

The change in the UE device orientation relative to the
serving BS poses another new challenge [9]–[12]. Typical
user movements can change the device orientation at a rate
that ranges from 60◦/s to 110◦/s. In gaming scenarios, it can
even go up to 800◦/s [13]. This happens even in nomadic, low
mobility environments. Not only does it exacerbate the time
variations in the channel, it also leads to beam misalignment,
which causes a change in the mean power of the serving
transmit-receive beam gain and a non-stationary channel. This
requires frequent beam selection and orientation tracking as
the link quality would degrade rapidly otherwise.

Given the importance of beamforming and beam selec-
tion, a considerable amount of literature has appeared on
it. In [14], [15], exhaustive search is considered. The UE
sequentially measures all beam pairs to select the one that
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maximizes the signal-to-noise-ratio (SNR) [14], [15]. In [16], a
two-step iterative beam search method is discussed. The BS
sends reference signals using wide beams in the first step and
then using narrow beams in the second step. In 5G NR, the UE
selects the beam that maximizes the SNR [6]. In [17], beam
selection is based on the signal-to-interference-plus-noise-ratio
(SINR) and reference signal received power measured at both
UE and BS. In [18], the angle of arrival (AoA) is estimated and
the beam is tracked by measuring the received signal at specific
pre-defined perturbations to the beam pattern. Capacity-based
beam selection methods are presented for multiple-input-
multiple-output (MIMO) channels in [19]. In [20], the users
are separated into interfering and non-interfering users. First,
the non-interfering users are assigned beams and then the
interfering users.

In [21], the LoS and non-LoS (NLoS) paths are used to
estimate the position of the UE and then select the beam.
The approach in [22] trains the same transmit-receive beam
pair multiple times to improve the received signal powers in
specific directions and maximize the probability of tracking the
beam pair that is aligned. In [23], a technique for obtaining
high resolution AoA and angle of departure (AoD) estimates
using wide beams is proposed. The beam is then oriented in
the estimated direction. Multi-armed bandit-based approaches
are used for beam selection in [24], [25].

In the above papers on beam selection [6], [14]–[16],
[19], [21] and in [26], which studies dual-connectivity,
the beam or beam pair with the highest SNR or measured sig-
nal power is selected. We shall refer to this as the conventional
power-based selection (CPBS) rule. However, the CPBS rule
does not account for the time-varying nature of the channel
and the fact that channel measurements of different beams are
outdated by different extents. While [24], [25] consider time-
varying channels, only NLoS paths are considered without a
model for measurement and data transmission in [24] and a
numerical ray-tracing method is used in [25].

A. Focus and Contributions

In this paper, we consider the problem of beam selection in
channels with time variations that occur due to user mobility
and user orientation changes. The latter makes the beam gain
a non-stationary random process. Our model captures several
pertinent aspects about 5G NR, such as the transmission
of periodic bursts of reference signals to enable beam pair
measurements, feedback from the UE to enable the BS to
select its transmit beam, and the faster pace at which the data
rate is adapted compared to the transmit-receive beam pair.
It also captures several salient aspects of the comprehensive
spatial channel model (SCM), which has been used in 5G NR
system design and evaluation [27]–[29]. This includes AoA,
AoD, antenna geometry, LoS and NLoS paths, clusters and
multiple paths per cluster, and user orientation. We make the
following contributions:

• We propose a modified bivariate Nakagami-m (MBN)
model to characterize in an analytically tractable manner
the joint statistics of the beam gains seen at the times
of measurement and data transmission. It accurately

models our observation that the beam gains at two time
instants can be non-negatively or negatively correlated.
For non-negative correlations, the MBN model is the
bivariate Nakagami-m model [30, Ch. 6]. For negative
correlations, it is based on an affine transformation of
the above bivariate model. To the best of our knowledge,
only the marginal Nakagami-m probability density
function (PDF) has been used to model millimeter-wave
channels in the literature [31], [32]. Neither the bivariate
model nor its modification have been used or numerically
verified for accuracy.

• We derive a novel and optimal beam selection rule that
maximizes the average rate of the system when the
beam pair is selected periodically on the basis of the
aforementioned channel estimates that are outdated by
different extents. We then use the MBN model to propose
a practically amenable bound-based selection (PABS)
rule that is computationally much simpler to implement.

• For channel traces generated from SCM, we show that
the average rate achieved by the PABS rule is very close
to that of the non-causal genie-aided rule in which the BS
knows at the time of selection the gains of all the beam
pairs in the future time instants. The PABS rule performs
much better than the widely assumed CPBS rule, and is
less sensitive to changes in the user orientation.

B. Organization and Notations

Section II presents the system model. In Section III, we pro-
pose the MBN model and verify its accuracy. We present the
optimal beam selection rule and the PABS rule in Section IV.
Section V contains numerical results, and is followed by our
conclusions in Section VI.

Notations: We denote the PDF and cumulative distribution
function (CDF) of a random variable (RV) X by fX (·) and
FX (·), respectively. Similarly, the conditional PDF and CDF
conditioned on an event A are denoted by fX (·|A) and
FX (·|A), respectively. The expectation with respect to an
RV X is denoted by EX [·] and the expectation conditioned
on an event A by EX [·|A]. The covariance of RVs X and
Y is denoted by Cov(X,Y ), variance of RV X by Var(X),
transpose by (·)T , Hermitian transpose by (·)†, real part by
�{·}, and derivative of a function f as f �.

II. SYSTEM MODEL

We consider a millimeter-wave system with a BS and a
UE. The BS is equipped with a uniform linear array (ULA)
that consists of Ntx antennas. It can transmit one beam from
among BBS fixed directional beams in the azimuth direction.
Similarly, the UE is equipped with a ULA that consists
of Nrx antennas. It can receive on one beam from among
BUE fixed directional beams in the azimuth direction. Let
BBS = {1, . . . , BBS} and BUE = {1, . . . , BUE} denote the set
of transmit beams at the BS and the set of receive beams at
the UE, respectively.

A. Spatial Channel Model

Let ψ (t) be the orientation of the UE with respect to
the antenna array at time t. The MIMO channel matrix
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H(t, ψ (t)) ∈ CNrx×Ntx between the BS and the UE at time
t, which also depends on ψ (t), is given by [27]–[29]

H(t, ψ (t))

=

√
KΛ
K + 1

urx(θrx
LoS + ψ (t))u†

tx(θ
tx
LoS)

+

√
Λ

(K + 1)L

C∑
c=1

L∑
l=1

αc,l(t)urx(θrx
c,l + ψ (t))u†

tx(θ
tx
c,l),

(1)

where C is the number of clusters, L is the number of paths
per cluster, urx(·) is the array response at the receiver, utx(·)
is the array response at the transmitter, K is the Rician factor,
θtx

c,l and θrx
c,l are the AoD at the BS relative to its ULA and

AoA at the UE relative to its ULA, respectively, for the lth

path in the cth cluster, θtx
LoS is the LoS AoD, θrx

LoS is the LoS
AoA, and Λ is the path-loss. For a ULA, urx(·) and utx(·) are
given by

urx(θ) =
1√
Nrx

[
1, e−j2πμrx(θ), . . . , e−j2π(Nrx−1)μrx(θ)

]T
, (2)

utx(θ) =
1√
Ntx

[
1, e−j2πμtx(θ), . . . , e−j2π(Ntx−1)μtx(θ)

]T
, (3)

where μtx (θ) = dtx cos (θ) /λ, dtx is the antenna spac-
ing at the transmitter, and λ is the wavelength. Similarly,
μrx (θ) = drx cos (θ) /λ and drx is the antenna spacing at the
receiver. Lastly, αc,l(t) = ᾱc,l exp (j2πfDt cos(ωc,l)), where
fD = v/λ is the maximum Doppler shift, v is the speed of
the UE that moves at an angle θv , ωc,l = θrx

c,l − θv + ψ (t),
ᾱc,l is a circularly symmetric complex Gaussian RV with zero
mean and variance γc, and γc is the relative power of the cth

cluster. The system model is illustrated in Figure 1.
Let gi,p (t) denote the gain between the ith transmit beam

of the BS and the pth receive beam of the UE at time t. It is
given by

gi,p (t) = | (vrx
p

)†
H(t, ψ (t))vtx

i |, (4)

where vtx
i = utx(θtx

i ) is the beamforming vector of the ith

transmit beam that points in the direction θtx
i and vrx

p =
urx(θrx

p ) is the beamforming vector of the pth receive beam
that points in the direction θrx

p . The transmit beam directions
are set as θtx

i = (i−1)π/BBS, for 1 ≤ i ≤ BBS, and the receive
beam directions as θrx

p = (p− 1)π/BUE, for 1 ≤ p ≤ BUE.
Note: ψ (t) can model any type of orientation change; it

is not dependent on v. As per SCM, the number of clusters
and paths, AoAs, and AoDs do not change over several
measurement cycles [27]–[29]. This is because they change
at a much slower timescale than that at which the MIMO
channel and beam gains change.

B. SCM Statistical Parameters

The AoA θrx
c,l of path l of cluster c is a Gaussian RV that

is wrapped over an interval of 2π radians. Its PDF f rx
c (θ) is

given by [28]

f rx
c (θ)=

1√
2πσAoA,c

∞∑
�=−∞

exp

(
−(θ + 2π
− θ̄AoA,c)2

2σ2
AoA,c

)
,

for − π < θ ≤ π. (5)

Fig. 1. System model: BS with Ntx antennas that can form one among BBS
beams and the UE with Nrx antennas that can form BUE beams. Also shown
is the UE orientation ψ (t), speed v, and SCM.

With a slight abuse of terminology, we shall refer to θ̄AoA,c

and σAoA,c as the mean and standard deviation, respectively,
of θrx

c,l. Similarly, the AoD θtx
c,l is a wrapped Gaussian RV with

mean θ̄AoD,c and standard deviation σAoD,c. Its PDF is denoted
by f tx

c (θ). In SCM, σAoA,c and σAoD,c are themselves expo-
nential RVs with means ξAoA and ξAoD, respectively [28], [29].

C. Beam Measurement and Data Transmission Model

The beam measurement and data transmission take place
over beam measurement cycles, each of duration Tmeas. A cycle
consists of three phases that overlap in time, namely, beam
measurement, beam selection, and data transmission. In the
beam measurement phase, the BS transmits pilot bursts from
different transmit beams. In the beam selection phase, the UE
selects the receive beam and the BS selects the transmit beam.
In the data transmission phase, the BS transmits data using its
serving beam ĩ and the UE receives using its serving beam p̃.

In order to explore the trade-off between measuring more
beam pairs and the increased sensitivity to time-variations
in the gains due to the extra time this takes, we study two
models for beam measurements. The first one is called full
measurement cycle (FMC). In it, the BS transmits BUE bursts
so that the UE can measure all the BUEBBS beam pairs. This
is similar to the models of [6], [16], [33]. The second one
is called partial measurement cycle (PMC). In it, the UE
measures different subsets of the beam pairs in different
measurement cycles.

1) Beam Measurements: In a pilot burst, the BS transmits
pilot symbols from its BBS beams one after the other in a burst
of duration Tp, while the UE receives from one of its receive
beams. The pilot bursts are spaced Tm apart in time.

FMC: Each beam measurement cycle consists of BUE pilot
bursts and is of duration BUETm. In the first pilot
burst, the UE measures the gains from all the BBS

transmit beams to its first receive beam. It, thus,
measures the beam pairs (1, 1), (2, 1), . . . , (BBS, 1),
where the tuple (i, p) represents the beam pair that
consists of transmit beam i and receive beam p.
In the second pilot burst, the UE receives from
its second receive beam and measures the beam pairs
(1, 2), (2, 2), . . . , (BBS, 2), and so on. After BUE

Authorized licensed use limited to: J.R.D. Tata Memorial Library Indian Institute of Science Bengaluru. Downloaded on March 20,2022 at 13:42:35 UTC from IEEE Xplore.  Restrictions apply. 



6990 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 20, NO. 11, NOVEMBER 2021

Fig. 2. Measurement, selection, and data transmission model: Beam selection
occurs once in a beam measurement cycle, which is of duration Tmeas. Every
pilot burst of duration Tp consists of BBS pilot symbols, one each from BBS
transmit beams from the BS. There are N data slots in a beam measurement
cycle.

pilot bursts, the UE has measured all the BUEBBS

beam pairs. FMC is illustrated in Figure 2a.
PMC: Each beam measurement cycle consists of S < BUE

pilot bursts. Therefore, its duration is STm. Let the
UE receive the first pilot burst on beam k. It, thus,
measures the beam pairs (1, k), (2, k), . . . , (BBS, k).
It receives the second pilot burst on beam (k + 1)
and measures the beam pairs (1, k + 1), (2, k +
1), . . . , (BBS, k + 1). It does this for (S − 1) pilot
bursts. In the last (S th) pilot burst, the UE receives
with its serving beam p̃ and measures the beam pairs
(1, p̃), (2, p̃), . . . , (BBS, p̃). This enables the UE to
obtain fresh estimates for its serving receive beam,
which has higher odds of being reselected in a
slowly-varying environment. Thus, the UE measures
the gains using its receive beams k, k + 1, . . . , k +
S − 2, p̃ in the measurement cycle.1 In the next
measurement cycle, the UE measures the gains using
the receive beams k + S − 1, k + S, . . .. PMC is
illustrated in Figure 2b.

In general, let the UE measure the beam pair (i, p) at time
Ti,p and let the corresponding gain be gi,p (Ti,p). Let the vec-
tor g = [g1,1 (T1,1) , . . . , gi,p (Ti,p) , . . . , gBBS,BUE (TBBS,BUE)]
represent the most recent beam measurements of the BBSBUE

beam pairs. These span multiple measurement cycles in PMC.

1In case p̃ ∈ {k, k + 1, . . . , k + S − 2}, then the UE moves to the next
receive beam and skips receiving using p̃, which it will receive with in the
last pilot burst in the measurement cycle.

2) Beam Selection: At the end of each measurement cycle,
the UE selects the beam pair (i∗, p∗) on the basis of g, and
reports the transmit beam i∗ to the BS using its serving beam
pair (̃i, p̃). Then, (i∗, p∗) becomes the serving beam pair in the
next measurement cycle. The beam selection feedback delay
and the time required by the hardware to switch to the selected
beams at the BS and the UE are assumed to be small compared
to the time taken to measure the many beams [6], [8]. Thus,
the BS can switch its transmit beam with a periodicity of STm.

3) Data Transmission: It consists of N slots, each of
duration Tslot. These span the entire measurement cycle, as do
the pilot bursts. Slot n starts at time tn. At the beginning of
every slot, the UE feeds back to the BS the rate at which
it can receive data in that slot. This model captures the fact
that in 5G NR, the BS can adapt its data rate multiple times
with the same beam pair [6], [8]. The gain variations within
a slot are negligible since because Tslot is small compared to
the coherence time of the channel. Then, as per Shannon’s
capacity formula, the rate R (gi∗,p∗ (t)) in bits/s/Hz on the
selected beam pair is given by

R (gi∗,p∗ (t)) = log2

(
1 +

Ptxg
2
i∗,p∗ (t)
σ2

)
, (6)

where Ptx is the transmit power and σ2 is the noise variance.
Note: To ensure tractability, we do not explicitly model the

variations in H(t, ψ (t)) due to LoS blockage. Our approach
applies so long as the time taken to measure all the beam
pairs is smaller than the average duration for which a blockage
remains unchanged.

III. MBN MODEL FOR TIME-VARYING

CHANNELS OF SCM

To design the beam selection rule, we first develop an
analytically tractable model for the joint statistics of the
gains gi,p (t) and gi,p (t+ τ ) obtained from SCM, where τ
is the time lag. We characterize them statistically using the
Nakagami-m distribution since it is known to accurately model
the channel measurements obtained from several propagation
scenarios [28], [31], [32], [34]. It subsumes NLoS Rayleigh
fading and accurately approximates LoS Rician fading.

Consider first the case when these gains are non-negatively
correlated. We propose modeling their joint PDF using the
bivariate Nakagami-m model. As per it, the bivariate PDF of
gi,p (t) and gi,p (t+ τ ) is given by [30, (6.1)]

fgi,p(t),gi,p(t+τ) (r1, r2)

=
4mm+1rm

1 r
m
2 (Ωi,p (t)Ωi,p (t+ τ ))−

m+1
2

Γ(m) [1 − δi,p (t, t+ τ )] (δi,p (t, t+ τ ))
m−1

2

× exp
[ −m
1 − δi,p (t, t+ τ)

(
r21

Ωi,p (t)
+

r22
Ωi,p (t+ τ )

)]

×Im−1

(
2mr1r2

√
δi,p (t, t+ τ )√

Ωi,p (t))Ωi,p (t+ τ ) [1 − δi,p (t, t+ τ)]

)
,

(7)

where m is the Nakagami parameter, Ωi,p (t) is the mean
channel power at measurement time t, δi,p (t, t+ τ) ≥ 0 is the
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power correlation coefficient, and Im (.) denotes the modified
Bessel function of the first kind with order m [35, (9.6.19)].
To the best of our knowledge, the bivariate Nakagami-m PDF
for modeling the time-varying channels of SCM and capturing
the effect of user orientation changes has not been employed
in the millimeter-wave literature, nor has its accuracy been
verified.

A. Expressions for Bivariate Nakagami-m Parameters

We now derive Ωi,p (t), δi,p (t, t+ τ), and m in (7) in terms
of the SCM parameters.

The pth receive beam gain Z rx
p (θ) =

(
vrx

p

)†
urx(θ) in the

direction θ is given by

Z rx
p (θ) =

1
Nrx

exp
(−j(Nrx − 1)π

[
μrx (θ) − μrx

(
θrx

p

)])
× sin

(
Nrxπ

[
μrx (θ) − μrx

(
θrx

p

)])
sin
(
π
[
μrx (θ) − μrx

(
θrx

p

)]) . (8)

It follows that∣∣Z rx
p (θ)

∣∣2 =
1
N2

rx

sin2
(
Nrxπ

[
μrx (θ) − μrx

(
θrx

p

)])
sin2
(
π
[
μrx (θ) − μrx

(
θrx

p

)]) . (9)

Similarly, for the ith transmit beam gain Z tx
i (θ) =

(vtx
i )† utx(θ) in the direction θ, we have

∣∣Z tx
i (θ)
∣∣2 =

1
N2

tx

sin2 (Ntxπ [μtx (θ) − μtx (θtx
i )])

sin2 (π [μtx (θ) − μtx (θtx
i )])

. (10)

1) Mean Channel Power Ωi,p (t): As shown in Appendix A,
Ωi,p (t) = E

[
g2

i,p (t)
]

is given by

Ωi,p (t) =
Λ

K + 1

C∑
c=1

γcḠ
rx
p,c(t)Ḡ

tx
i,c(t)

+
KΛ
K + 1

∣∣Z rx
p (θrx

LoS + ψ (t))
∣∣2 ∣∣Z tx

i

(
θtx

LoS

)∣∣2 , (11)

where Z rx
p (·) and Z tx

i (·) are given above,

Ḡrx
p,c(t) =

1√
π

NGH∑
q=1

wq

∣∣∣Z rx
p

(√
2σAoA,cxq + θ̄AoA,c + ψ (t)

)∣∣∣2 ,
(12)

Ḡtx
i,c(t) =

1√
π

NGH∑
q=1

wq

∣∣∣Z tx
i

(√
2σAoD,cxq + θ̄AoD,c

)∣∣∣2 , (13)

wq and xq are the qth Gauss-Hermite (GH) weight and
abscissa, respectively, and NGH is the GH integration order
[35, (25.4.46)].

2) Power Correlation Coefficient δi,p (t, t+ τ ): It is defined
as

δi,p (t, t+ τ )�
E
[
g2

i,p (t) g2
i,p (t+τ)

]−Ωi,p (t)Ωi,p (t+τ)√
Var(g2

i,p (t))Var(g2
i,p (t+τ))

.

(14)

This general definition is applicable to non-stationary
processes. The term

Var(g2
i,p (t)) � E

[
g4

i,p (t)
]− Ω2

i,p (t) ,

in the denominator is derived in Appendix B. It equals

Var(g2
i,p (t)) =

2Λ2

L(K + 1)2

(
C∑

c1=1

γ2
c1
F rx

p,c1
(t)F tx

i,c1
(t)

+2(L− 1)
C∑

c1=1

γ2
c1

(
Ḡrx

p,c1
(t)
)2 (

Ḡtx
i,c1

(t)
)2

+2L

[
C∑

c1=1

γc1Ḡ
rx
p,c1

(t)Ḡtx
i,c1

(t)

]

×
C∑

c2=1,c2 �=c1

γc2Ḡ
rx
p,c2

(t)Ḡtx
i,c2

(t)

⎞
⎠

+
2KΛ2

∣∣Z rx
p (θrx

LoS + ψ (t))
∣∣2 |Z tx

i (θtx
LoS)|2

(K + 1)2

×
C∑

c1=1

γc1Ḡ
rx
p,c1

(t)Ḡtx
i,c1

(t), (15)

where

F rx
p,c(t) =

1√
π

NGH∑
q=1

wq

∣∣∣Z rx
p

(√
2σAoA,cxq + θ̄AoA,c+ψ (t)

)∣∣∣4 ,
(16)

F tx
i,c(t) =

1√
π

NGH∑
q=1

wq

∣∣∣Z tx
i

(√
2σAoD,cxq + θ̄AoD,c

)∣∣∣4 . (17)

The term E
[
g2

i,p (t) g2
i,p (t+ τ)

]
in the numerator is also

derived in Appendix B. It equals

E
[
g2

i,p (t) g2
i,p (t+ τ)

]
= TNLoS

i,p (t, τ) + T LoS
i,p (t, τ)

+T LoS,NLoS
i,p (t, τ). (18)

Here, TNLoS
i,p (t, τ) captures cross-products involving the NLoS

terms, and is given by (19) at the bottom of the next page.
T LoS

i,p (t, τ) captures cross-products involving the LoS terms,
and is given by

T LoS
i,p (t, τ) =

K2Λ2

(K + 1)2
∣∣Z rx

p (θrx
LoS + ψ (t))

∣∣2
× ∣∣Z rx

p (θrx
LoS + ψ(t+ τ))

∣∣2 ∣∣Z tx
i

(
θtx

LoS

)∣∣4 . (21)

T LoS,NLoS
i,p (t, τ) captures cross-products involving the LoS

and NLoS terms, and is given by

T LoS,NLoS
i,p (t, τ)

=
KΛ2 |Z tx

i (θtx
LoS)|2

(K + 1)2

×
[(

C∑
c=1

γcḠ
rx
p,c(t)Ḡ

tx
i,c(t)

) ∣∣Z rx
p (θrx

LoS + ψ (t+ τ))
∣∣2

+

(
C∑

c=1

γcḠ
rx
p,c(t+ τ)Ḡtx

i,c(t)

) ∣∣Z rx
p (θrx

LoS + ψ (t))
∣∣2

+ 2�
{(

C∑
c=1

γcΔrx
c (t, τ)Ḡtx

i,c(t)

)

× (Z rx
p (θrx

LoS + ψ (t))
)∗
Z rx

p (θrx
LoS + ψ (t+ τ))

}]
. (22)
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We see that δi,p (t, t+ τ ) is dependent on user orientation
and speed, and also the SCM parameters such as θv , λ, dtx,
drx, Ntx, Nrx, C, γc, θtx

LoS, and θrx
LoS.

3) Nakagami Parameter m: We choose m as its maximum
likelihood estimate at time t. It is given by [36]

m =
Ω2

i,p (t)
Var(g2

i,p (t))
, (23)

where Ωi,p (t) is given in (11) and Var(g2
i,p (t)) is given

in (15).

B. Modeling Negative Power Correlation

As mentioned, gi,p (t) and gi,p (t+ τ ) can be negatively cor-
related, in which case δi,p (t, t+ τ ) < 0. To understand this,
Figure 3 plots the level-set contours of the empirical bivariate
PDF of gi,p (t) /

√
Ωi,p (t) and gi,p (t+ τ) /

√
Ωi,p (t+ τ ) at

t = 20 ms for τ = 17 ms and 23 ms at which δi,p (t, t+ τ) are
−0.83 and 0.81, respectively. The correlation coefficients have
approximately the same absolute value but opposite signs. The
contours are generated from 100, 000 traces of the gains of all
the beam pairs for BBS = 18, BUE = 18, Ntx = Nrx = 20,
drx = dtx = 0.25λ, v = 3.85 kmph, and a carrier frequency
of 28 GHz [5]. This corresponds to a maximum Doppler shift
of 100 Hz. Each trace consists of 120 samples that are spaced
1 ms apart. The SCM parameters are K = 3, ξAoD = 10.2◦,
ξAoD = 15.5◦, C = 4, L = 20, and θv = 90◦, and the UE
orientation change rate is ψ� (t) = 60◦/s [27], [28]. We make
the following observation:

Numerical Observation 1: The level-set contours for non-
negative power correlation coefficients are concentric, and
so are those for negative power correlation coefficients.

Fig. 3. Level-set contour plot of the empirical bivariate PDF of
gi,p (t) /

�
Ωi,p (t) and gi,p (t+ τ) /

�
Ωi,p (t + τ) for τ = 17 ms and

23 ms with δi,p (t, t+ τ) = −0.83 and 0.81, respectively, at ψ′ (t) = 60◦/s
(K = 3, ξAoD = 10.2◦, ξAoA = 15.5◦ , C = 4, and L = 20, t = 20 ms).
The PDF fgi,p(t),gi,p(t+τ) (r1, r2) levels are 1, 4, and 8.

Furthermore, all the level-set contours share the same center
(M1/

√
Ωi,p (t),M2/

√
Ωi,p (t+ τ)).

Expression for (M1,M2): It is the point at which the bivari-
ate Nakagami-m PDF peaks. In general, from (7), (M1,M2)
is the solution of the following two equations:

∂

∂r1
fgi,p(t),gi,p(t+τ) (r1, r2)

= m(1 − 2κ1r
2
1) + κ2r1r2

I �m−1 (κ2r1r2)
Im−1 (κ2r1r2)

= 0, (24)

TNLoS
i,p (t, τ) =

Λ2

L(K + 1)2

[
2

C∑
c1=1

γ2
c1
Ḡrx

p,c1
(t)F tx

i,c1
(t)Ḡrx

p,c1
(t+ τ)

+L

[
C∑

c1=1

γc1Ḡ
rx
p,c1

(t)Ḡtx
i,c1

(t)

]
C∑

c2=1,c2 �=c1

γc2Ḡ
rx
p,c2

(t+ τ)Ḡtx
i,c2

(t)

+(L− 1)
C∑

c1=1

γ2
c1
Ḡrx

p,c1
(t)
(
Ḡtx

i,c1
(t)
)2
Ḡrx

p,c1
(t+ τ)

+L

[
C∑

c1=1

γc1Δ
rx
c1

(t, τ)Ḡtx
i,c1

(t)

]
C∑

c2=1,c2 �=c1

γc2

(
Δrx

c2
(t, τ)

)∗
Ḡtx

i,c2
(t)

+(L− 1)
C∑

c1=1

γ2
c1

Δrx
c1

(t, τ)
(
Ḡtx

i,c1
(t)
)2 (Δrx

c1
(t, τ)

)∗]
, (19)

where

Δrx
c (t, τ) =

NGH∑
q=1

wq√
π
Z rx

p

(√
2σAoA,cxq + θ̄AoA,c + ψ (t)

)(
Z rx

p

(√
2σAoA,cxq + θ̄AoA,c + ψ (t+ τ)

))∗

× exp
(

4πjtfD sin
(√

2σAoA,cxq + θ̄AoA,c +
ψ (t) + ψ (t+ τ)

2
− θv

)
sin
(
ψ (t+ τ) − ψ (t)

2

))

× exp
(
−2πjτfD cos

(√
2σAoA,cxq + θ̄AoA,c + ψ (t+ τ) − θv

))
. (20)
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Fig. 4. Comparison of solution of (26) and the value of M1/
�

Ωi,p (t)
measured from the empirical bivariate PDF (t = 0 ms, ψ′ (t) = 60◦/s,
K = 3, ξAoD = 10.2◦, ξAoA = 15.5◦, C = 4, and L = 20).

∂

∂r2
fgi,p(t),gi,p(t+τ) (r1, r2)

= m(1 − 2κ3r
2
2) + κ2r1r2

I �m−1 (κ2r1r2)
Im−1 (κ2r1r2)

= 0, (25)

where κ1 = 1/ ([1 − δi,p (t, t+ τ )]Ωi,p (t)), κ2 =
2m

√
δi,p(t,t+τ)√

Ωi,p(t)Ωi,p(t+τ)(1−δi,p(t,t+τ))
, and κ3 = ([1 −

δi,p (t, t+ τ )]Ωi,p (t+ τ ))−1. Eliminating common terms
yields M1/

√
Ωi,p (t) = M2/

√
Ωi,p (t+ τ ). Substituting this

in (24), it follows that M1 is the solution of the following
non-linear equation:

m(1−2κ1r
2
1)+κ2

√
Ωi,p (t+τ)

Ωi,p (t)

I �m−1

(√
Ωi,p(t+τ)
Ωi,p(t) r

2
1

)
Im−1

(√
Ωi,p(t+τ)
Ωi,p(t) r

2
1

)r21=0.

(26)

To the best of our knowledge, no closed-form expression
is known for it. The only exception is δi,p (t, t+ τ ) = 0, i.e.,
gi,p (t) and gi,p (t+ τ ) are mutually independent. Then, M1

is the value of r1 at which the marginal Nakagami-m PDF
fgi,p(t) (r1) is maximized, and M2 is the value of r2 at which
fgi,p(t+τ) (r2) is maximized. They can be shown to be [34]

M1 =

√
(2m− 1)Ωi,p (t)

2m
and M2 =

√
(2m−1)Ωi,p (t+τ)

2m
.

(27)

Since no closed-form solution is known for (26), we study
it numerically. Figure 4 plots M1/

√
Ωi,p (t) as a function

of δi,p (t, t+ τ ).2 The simulation parameters are the same as
those for Figure 3. It leads to the following observation.

Numerical Observation 2: M1 and M2 are approximated
with small error by (27) for all δi,p (t, t+ τ) ≥ 0.

Figure 3 also leads to the following observation.
Numerical Observation 3: The major axes of the level-set

contours for the non-negative and negative power correlation
coefficients are perpendicular to each other.

The above observations apply to other parameter settings as
well; results for these are not shown due to space constraints.

2The corresponding results for M2 are similar. We do not show them to
conserve space.

Explanation and Implications: fgi,p(t),gi,p(t+τ) (r1, r2)
in (7) is a symmetric function of the variables r1/

√
Ωi,p (t)

and r2/
√

Ωi,p (t+ τ ). This symmetry coupled with the fact
that the correlation coefficient is non-negative implies that the
major axis of the contours is a 45◦-line with a positive slope
of 1. Any other positive slope would render the bivariate PDF
asymmetric. From Numerical Observation 2, it also passes

through the point
(√

2m−1
2m ,

√
2m−1
2m

)
since the marginal

Nakagami-m PDF, when subject to the above scaling of√
Ωi,p (t), is maximized at

√
2m−1
2m .

For a negative correlation coefficient, we expect the bivariate
PDF to remain a symmetric function of r1/

√
Ωi,p (t) and

r2/
√

Ωi,p (t+ τ1). Using the same reasoning as above, this
implies that the major axis is now a 135◦-line with a negative

slope of −1 that passes through the point
(√

2m−1
2m ,

√
2m−1
2m

)
.

As above, any other angle would imply that the bivari-
ate PDF for the negative correlation coefficient is not a
symmetric function of r1/

√
Ωi,p (t) and r2/

√
Ωi,p (t+ τ1).

Therefore, the major axis of the level-set contours for the
negative correlation coefficient is perpendicular to the line
r2/
√

Ωi,p (t+ τ ) = r1/
√

Ωi,p (t). Since it passes through
(M1/

√
Ωi,p (t),M2/

√
Ωi,p (t+ τ)), which is given in (27),

it can be shown to be given by the line

r2√
Ωi,p (t+ τ)

=

√
(2m− 1)Ωi,p (t)

2m

(
1 +

Ωi,p (t)
Ωi,p (t+ τ )

)

− Ωi,p (t)
Ωi,p (t+ τ )

r1√
Ωi,p (t)

. (28)

Based on these observations, we propose the following
bivariate PDF f̃gi,p(t),gi,p(t+τ) (r1, r2):

f̃gi,p(t),gi,p(t+τ) (r1, r2)

=
4mm+1 (a− r1)

m
rm
2 [Ωi,p (t)Ωi,p (t+ τ)]−

m+1
2

ζ(m, 2(2m− 1))(1 − ρ)ρ
m−1

2

× exp

[
−m
1 − ρ

(
(a− r1)

2

Ωi,p (t)
+

r22
Ωi,p (t+ τ)

)]

×Im−1

(
2m

√
ρ (a− r1) r2√

Ωi,p (t))Ωi,p (t+ τ )(1 − ρ)

)
,

for 0 ≤ r1 ≤ a, r2 ≥ 0, (29)

where a =
√

2(2m− 1)Ωi,p (t) /m, ζ(·, ·) is the incomplete
gamma function [37, (8.350.1)], and ρ > 0 is a parameter that
models correlation.

Rationale: The PDF in (29) is obtained by the fol-
lowing sequence of transformations of RVs that are
designed to satisfy the above observations. First, con-
sider the normalized RVs Y1 = gi,p (t) /

√
Ωi,p (t) and

Y2 = gi,p (t+ τ ) /
√

Ωi,p (t) with power correlation coef-
ficient ρ. From (7), we can show that fY1,Y2 (y1, y2) =
4mm+1ym

1 ym
2 exp

�
−m(y2

1+y2
2)

1−ρ

�

Γ(m)(1−ρ)ρ
m−1

2
Im−1

(
2m

√
ρy1y2√
1−ρ

)
, for y1, y2 ≥ 0.

To rotate this by 90◦ in the counter-clockwise direc-
tion around the point (M1,M2) as per Numerical Obser-
vations 1 and 3, we apply the variable transformation
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Ỹ1 = 2
√

(2m− 1)/(2m) − Y2 and Ỹ2 = Y1. Lastly,
we scale back the two RVs using the transformation gi,p (t) =
Y1

√
Ωi,p (t) and gi,p (t+ τ ) = Y2

√
Ωi,p (t+ τ ). This

sequence of transformations yields the PDF in (29). Its support
is restricted to 0 ≤ r1 ≤ a and r2 ≥ 0 since the resultant
RVs must be non-negative. This leads to the scaling factor
ζ(m, 2(2m−1)) appearing instead of Γ(m) in the denominator
to ensure that f̃gi,p(t),gi,p(t+τ) (r1, r2) is a valid PDF.3

Intuitively, based on the above rationale, one would
expect δi,p (t, t+ τ ) ≈ −ρ. We study this below
and also derive an exact expression for δi,p (t, t+ τ ).
As per its definition in (14), we need expressions for
E
[
g2

i,p (t) g2
i,p (t+ τ )

]
, E
[
g4

i,p (t+ τ )
]
, and E

[
g2

i,p (t+ τ )
]
,

which determine Var
(
g2

i,p (t+ τ )
)
, and E

[
g4

i,p (t)
]

and
E
[
g2

i,p (t)
]
, which determine Var

(
g2

i,p (t)
)
. From (29), they

are as follows. The finite support in (29) makes them involved.
We skip the steps to save space.

E
[
g2

i,p (t)
]

=
Ωi,p (t)

mζ(m, 2(2m− 1))

[
2(2m− 1)

× ζ(m, 2(2m− 1)) + ζ(m+ 1, 2(2m− 1))

−2
√

2(2m− 1)ζ
(
m+

1
2
, 2(2m− 1)

)]
, (30)

E
[
g4

i,p (t)
]

=
Ω2

i,p (t)
m2ζ(m, 2(2m− 1))

[
(41m2 − 27m+ 4)

×ζ(m, 2(2m− 1)) − 2
√

2(2m− 1)(10m− 3)

×ζ
(
m+

1
2
, 2(2m− 1)

)]
, (31)

E
[
g2

i,p (t+ τ )
]

=
Ωi,p (t+ τ ) (1 − ρ)m+1

mζ(m, 2(2m− 1))

×
∞∑

k=0

ρkζ
(
k+m, 2(2m−1)

1−ρ

)
Γ(m+k+1)

k!Γ(m+k)
, (32)

E
[
g4

i,p (t+ τ )
]

=
Ω2

i,p (t+ τ ) (1 − ρ)m+2

m2ζ(m, 2(2m− 1))

×
∞∑

k=0

ρkζ
(
k+m, 2(2m−1)

1−ρ

)
Γ(m+k+2)

k!Γ(m+k)
, (33)

and
E
[
g2

i,p (t) g2
i,p (t+ τ )

]
=

Ωi,p (t)Ωi,p (t+ τ )
m2ζ(m, 2(2m− 1))

×
[
m(5m− 2 + ρ)ζ(m, 2(2m− 1))

−
√

2(2m− 1)(2m+ ρ)ζ
(
m+

1
2
, 2(2m− 1)

)]
.

(34)

3We have observed numerically that for negative power correlations, gi,p (t)
seldom exceeds a. In the rare event that this happens, we clip it to a in order
to comply with the support for the bivariate PDF in (29).

Fig. 5. MBN model: Power correlation coefficient δi,p (t, t+ τ) (t = 20 ms,
ψ′ (t) = 60◦/s, K = 3, ξAoD = 10.2◦ , ξAoA = 15.5◦ , C = 4, and L = 20).

For ρ = 0, we can show that (32) and (33) simplify to

E
[
g2

i,p (t+ τ )
]

= Ωi,p (t+ τ) , (35)

and

E
[
g4

i,p (t+ τ )
]

= Ω2
i,p (t+ τ)

(
1 +

1
m

)
. (36)

Figure 5a plots the power correlation coefficient computed
from the above expressions as a function of ρ for m = 5 and
10 for the SCM parameters used for Figure 3. We see that
it is negative. It is close to −ρ for both values of m, which
reaffirms our intuition. The match improves as m increases.
Therefore, we shall use |δi,p (t, t+ τ ) | instead of ρ henceforth
for the bivariate PDF in (29).

C. MBN Model Verification

The bivariate PDF in (7) and (29) together constitute
the MBN model. To assess its accuracy, we use the same
simulation parameters as those for Figure 3. Figure 5b
plots the empirically measured value of δi,p (t, t+ τ ) from
the SCM traces and the value analytically computed from
Section III-A.2 as a function of τ . We observe a good match
between the analytical and empirical curves for the entire
range of τ , which spans multiple coherence intervals. For 0 ≤
τ < 3 ms, the power correlation coefficient is non-negative.
However, for 3 ≤ τ < 9 ms, it is negative. δi,p (t, t+ τ )
exhibits a damped oscillatory behavior. The empirical values
of M1 and M2 from Figure 3 turn out to be 0.8652 and 0.8250.
They are within 1% of the values computed from (27).

To further assess the accuracy of the proposed MBN PDF,
Figure 6a plots the conditional CDF Fgi,p(t+τ) (x|gi,p (t))
for different values of gi,p (t) for δi,p (t, t+ τ ) = 0.81,
and Figure 6b does the same for δi,p (t, t+ τ) = −0.83.
These are measured from the channel traces generated above.
We observe a good match over a three orders of magnitude
range between the empirically obtained conditional CDF and
the one derived from the bivariate PDFs in (7) and (29).
In Figure 6a, Fgi,p(t+τ) (x|gi,p (t)) shifts to the right as gi,p (t)
increases because δi,p (t, t+ τ ) is positive. On the other hand,
in Figure 6b, Fgi,p(t+τ) (x|gi,p (t)) shifts to the left as gi,p (t)
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Fig. 6. MBN model verification: Conditional CDF Fgi,p(t+τ) (x|gi,p (t))
for non-negative and negative power correlation coefficients (t = 20 ms,
ψ′ (t) = 60◦/s, K = 3, ξAoD = 10.2◦ , ξAoA = 15.5◦, C = 4, and
L = 20).

increases because δi,p (t, t+ τ) is negative. To keep the nota-
tion simple, we denote δi,p (Ti,p, t) by ρi,p (t) henceforth.

IV. RATE-OPTIMAL BEAM SELECTION

A beam selection rule Φ: (R+)BBS × (R+)BUE →
{(1, 1), . . . , (BBS, BUE)} is a mapping from BBSBUE mea-
surements to a beam pair (i, p). Our objective is to find the
rule that maximizes the average data rate over the N data slots
of a beam measurement cycle given the beam measurements
g. The data rate is adapted in every slot. In the kth slot, it is
R (gi,p (tk)) and its average is Eg,gi,p(tk) [R (gi,p (tk))]. The
optimization problem is as follows:

max
Φ

{
1
N

N∑
k=1

Eg,gi,p(tk) [R (gi,p (tk))]

}
, (37)

s.t. (i, p) = Φ(g). (38)

Its solution is as follows.
Result 1: The optimal selection rule selects the beam pair

(i∗, p∗) that is given by

(i∗, p∗)

= argmax
i∈BBS,p∈BUE

{
1
N

N∑
k=1

Egi,p(tk)

[
R (gi,p (tk))

∣∣gi,p (Ti,p)
]}

.

(39)

Proof: The proof is given in Appendix C.
Thus, the beam pair (i, p) that has the highest average data

rate over the N slots conditioned on its beam measurement
gi,p (Ti,p) is optimal. From (7) and (29), the conditional
expectations in (39) turn out to be single integrals. The UE
needs to compute them numerically for each value of gi,p (t).
To reduce this computational burden, we present a simpler rule
below.

Since R(.) is a concave function, applying the Jensen’s
inequality [37, (12.411)], we get

1
N

N∑
k=1

Egi,p(tk)

[
R (gi,p (tk))

∣∣∣∣gi,p (Ti,p)
]

≤ 1
N

N∑
k=1

log2

(
1 +

Ptxdi,p(tk)
σ2

)
, (40)

where di,p(t) is called the selection metric and equals

di,p(t) = Egi,p(t)

[
g2

i,p (t)
∣∣∣∣gi,p (Ti,p)

]
. (41)

The expression for di,p(t) can be derived in closed-form from
the MBN model as follows:

a) ρi,p (t) ≥ 0: From (7), we can show that the conditional
PDF fgi,p(t)

(
r2
∣∣gi,p (Ti,p) = r1

)
is

fgi,p(t)

(
r2
∣∣gi,p (Ti,p) = r1

)
=

2mrm
2

rm−1
1 Ωi,p (t) [1 − ρi,p (t)]

(
Ωi,p (Ti,p)

ρi,p (t)Ωi,p (t)

)m−1
2

× exp
(
− mρi,p (t) r21

[1−ρi,p (t)] Ωi,p (Ti,p)
− mr22

[1 − ρi,p (t)]Ωi,p (t)

)

×Im−1

(
2m
√
ρi,p (t)r1r2

[1 − ρi,p (t)]
√

Ωi,p (Ti,p)Ωi,p (t)

)
. (42)

Using (42) and the identity
∫∞
0
rm+2
2 e−dr2

2Im−1 (νr2) dr2 =
e−

ν2
4d

νm−1(ν2+4dm)
(2 d)m+2 [37, (6.631.1)] to evaluate the condi-

tional expectation in (41), we get the following closed-form
expression:

di,p(t) =
Ωi,p (t)

Ωi,p (Ti,p)
[
(1 − ρi,p (t))Ωi,p (Ti,p)

+ ρi,p (t) g2
i,p (Ti,p)

]
. (43)

b) ρi,p (t) < 0: Along similar lines as above, from the
bivariate PDF in (29), we can show after algebraic manip-
ulations that fgi,p(t)

(
r2
∣∣gi,p (Ti,p) = r1

)
has a form similar

to (42) except that r1 is replaced with (a − r1). Substituting
it in (41) and simplifying further yields

di,p(t) =
Ωi,p (t)

Ωi,p (Ti,p)

[
(1 − |ρi,p (t) |) Ωi,p (Ti,p)

+ |ρi,p (t) | (a− gi,p (Ti,p))
2

]
. (44)

PABS Rule: Using the above results, we propose the fol-
lowing rule for all correlations:

(i∗, p∗) = argmax
i∈BBS,p∈BUE

{
1
N

N∑
k=1

log2

(
1 +

Ptxdi,p(tk)
σ2

)}
.

(45)

For ρi,p (t) ≥ 0, di,p(t) is a linear combination of the mean
channel power Ωi,p (t) and the beam measurement g2

i,p (Ti,p).
When gi,p (Ti,p) is large, the odds that the beam pair (i, p)
is selected increase. While, for ρi,p (t) < 0, the reverse is
true. As |ρi,p (t) | decreases from 1 to 0, the weightage for the
term that depends on gi,p (Ti,p) decreases. Another point to
note from (11) is that Ωi,p (t) is a function of the orientation
ψ (t) of the UE. The selection rule, thus, takes into account
the change in the user’s orientation in each of the N slots. We
also note that the PABS rule is different from the following
widely used CPBS rule [6], [14]–[16], [19]:

(i∗, p∗) = argmax
i∈BBS,p∈BUE

{
g2

i,p (Ti,p)
}
. (46)
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To implement the PABS rule, the UE needs to know its
orientation ψ (t) and speed so that it can compute ρi,p (t)
and Ωi,p (t). The UE can estimate ψ (t) using orientation
sensors, which are now available commercially [9]–[12], [38].
Similarly, the UE can estimate its speed from the level-
crossing rate or the channel covariance [39]. Alternately,
the UE can directly measure ρi,p (t) and Ωi,p (t) from previous
beam gain estimates. However, in practice, the number of
samples used for this purpose needs to be chosen carefully
to balance statistical accuracy and the ability of the system to
react to changes in the channel parameters. Note that the BS
does not need to know these parameters.

V. NUMERICAL RESULTS AND PERFORMANCE

BENCHMARKING

We now present Monte Carlo simulation results that quan-
tify the effect of different system parameters such as UE speed,
number of paths and paths per cluster, transmit and receive
ULA parameters, and measurement model related parameters.
A new aspect that we also explore is the effect of the UE
orientation change rate ψ� (t) on the performance.

Simulation Setup: We illustrate the results for BBS = 18,
BUE = 18, Ntx = Nrx = 40, drx = dtx = 0.25λ,
v = 3.85 kmph, and a carrier frequency of 28 GHz [5].
Let η = Gtx

maxG
rx
maxPtxΛ/σ2 denote the peak SNR when the

transmit and receive beams are aligned, where Gtx
max = 16 dB

and Grx
max = 16 dB represent the peak transmit and receive

beam gains, respectively. For SCM, the parameters are K = 3,
ξAoD = 10.2◦, ξAoA = 15.5◦, C = 4, and L = 20 [28].
The beam measurement and data transmission parameters are
Tslot = 0.125 ms and Tp = 5.14Tslot. For example, when S = 6
and Tm = 20 ms, the beam measurement cycle duration is
Tmeas = 120 ms. Using (1) we generate 30 SCM channel
traces, each of duration 12 s, for a given value of ψ� (t). The
MBN model is used only for calculating the metric as per (45)
and selecting the beam.4 We then compute the rate averaged
over all the traces.

Benchmarking: We benchmark the PABS rule with the
following rules:

• CPBS [6], [14]–[16], [19]: It is given by (46).
• Genie-Aided Selection Rule: It is given by

(i∗, p∗) = argmax
i∈BBS,p∈BUE

{
N∑

k=1

log2

(
1 +

Ptxg
2
i,p (tk)
σ2

)}
.

(47)

This rule is non-causal because it requires the BS to know
at the time of selection the gains for all the beams in the
next N data slots. It provides an upper bound on the
average rate achievable by any practical causal rule.

A comparison with the approaches in [18], [20]–[26] is
not possible due to the differences in the measurement, CSI
feedback, and data models. For example, in [18], the UE

4To compute its parameters, we use NGH = 24 in (12), (13), (16), and (17).
To compute (20), we use NGH = 8τfD , subject to a minimum of 24 terms.
It increases as τfD increases because the number of zeroes of the function
Θrx

c (t, τ), which is oscillatory, increase. However, we cap the maximum
number of terms to 63. The computed values are accurate to within 0.1%.

Fig. 7. Performance benchmarking of the average rates of the CPBS and
PABS rules with the FMC and PMC measurement models as a function of
the peak SNR η (BUE = BBS = 18, Tm = 20 ms, and ψ′ (t) = 60◦/s).

Fig. 8. Average rate as a function of the UE orientation change rate ψ′ (t)
for PMC (BUE = BBS = 18, Tm = 20 ms, and η = 20 dB).

perturbs the beams to find the AoA. In [20], [26], the
focus is on clustering the users spatially. Our approach is
complementary to the multi-armed bandit-based methods [24],
[25]. This is because the beam measurement sequence, which
these methods optimize, can be modified to account for time
variations and user orientation changes as per our approach.

A. Numerical Results

1) Role of Measurement Model: Figure 7 compares the
average rates of the CPBS and PABS rules as a function of the
peak SNR η for ψ� (t) = 60◦/s for FMC and PMC. Consider,
first, PMC. The average rate of the CPBS rule for S = 6
is greater than that for S = 12. This is because the serving
beam is measured more frequently and the beam measurement
cycle is shorter for S = 6. The same applies to the PABS
rule. Another observation is that the PABS rule achieves a
higher average rate than the CPBS rule. The gap between
the two increases as η increases. For both rules, the average
rates with PMC for S = 6 and 12 are more than that with
FMC. Therefore, to avoid clutter, we show results for PMC
henceforth.

2) Effect of UE Orientation Change Rate: Figure 8 plots the
average rate as a function of the orientation change rate ψ� (t)
for CPBS, PABS, and the genie-aided rule for different S,
which determines the measurement cycle duration. Consider,
first, the CPBS rule. When ψ� (t) increases from 30◦/s to 90◦/s,
its average rate decreases by 44% and 50% for S = 6 and 12,
respectively. Thus, the performance degradation is significant.
As observed earlier, S = 6 leads to a higher average data
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Fig. 9. Effect of beam-width: Average rate as a function of the UE orientation
change rate ψ′ (t) for PMC (BUE = BBS = 18, Tm = 20 ms, and
η = 20 dB).

rate than S = 12. On the other hand, the PABS rule is robust
to changes in the UE orientation. This is because its selection
metric in (45) accounts for the correlation between the channel
states at the times of measurement and data transmission,
and also the change in the mean channel power. The gap
between the two rules markedly increases as ψ� (t) increases.
For example, for S = 12, the average rate of the PABS rule is
45% and 105% more than that of CPBS rule at ψ� (t) = 30◦/s
and 60◦/s, respectively. The average rate of the PABS rule is
close to that of the genie-aided rule for both S; thus, the PABS
rule is near-optimal. Even though the Jensen’s bound that is
used in (40) can be loose, the closeness to the genie-aided
results shows that the beam that maximizes the bound often
maximizes the objective function in (40). To understand the
benefits from receive beam prediction, we also plot results
for the genie-aided rule with S = 1, which measures and
selects the best beam at the end of every measurement cycle.
As expected, it provides an upper bound on the average rate
of any beam selection rule.

3) Effect of Beam-Width: Figure 9 plots the average rate as
a function of ψ� (t) for CPBS, PABS, and the genie-aided rule
for S = 6 for the following two parameter sets: 1) Ntx = 40,
Nrx = 40, BBS = 18, and BUE = 18: This corresponds to
3-dB beam-widths of 6◦ to 12◦, and 2) Ntx = 20, Nrx = 20,
BBS = 9, and BUE = 9: This corresponds to 3-dB
beam-widths of 12◦ to 24◦. The average rates of both PABS
and CPBS rules increase as the beam-width increases. This
is because the serving beam can retain a larger gain for a
longer portion of the measurement cycle when the beam-
width is large. Furthermore, with a smaller beam-width, more
time is needed to measure all the beams. As observed earlier,
the average rate of the PABS rule is higher than that of the
CPBS rule, and the gap between the two increases as ψ� (t)
increases.

VI. CONCLUSION

In a millimeter-wave beamforming system with time-
varying channels and user orientation changes, the gains of
the many transmit-receive beam pairs that were estimated
at different times were outdated by different extents at the
time the beam pair was selected. We saw that for SCM,
the MBN model accurately characterized the time-evolution
of the non-stationary beam gains for both non-negatively

and negatively correlated scenarios. The correlation coefficient
could change signs even for the same beam pair. The MBN
model was based on the bi-variate Nakagami-m PDF and
an affine transformation of it. It led to a near-optimal and
computationally simple PABS rule to determine the beam pair
that maximized the average rate of the system over multiple
slots of a measurement cycle.

The PABS rule markedly outperformed the CPBS rule and
was robust to the UE orientation changes. From the genie-
aided results, we observed that predicting the receive beam
could improve the average rate. An interesting research avenue
is characterizing the impact of imperfect CSI, transmit and
receive non-idealities, and inaccurate orientation estimates.

APPENDIX

A. Derivation of Expression for Mean Channel Power
E
[|gi,p (t) |2|gi,p (t+ τ ) |2]
Substituting the expression for gi,p (t) from (4) in

E
[
g2

i,p (t)
]
, using the independence of the RVs ᾱc,l(t), θrx

c,l,
and θtx

c,l, and E
[|ᾱc,l(t)|2

]
= γcΛ, we get

Ωi,p (t) =
1

L(K + 1)

C∑
c=1

L∑
l=1

E

[
|ᾱc,l(t)|2

]

×E

[∣∣Z rx
p

(
θrx

c,l + ψ (t)
)∣∣2]E [∣∣Z tx

i

(
θtx

c,l

)∣∣2]
+
KΛ
K + 1

∣∣Z rx
p (θrx

LoS+ψ (t))
∣∣2 ∣∣Z tx

i

(
θtx

LoS

)∣∣2 . (48)

From the PDF in (5), the expectation Ḡrx
p,c(t) =

E

[∣∣∣Z rx
p

(
θrx

c,l + ψ (t)
)∣∣∣2] is given by

Ḡrx
p,c(t) =

1√
2πσAoA,c

∞∑
�=−∞

∫ π

−π

∣∣Z rx
p (θ + ψ (t))

∣∣2

× exp

(
−(θ + 2π
− θ̄AoA,c)2

2σ2
AoA,c

)
dθ, (49)

=
1√

2πσAoA,c

∫ ∞

−∞

∣∣Z rx
p (θ + ψ (t))

∣∣2
× exp

(
−(θ − θ̄AoA,c)2

2σ2
AoA,c

)
dθ. (50)

No closed-form expression is known for (49) because of
the involved form of its integrand. Therefore, to evaluate it,
we use GH quadrature, as per which

∫∞
−∞ exp(−x2)f(x)dx =∑NGH

1 wif(xi) [35, (25.4.46)]. This yields (12). The expres-

sion for Ḡtx
i,c(t) = E

[∣∣∣Z tx
i

(
θtx

c,l

)∣∣∣2] in (13) is obtained

in a similar manner. Substituting these expressions in (48)
yields (11).

B. Brief Derivation of Expression for
E
[|gi,p (t) |2|gi,p (t+ τ ) |2]
Substituting the expression for gi,p (t) from (4), expanding

the terms, and taking expectation yields (18), where the terms
TNLoS

i,p (t, τ), T LoS
i,p (t, τ), and T LoS,NLoS

i,p (t, τ) are as follows.
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TNLoS
i,p (t, τ) consists of cross-products involving the NLoS

channel paths. It is given by

TNLoS
i,p (t, τ) = Q1 +Q2 +Q3 +Q4 +Q5, (51)

where

Q1 =
Λ2

L2(K + 1)2

C∑
c1=1

L∑
l1=1

E
[|ᾱc1,l1(t)|4

]
×E

[∣∣Z rx
p

(
θrx

c1,l1 + ψ (t)
)∣∣2]E [∣∣Z tx

i

(
θtx

c1,l1

)∣∣4]
×E

[∣∣Z rx
p

(
θrx

c1,l1 + ψ (t+ τ)
)∣∣2] , (52)

Q2 =
Λ2

L2(K + 1)2

C∑
c1=1

[
L∑

l1=1

E
[|ᾱc1,l1(t)|2

]

× E

[∣∣Z rx
p

(
θrx

c1,l1 + ψ (t)
)∣∣2]E [∣∣Z tx

i

(
θtx

c1,l1

)∣∣2] ]

×
[

L∑
l2=1,l2 �=l1

E
[|ᾱc1,l2(t)|2

]
E

[∣∣Z tx
i

(
θtx

c1,l2

)∣∣2]

× E

[∣∣Z rx
p

(
θrx

c1,l2 + ψ (t+ τ)
)∣∣2] ], (53)

Q3 =
Λ2

L2(K + 1)2

[
C∑

c1=1

L∑
l1=1

E
[|ᾱc1,l1(t)|2

]

× E

[∣∣Z rx
p

(
θrx

c1,l1 + ψ (t)
)∣∣2]E [∣∣Z tx

i

(
θtx

c1,l1

)∣∣2] ]

×
[

C∑
c2=1,c2 �=c1

L∑
l2=1

E
[|ᾱc2,l2(t)|2

]
E

[∣∣Z tx
i

(
θtx

c2,l2

)∣∣2]

× E

[∣∣Z rx
p

(
θrx

c2,l2 + ψ (t+ τ)
)∣∣2] ], (54)

Q4 =
Λ2

L2(K + 1)2

[
C∑

c1=1

L∑
l1=1

E
[
αc1,l1(t)α

∗
c1,l1(t+τ)

×Z rx
p

(
θrx

c1,l1 +ψ (t)
)(
Z rx

p

(
θrx

c1,l1 + ψ (t+ τ)
))∗]

× E

[∣∣Z tx
i

(
θtx

c1,l1

)∣∣2] ]

×
[

C∑
c2=1,c1 �=c2

L∑
l2=1

E
[
α∗

c2,l2(t)αc2,l2(t+ τ)

× (Z rx
p

(
θrx

c2,l2 + ψ (t)
))∗

Z rx
p

(
θrx

c2,l2 + ψ (t+ τ)
)]

× E

[∣∣Z tx
i

(
θtx

c2,l2

)∣∣2] ], (55)

and

Q5 =
Λ2

L2(K + 1)2

C∑
c1=1

[
L∑

l1=1

E
[
αc1,l1(t)α

∗
c1,l1(t+ τ)

×Z rx
p

(
θrx

c1,l1 + ψ (t)
) (
Z rx

p

(
θrx

c1,l1 + ψ (t+ τ)
))∗]

× E

[∣∣Z tx
i

(
θtx

c1,l1

)∣∣2] ]

×
[

L∑
l2=1,l2 �=l1

E
[
α∗

c1,l2(t)αc1,l2(t+ τ)

× (Z rx
p

(
θrx

c1,l2 + ψ (t)
))∗

Z rx
p

(
θrx

c1,l2 + ψ (t+ τ)
)]

× E

[∣∣Z tx
i

(
θtx

c1,l2

)∣∣2] ]. (56)

The many terms arise because we are computing the expecta-
tion of a fourth-order summation; many possible combinations
of terms arise from the four summations.

Since ᾱc,l(t) is a circularly symmetric complex
Gaussian RV, we get E

[|ᾱc,l(t)|4
]

= 2γ2
c and, as

before, E
[|ᾱc,l(t)|2

]
= γc. The expressions for

the terms E

[∣∣∣Z rx
p

(
θrx

c,l + ψ (t)
)∣∣∣2] = Ḡrx

p,c(t) and

E

[∣∣∣Z rx
p

(
θrx

c,l + ψ (t+ τ)
)∣∣∣2] = Ḡrx

p,c(t + τ) are given

in (12) and (13), respectively. And,

E

[∣∣Z tx
i

(
θtx

c,l

)∣∣4]
=
∫ π

−π

∣∣Z tx
i (θ)
∣∣4 f tx

c (θ) dθ, (57)

≈ 1√
π

NGH∑
q=1

wq

∣∣∣Z tx
i

(√
2σAoD,cxq + θ̄AoD,c

)∣∣∣4 , (58)

where (58) follows along lines similar to Appendix A.
Since αc,l(t)α∗

c,l(t + τ) and the term

Z rx
p

(
θrx

c,l + ψ (t)
)(

Z rx
p

(
θrx

c,l + ψ (t+ τ)
))∗

both depend on
θrx

c,l, they are correlated. Since the RVs ᾱc,l and θrx
c,l are

independent, we get

E

[
αc,l(t)α∗

c,l(t+ τ)Z rx
p

(
θrx

c,l + ψ (t)
)

× (Z rx
p

(
θrx

c,l + ψ (t+ τ)
))∗ ] = γcΔrx

c (t, τ), (59)

where

Δrx
c (t, τ)

= E

[
Z rx

p

(
θrx

c,l + ψ (t)
) (
Z rx

p

(
θrx

c,l + ψ (t+ τ)
))∗

× exp
(

4πjtfD sin
(
θrx

c,l +
ψ (t)

2
+
ψ (t+ τ)

2
− θv

)

× sin
(
ψ (t+ τ) − ψ (t)

2

))

× exp
(−2πjτfD cos

(
θrx

c,l + ψ (t+ τ) − θv

)) ]
. (60)

Similarly,

E

[
α∗

c,l(t)αc,l(t+ τ)
(
Z rx

p

(
θrx

c,l + ψ (t)
))∗

×Z rx
p

(
θrx

c,l + ψ (t+ τ)
)]

= γc (Δrx
c (t, τ))∗ . (61)

Authorized licensed use limited to: J.R.D. Tata Memorial Library Indian Institute of Science Bengaluru. Downloaded on March 20,2022 at 13:42:35 UTC from IEEE Xplore.  Restrictions apply. 



CHAVVA AND MEHTA: MILLIMETER-WAVE BEAM SELECTION IN TIME-VARYING CHANNELS 6999

We can simplify (60) and (61) along lines similar to Appen-
dix A. Substituting these in (51) yields (19).
T LoS

i,p (t, τ) consists of cross-products involving the LoS
channel paths. It is given by (21). T LoS,NLoS

i,p (t, τ) consists of
cross-products involving the NLoS and LoS channel paths.
It is given by

T LoS,NLoS
i,p (t, τ)

=
KΛ |Z tx

i (θtx
LoS)|2

L(K + 1)2

[ ∣∣Z rx
p (θrx

LoS + ψ (t+ τ))
∣∣2

×
C∑

c=1

L∑
l=1

γcΛE

[∣∣Z rx
p

(
θrx

c,l + ψ (t)
)∣∣2]E [∣∣Z tx

i

(
θtx

c,l

)∣∣2]

+
∣∣Z rx

p (θrx
LoS + ψ (t))

∣∣2 C∑
c=1

L∑
l=1

γcΛE

[∣∣Z tx
i

(
θtx

c,l

)∣∣2]

× E

[∣∣Z rx
p

(
θrx

c,l + ψ (t+ τ)
)∣∣2]

+ 2�
{(

C∑
c=1

L∑
l=1

E
[
αc,l(t)α∗

c,l(t+ τ)Z rx
p

(
θrx

c,l + ψ (t)
)

× (Z rx
p

(
θrx

c,l + ψ (t+ τ)
))∗]

E

[∣∣Z tx
i

(
θtx

c,l

)∣∣2])

× (Z rx
p (θrx

LoS + ψ (t))
)∗
Z rx

p (θrx
LoS + ψ (t+ τ))

}]
. (62)

As above, we have E

[∣∣∣Z rx
p

(
θrx

c,l + ψ (t)
)∣∣∣2] =

Ḡrx
p,c(t), E

[∣∣∣Z rx
p

(
θrx

c,l + ψ (t+ τ)
)∣∣∣2] = Ḡrx

p,c(t + τ),

E

[∣∣∣Z tx
i

(
θtx

c,l

)∣∣∣2] = Ḡtx
i,c(t, 0), and

E
[
αc,l(t)α∗

c,l(t+ τ)Z rx
p

(
θrx

c,l + ψ (t)
)

× (Z rx
p

(
θrx

c,l + ψ (t+ τ)
))∗] = γcΛΔrx

c (t, τ). (63)

Substituting these in (62) yields (22).

C. Proof of Result 1

Let Φ be a beam selection rule and let (̂i, p̂) be the beam
pair selected by it given g. Then,

R̄ = Eg,gî,p̂(tk)

[
1
N

N∑
k=1

R
(
gî,p̂ (tk)

)]
, (64)

= Eg

[
1
N

N∑
k=1

Egî,p̂(tk)

[
R
(
gî,p̂ (tk)

) ∣∣∣∣g
]]
. (65)

Consider the following beam selection rule Φ∗ as per which
the selected beam (i∗, p∗) is

(i∗, p∗)= arg max
i∈BBS,p∈BUE

{
1
N

N∑
k=1

Egî,p̂(tk)

[
R
(
gî,p̂ (tk)

) ∣∣∣∣g
]}

.

(66)

It is clear from (66) that
∑N

k=1 Egî,p̂(tk)

[
R
(
gî,p̂ (tk)

) ∣∣∣∣g
]
≤

∑N
k=1 Egi∗,p∗(tk)

[
R (gi∗,p∗ (tk))

∣∣∣∣g
]

. Furthermore,

N∑
k=1

Egi∗,p∗(tk)

[
R (gi∗,p∗ (tk))

∣∣∣∣g
]

=
N∑

k=1

Egi∗,p∗(tk)

[
R (gi∗,p∗ (tk))

∣∣∣∣gi∗,p∗ (Ti,p)
]
, (67)

because the measurements of different beam pairs are inde-
pendent. Therefore, taking expectation on both sides, we get
R̄ ≤ R∗, where R∗ is the average rate of Φ∗. Hence, (66) is
the optimal beam pair selection rule.
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