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Abstract— The asymmetric network model, in which the access
point (AP) is full-duplex (FD) capable while the other nodes
are only half-duplex (HD) capable, is motivated by early-stage
deployments of FD-capable networks. We propose a medium
access control (MAC) protocol called asymmetric FD MAC
(AFD-MAC) for this model. It leverages features such as random
back-off and carrier sensing of the widely-used 802.11 HD
MAC protocol, and it introduces two signals to exploit the
FD capability of the AP. We also develop a general, network
topology-specific renewal-theoretic analysis that characterizes the
saturation throughput of AFD-MAC. It captures the differences
in the statistical properties of the nodes and the AP due to
differences in their duplexing capabilities or the number of
hidden nodes. AFD-MAC can increase the throughput by a
factor as large as two and can reduce head-of-line delay by a
factor more than half compared to the conventional 802.11 HD
MAC protocol. The gains depend on the ratio of the uplink to
downlink packet lengths, network topology, and the extent of
self-interference cancellation. A contrarian insight that emerges
is that hidden nodes can enable the network to exploit its
asymmetric FD capability.

Index Terms— Full-duplex communications, IEEE 802.11
standard, MAC protocol, renewal theory, WLAN.

I. INTRODUCTION

RECENT advances in wireless transceiver design tech-
niques have made in-band full-duplex (FD), in which

signal transmission and reception happen simultaneously
and on the same frequency band, a practical reality [1].
It promises to double the data rate compared to conven-
tional half-duplex (HD) communication without requiring
more bandwidth. One critical challenge in implementing FD is
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self-interference, which is the interference caused by the trans-
mitted signal to the receiver of the same node. A combination
of wireless propagation, analog circuit, and digital-domain
techniques have been developed in [2]–[4] to cancel it.

However, even with sufficient self-interference cancellation
(SIC), several new protocol related challenges remain to be
addressed to fully exploit FD in a wireless local area network
(WLAN). Firstly, a new cross-interference arises between the
nodes that transmit and receive unless they are hidden from
each other. Secondly, the widely-used 802.11 HD medium
access control (MAC) protocol, which employs carrier sens-
ing multiple access (CSMA) and collision avoidance (CA),
discourages simultaneous transmissions by multiple nodes.
However, in FD, transmissions by multiple nodes are desirable
and need to be facilitated by the MAC protocol.

A. Related Literature on MAC Protocols for FD

In the FD literature, MAC protocols have been designed for
the following three system models: (i) Bi-directional model,
in which all nodes in the system are FD and, therefore, any two
nodes transmit and receive from each other simultaneously;
(ii) Asymmetric model, in which only the access point (AP)
is FD while all other nodes are HD; and (iii) Combined model,
in which a mixture of FD and HD nodes exists in the system.
In the following, we summarize the most pertinent literature.
We shall refer to transmissions from the nodes to the AP as
uplink transmissions and those from the AP to the nodes as
downlink transmissions.

1) Bi-Directional Model: In the protocols proposed in
[3], [5], [6], a node that wins the channel contention process
transmits to the AP, which, in turn, transmits back to the
same node. In [7], a node that wins the channel contention
process establishes a bi-directional link with its destination
node if the latter has data to transmit back. Else, either of these
nodes establishes a simultaneous link with another node whose
signal-to-interference ratio exceeds a minimum value. In [8],
the nodes use their FD capability to simultaneously sense
and transmit over orthogonal subcarriers. In [9], the nodes
participate in the channel contention process only if the ratio
of the data to be transmitted and received from the AP exceeds
a threshold. The protocols in [10], [11] instead utilize a node’s
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FD capability to detect packet collisions in the channel and
stop ongoing transmissions.

2) Asymmetric Model: In the power controlled MAC
(PoCMAC) protocol [12], a node initially transmits a request-
to-send (RTS) packet to the AP. Upon detecting this, the AP
sends back a clear-to-send (CTS)-uplink packet to the node.
Other nodes in the network overhear these packets and
enter into a contention resolution phase, the winner of
which receives from the AP. A similar two-stage channel
contention-based protocol is proposed in [13]. In the MASTaR
protocol [14], it is assumed that the AP knows the signal-to-
interference-plus-noise ratio (SINR) at all the nodes in the
network. While receiving from a node, the AP transmits to
another node that maximizes the ratio of the received signal
strength to a minimum desired signal strength at the nodes.
Instead, in [15], the AP transmits to the node that maximizes
a throughput-related performance measure.

The A-duplex protocol in [16] uses a preamble transmission
to ensure uplink and downlink packet alignment and to capture
the downlink packet. Furthermore, it collects information
about the SINRs at the nodes to determine which node to
transmit to. In [17], a node initiates a transmission and the
AP decides whether to communicate using HD or FD, its
destination node, and transmit power. In [18], the AP starts
transmitting a packet to a node. Meanwhile, the other nodes
in the network contend using the back-off timer scheme to
transmit simultaneously on the uplink.

3) Combined Model: In the Contraflow protocol [19],
a node that wins the channel contention process starts trans-
mitting to its destination node. The destination node, in turn,
selects another node depending on its past successful trans-
missions and transmits to it simultaneously. In the Janus
protocol [20], the AP schedules nodes taking into account their
data packet queue lengths and the feedback about inter-node
interference received from all the nodes. In [21], back-off timer
values are exchanged between nodes to time-synchronize the
AP and node transmissions to create FD opportunities. In [22],
the FD capability of the secondary users is used to sense the
activity of the primary users in a cognitive radio environment.
In [23], multiple nodes make time-separated smaller uplink
transmissions while the AP transmits for a longer duration.

B. Contributions

In this paper, we propose and analyze a new asymmetric
FD MAC (AFD-MAC) protocol for the asymmetric model
that exploits the FD capability of the AP. This model is
well motivated because FD is likely to be commercially
implemented first in more advanced transceivers, such as the
AP, given the specialized hardware and algorithms required to
enable it. We make the following contributions.

1) AFD-MAC Protocol: It leverages distributed features
of the widely-used 802.11 MAC protocol such as ran-
dom back-off, carrier sensing, and RTS-CTS exchange.
To leverage the AP’s FD capability, it introduces two
signals, namely, an FD-RTS packet, which is transmitted
by the AP to a node to inform it that it can transmit
a data packet to the AP, and an FD-busy tone (FBT),

which the AP broadcasts to all the nodes to prevent the
hidden nodes from transmitting and colliding.

2) Renewal-Theoretic Fixed-Point Analysis: We present a
decoupling approximation based [24] accurate renewal-
theoretic analysis for the saturation throughput of
AFD-MAC in networks with hidden nodes. We do
so for the collision model. The saturation throughput
is a widely-studied performance measure, which often
characterizes the maximum system throughput in heavy
data traffic conditions [25]. The power of this approach
can be seen from its ability to accurately characterize
the general scenario in which different nodes see dif-
ferent sets of hidden nodes, which can be of different
cardinalities. It leads to different statistical parameters
for the AP and each of the nodes.

3) Performance Benchmarking: We present extensive sim-
ulation results that benchmark the saturation throughput
and head-of-line (HoL) delay of the AP and the nodes
for specific network topologies and when averaged over
many topologies. The HoL delay, which has been less
investigated in the FD literature, is the average service
time of a packet at the HoL position of the data packet
queue in a node [26]. It is a performance measure
of relevance to higher layers in the protocol stack.
An important and a rather contrarian insight these results
bring out is the constructive role that hidden nodes
play in enabling asymmetric FD, despite the increased
likelihood of collisions that they beget. We observe
that AFD-MAC can increase the saturation throughput
compared to the 802.11 HD MAC by a factor of up to
two and reduce the HoL delay by more than half. The
performance gains depend on the network topology, the
asymmetry in the uplink and downlink packet transmis-
sion durations, and the extent of SIC.

Comments and Comparisons: While there are similari-
ties between AFD-MAC and the protocols proposed in the
literature, there are also several differences. The protocols
in [12], [15] do not consider the case where the AP contends
for channel access. In [14], [16], the AP does not exploit
its FD capability when it initiates a transmission. The two-
stage channel contention processes that are employed in
[12], [13] to select the nodes for uplink and downlink trans-
missions require additional control signaling and time. In [10],
[11], [22], the FD capability is used to detect packet collisions
in the channel, but not for simultaneous uplink and downlink
transmissions. In [21], an FD transmission can occur between
the AP and a node only if their back-off timers are syn-
chronized. AFD-MAC instead uses a single-stage contention
process. It allows the AP to initiate a transmission and better
exploits its FD capability. We note that the busy tone has been
used in several works, e.g., [3], [13], [16], [27]. However, one
subtle difference is that in AFD-MAC, the AP can broadcast
the FBT in two instances – at the time of receiving an RTS
packet and when the downlink transmission completes before
the uplink transmission.

Only simulation results are presented for the asymmetric
models studied in [12], [14], [15]. The Markov chain-based
analyses for the asymmetric model in [16] and for the other
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models in [5], [27] assume that the channel access statistics
of all the nodes are the same even in the presence of hidden
nodes. The simultaneous uplink and downlink transmissions
that can occur, the possibility of a node serving as a secondary
transmitter in the AP-initiated scenario, and our above general
model for hidden nodes make our approach different even from
the renewal-theoretic analysis for the conventional HD MAC
protocols in [24] and the references therein.

To the best of our knowledge, a combination of an effective
MAC protocol for the asymmetric model coupled with a gen-
eral renewal-theoretic analysis, which provides node-specific
and network topology-specific expressions for the saturation
throughput, has not been presented before for an FD-MAC
protocol. In addition, we study the head-of-line (HoL) delay
and the effect of an increase in the packet error rate due to
imperfect SIC. Furthermore, our topology-averaged results are
new and insightful.

C. Outline and Notation

The outline of the paper is as follows. We present the system
model and describe AFD-MAC in Section II. We analyze
AFD-MAC in Section III. Simulation results and performance
benchmarking are presented in Section IV, and our conclusions
follow in Section V.

Notation: The expectation with respect to a random variable
(RV) X is denoted by EX [.], with the subscript dropped
when it is obvious from context. 1{a} denotes the indicator
function; it is 1 if a is true and is 0 otherwise. For a set A, its
complement is denoted by Ac, and its cardinality by |A|. For a
null set A, the summation

∑
i∈A(.) is 0. The probability of an

event A is denoted by P (A), and the conditional probability
of A given B is denoted by P (A|B).

II. SYSTEM MODEL AND PROTOCOL DESCRIPTION

Consider an asymmetric network in which N nodes com-
municate with an AP that operates in the infrastructure mode.
The AP is indexed by 0 and the node indices belong to the
set N = {1, 2, . . . , N}. Time is slotted with a slot duration δ.
In our analysis, we assume that all transmissions start and end
at slot boundaries [25], [28]. This does not affect the practical
operation of the protocol because transmissions are specified
as commencing a time delay after a previous transmission
ends, as is done in the conventional 802.11 MAC protocol
[25], [28]. The neighbor list Ni of node i denotes the set of
nodes (excluding the AP) that are in its interference range.
A node can construct its neighbor list by listening to past data
packet transmissions from its neighbors. By default, i ∈ Ni.
Therefore, N c

i constitutes the set of hidden nodes of node i.
This model is illustrated in Fig. 1.

We assume that the AP knows the neighbor lists of the N
nodes. This can be achieved by making a node occasionally
send its neighbor list to the AP. It can be done using, for exam-
ple, management frames of the 802.11 MAC protocol or by
piggybacking it with its data packets. In low mobility environ-
ments, where WLANs are often used, the overhead of occa-
sionally updating the neighbor list is amortized over time and
has a negligible impact on the throughput. This is similar to
the channel state feedback models assumed in [14], [16], [20].

Fig. 1. Illustration of two different network topologies with an FD-capable
AP and N = 9 HD nodes. The absence of a line between two nodes indicates
that they are hidden from each other.

A. AFD-MAC Protocol

In our description of AFD-MAC below, we first specify the
protocol for the scenario in which the residual self-interference
is negligible. Thereafter, in Section II-B, we model imperfect
SIC, its impact, and the modifications to the protocol to handle
packet errors caused by it.

AFD-MAC adopts the RTS-CTS-based channel contention
mechanism of 802.11 HD MAC in order to deal with hidden
nodes [25], [28]. When the back-off timer of a node or the AP
becomes zero, it starts transmitting an RTS packet of duration
TRTS to its destination. We shall refer to it as the primary
transmitter. The destination sends back a CTS packet of
duration TCTS after a short inter-frame space (SIFS) of duration
TSIFS. Thereafter, the primary transmitter starts transmitting its
data packet after another TSIFS seconds.

The following three scenarios arise depending on who
initiated the RTS packet transmission:

1. Node-Initiated Scenario: When a node, say A, initiates an
RTS packet transmission, the AP starts broadcasting an FBT,
which is a sinusoidal signal, immediately after it senses the
transmission and until it receives the entire RTS packet. This
ensures that the nodes hidden from the primary transmitter
(node A) freeze their back-off timers and do not collide with
its RTS packet. This is an improvement over the conventional
802.11 HD MAC in which the hidden nodes freeze their timers
only after hearing the CTS from the AP. Thereafter, the AP
simultaneously transmits a data packet to a destination node,
say B, that is hidden from node A. We shall refer to the AP as
the secondary transmitter here. However, if there is no hidden
node, then only node A transmits a data packet. This scenario
is illustrated in Fig. 2(a).

2. AP-Initiated Scenario: Here, the AP is the primary
transmitter. After transmitting its RTS packet to a destination
node, say A, it transmits an FD-RTS1 packet to another
node, say B, when the destination node is transmitting its
CTS packet back to the AP. This informs node B that it
can transmit a data packet in parallel TSIFS seconds after the
FD-RTS transmission ends. The selection of node B is at the
discretion of the AP. For example, it can select a node based

1FD-RTS can be implemented by making minor changes to the existing
RTS frame in the 802.11 MAC protocol. For example, bits b4 to b7 in the
frame control field can be changed from 1011 in the RTS frame to 1000 to
indicate FD-RTS.
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Fig. 2. Illustrations of the time traces of AFD-MAC in the node-initiated
and AP-initiated scenarios. Here, nodes A and B are hidden from each other.

on the information about the queue lengths at the nodes that
is available to it. We shall refer to node B as the secondary
transmitter here. However, if node A has no hidden node, then
only the AP transmits a data packet. This scenario is illustrated
in Fig. 2(b).

3. AP-cum-Node-Initiated Scenario: When the back-off
timers of the AP and one of the nodes, say A, expire in the
same slot, then both AP and node A are primary transmitters
that transmit their RTS packets simultaneously. Let node B
be the destination node of the AP. If nodes A and B are
hidden from each other, then both RTS packets are decoded
successfully. After TSIFS seconds, the AP and node B transmit
CTS packets to node A and the AP, respectively. Thereafter,
upon successfully receiving these CTS packets, both AP and
node A start transmitting their data packets after TSIFS seconds.
Else, if nodes A and B are not hidden from each other, then
the RTS packet of the AP will not be decoded by node B
since it will collide with that of node A.

1) Asymmetric Data Packet Transmission Durations: In the
above scenarios, when the AP and a node, say A, transmit
data packets and if the AP finishes its transmission before
node A, then it broadcasts the FBT until the node finishes
its transmission. Consequently, the hidden nodes of node A
do not start decrementing their back-off timers and eventually
collide with its ongoing transmission. This is also illustrated
in Fig. 2(b).

Once both primary and secondary transmitters have finished
their transmissions, the AP and its destination node send back
acknowledgments (ACK) of duration TACK after TSIFS seconds.

2) RTS Packet Collisions and Their Effect: In case two or
more RTS packets collide at a receiver, then none of them can
be decoded by it [25], [28]. In such a scenario, the receiver
does not back send a CTS packet. RTS packet decoding
errors are also treated as the collisions by the transmitters,
as is the case in the 802.11 HD MAC. The node or the
AP, whose RTS packet has collided, chooses a new back-
off timer value with uniform probability from a contention
window. After a distributed coordinate function inter-frame

space (DIFS) of duration TDIFS, it starts decrementing it
to attempt a retransmission. The contention window size is
doubled after every collision subject to a maximum of CWmax.
The initial contention window size is CWmin. The data packet
is dropped after L unsuccessful RTS packet retransmission
attempts.

The effect of the RTS packet collisions is different in the
above three scenarios. In the node-initiated scenario, RTS
packets collide at the AP when two or more nodes initiate their
transmissions in the same slot. This also happens when nodes
hidden from each other start transmitting their RTS packets
in two consecutive slots, since they cannot sense each other’s
transmissions. The channel then remains idle for a duration of
TDIFS and the colliding nodes set new back-off timer values.
In the AP-initiated scenario, no RTS packet collision can
occur since only the AP transmits initially and determines the
secondary transmitter.

In the AP-cum-node-initiated scenario, let the AP and
node i transmit RTS packets simultaneously to node j and
the AP, respectively. RTS packets collide at the AP when
at least one other node starts transmitting an RTS packet
simultaneously along with node i. RTS packets collide at node
j if at least one other node in Nj starts transmitting an RTS
packet simultaneously. In this scenario, multiple outcomes are
possible. If the RTS packet collision occurs only at the AP,
then the AP can still transmit a data packet to node j. Else,
if the collision occurs only at node j, then the AP still receives
a data packet from node i. At this time, the AP knows that
its RTS packet has collided and it can instead transmit a data
packet to a node in N c

i . No data packet transmission occurs
if the RTS packets sent by the AP and node i both collide.

3) Compatibility with 802.11 HD MAC and Protocol
Changes: AFD-MAC is compatible with HD nodes that
operate using the conventional 802.11 MAC protocol and
are unaware of AFD-MAC. These nodes can transmit to the
AP or receive from it as before. This is possible because
AFD-MAC reuses CSMA/CA with RTS-CTS to determine
who gets to transmit. However, the nodes cannot transmit to
the AP as secondary transmitters or receive from it when it
is a secondary transmitter because of the differences in the
protocols. There are minor changes in the protocol when a
node or the AP is the secondary transmitter. Here, a node,
when chosen by the AP, can transmit or receive data packets
without the RTS-CTS exchange. Another change is that the
HD nodes feed back their neighbor lists to the AP, albeit
occasionally. Changes are needed at the AP in order to exploit
its FD capability. These include two new signals, namely, FBT
and FD-RTS.

B. With Imperfect SIC

We now model imperfect SIC and its impact. Imperfect SIC
leads to residual self-interference at the AP. When the AP
transmits in FD, the SINR at the AP is given by

ζ =
PRX

kTBF + PTX
Δ

, (1)

where PRX is the received power, PTX is the transmit power of
the AP, Δ ≥ 1 is the SIC factor, k is the Boltzman’s constant,
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T is the temperature, F is the noise figure, and B is the
bandwidth. Here, PTX/Δ is the residual self-interference at the
AP. In HD, ζ is equal to PRX/(kTBF ), which is greater than
the SINR in (1). The reduction in SINR translates to a higher
data packet error rate (PER) in FD. However, the PER of an
RTS/CTS packet remains negligible when it is shorter and
is encoded using a low rate modulation and coding scheme.
This is because the minimum SINR at which the RTS packets
can be decoded is several dBs lower than that of the data
packets [29].

We modify the AFD-MAC protocol to handle decoding
errors due to imperfect SIC as follows. If a data packet
is received in error at the AP, it transmits a negative-
acknowledgment (NACK) instead of an ACK.2 Since the
packet error did not occur due to a collision, the node contends
for the channel again with the same contention window
size. However, the packet gets dropped after L unsuccessful
retransmissions or RTS transmissions.

III. RENEWAL-THEORETIC FIXED-POINT ANALYSIS

We now analyze the saturation throughput of AFD-MAC
for any given network topology for the collision model.
We shall assume that the residual self-interference at the AP
is zero and the probability of decoding error due to noise is
negligible [16], [30]. We note that the HoL delay and non-
zero PERs due to imperfect SIC can also be analyzed in a
similar manner. However, we do not present this analysis due
to space constraints. Subsequently, in Section IV-C, we numer-
ically study the impact of imperfect SIC on the saturation
throughput.

We use the following two conventions: 1) In the
AP-initiated scenario, the AP selects its destination node with
equal probability from the set N, and the secondary transmitter
with equal probability from among the nodes hidden from its
destination node; and 2) In the node-initiated scenario, the AP
selects its destination node with equal probability from the
hidden nodes of the primary transmitter. Note that any node
that is selected by the AP will have a packet to transmit with
probability one in the saturation throughput analysis.

To develop a tractable analysis for AFD-MAC, we employ
the following two classical decoupling approximations [28]:

1) Conditioned on a node i ∈ N transmitting an RTS
packet, the event that this packet collides is independent
of its previous transmissions. Let the probability of this
event be denoted by γi, which we shall refer to as the
conditional collision probability. Similarly, for the AP,
let Γi denote the conditional collision probability when
it transmits an RTS packet to node i.

2) The N nodes and the AP attempt RTS packet transmis-
sions independent of the states of all other nodes. In a
slot, a node i or the AP transmits an RTS packet with
probability βi, for i ∈ N ∪ {0}, which we shall refer to
as the attempt rate.

An important feature of our model is that the attempt
rate and conditional collision probabilities are node-specific.

2NACK can be implemented by reusing the frame structure of 802.11’s
ACK and making minor modifications to it. For example, bits b4 to b7 in the
frame control field can be changed from 1101 in the ACK frame to 1001.

This accounts for the fact that the number of hidden nodes
can be different for different nodes, which affects the proto-
col’s behavior. For the same reason, the conditional collision
probabilities of the AP are also dependent on its destination
nodes.

A. Attempt Rate and Conditional Collision Probability

We analyze a node-specific renewal process to derive
expressions for the attempt rates of the AP and the N nodes in
terms of the conditional collision probabilities. Let R

(j)
i and

χ
(j)
i denote the number of RTS packet transmission attempts

made and the total back-off time needed, respectively, by a
node i to successfully transmit its jth data packet. From the
decoupling approximations, the back-off process of node i
forms a node-specific renewal process with renewal intervals
χ

(j)
i , for j ≥ 1, and with the renewal instants being the

start of back-off timer decrements for the first RTS packet
transmission attempts. From the renewal reward theorem [31,
Chap. 5.4], the attempt rate βi is given by

βi =
E

[
R

(j)
i

]
E

[
χ

(j)
i

] , for i ∈ N ∪ {0}. (2)

Let w0 be the initial back-off timer value of the
node/AP; it is chosen with equal probability from the set
{0, 1, . . . , CWmin − 1}. And, let wm be the timer value after
the mth collision; it is chosen with equal probability from
the set {0, 1, . . . , CWm − 1}. Here, CWm is the contention
window size after the mth collision. During the contention
phase, let si denote the probability of node i ∈ N receiving
a request from the AP to transmit a packet as a secondary
transmitter in a slot. Similarly, let s′i denote the probability of
the AP becoming a secondary transmitter and transmitting a
packet to node i. The following two results relate the attempt
rates with the conditional collision probabilities of the AP and
the N nodes.

Claim 1: For a node i ∈ N, the attempt rate is given by

βi =
1∑L

k=0 T k (si, γi) + T drp (si, γi)

(
L+1∑
k=1

kγk−1
i

×
[

k−1∏
m=0

zm(si)

]
−

L∑
k=1

kγk
i

[
k∏

m=0

zm(si)

])
, (3)

where

si =
β0

N

[
N∏

k=1

(1 − βk)

] ∑
l∈N c

i

1
|N c

l |
, (4)

zm(si) = Ewm

[
(1 − si)

wm+1
]
,

=
(1 − si)

(
1 − (1 − si)

CWm

)
siCWm

. (5)
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Here, T k (si, γi) is the contribution to E

[
χ

(j)
i

]
from the

renewal cycles in which k RTS collisions occur. It equals

T k (si, γi) = γk
i

[
(1 − γi)

k∑
l=0

z′l (si) zk(si)
zl(si)

+ (1 − zk(si))
k−1∑
l=0

z′l (si)
zl(si)

+
1 − zk(si) − siz

′
k (si)

si

] k−1∏
m=0

zm(si), (6)

where z′m (si) = Ewm

[
(wm + 1) (1 − si)

wm+1
]

=

(1 − si)
[
1 − (1 + siCWm) (1 − si)

CWm+1
]
/
(
s2

i CWm

)
.

And, T drp (si, γi) is the contribution from the renewal cycles
in which data packets are dropped:

T drp (si, γi) = γL+1
i

L∑
k=0

z′k (si)

⎡
⎣ L∏

m=0,m �=k

zm(si)

⎤
⎦ . (7)

Proof: The proof is relegated to Appendix A.
Claim 2: For the AP, the attempt rate is given by

β0 =
1∑N

i=1

(∑L
k=0 T k (s′i, Γi) + T drp (s′i, Γi)

)

×
N∑

i=1

(
L+1∑
k=1

kΓk−1
i

[
k−1∏
m=0

zm(s′i)

]

−
L∑

k=1

kΓk
i

[
k∏

m=0

zm(s′i)

])
, (8)

where

s′i =(1 − β0)
∑

k∈N c
i

βk

[∏N
l=1,l �=k(1−βl)

] [∏
l∈N c

k
(1−βl)

2
]

|N c
k|

.

(9)

Proof: The proof is relegated to Appendix B.
The next result relates the conditional collision probabilities

with the attempt rates.
Claim 3: The conditional collision probability γi of a node

i ∈ N is given by

γi = 1 − (1 − β0)

⎡
⎣ N∏

j=1,j �=i

(1 − βj)

⎤
⎦
⎡
⎣ ∏

j∈N c
i

(1 − βj)
2

⎤
⎦

− β0

N∏
j=1,j �=i

(1 − βj) . (10)

The conditional collision probability Γi, for i ∈ N, of the
AP is given by

Γi = 1 −
∏

j∈Ni

(1 − βj) . (11)

Proof: The proof is relegated to Appendix C.
1) Comments: We note that (3) and (8) are different com-

pared to [25, (1)]. This is because a node that is participating
in the contention process can withdraw from it if it becomes
a secondary transmitter. Similarly, (10) is different from
[25, (2)] because of the presence of hidden nodes.

2) Fixed-Point Equations: Equations (3), (8), (10), and (11)
constitute (3N + 1)-dimensional fixed-point equations in
(3N + 1) variables. Since these equations constitute a contin-
uous mapping from [0, 1]3N+1 to [0, 1]3N+1, by Brouwer’s
fixed-point theorem, there exists a fixed-point in the range

[0, 1]3N+1. We solve for it numerically to obtain γ1, . . . , γN ,
Γ1, . . . , ΓN , and β0, . . . , βN .3

B. Saturation Throughput Analysis

To derive an expression for the saturation throughput Ψ,
we now consider the system-wide renewal process, which is
the aggregate process of the packet transmission attempts of
the AP and the N nodes. In it, the time instant at which the AP
or the N nodes start transmitting RTS packets after the idle
period is a renewal instant, and the time period between two
such instants is the renewal interval. Let T be the duration
of the renewal interval. From the renewal reward theorem,
it follows that

Ψ =

N∑
i=0

E [θi]

E [T ]
, (12)

where θ0 and θi, for i ∈ N, are the number of bits transmitted
by the AP and node i, respectively, in a renewal interval, and
E [θi] /E [T ] is the corresponding saturation throughput.

1) Evaluation of E [θi]: Let φ0 and φi denote the average
number of bits in the data packets transmitted by the AP
and node i, respectively. This average can also account for
adaptation of the rate to variations in the SINR due to fading.

Claim 4: For a node i ∈ N, E [θi] is given by

E [θi] =
βiφi

[∏N
j=1,j �=i (1 − βj)

]
1 −∏N

k=0 (1 − βk)

(
β0 + (1 − β0)

×
∏

j∈N c
i

(1 − βj)
2 +

β0 (1 − βi)
N

∑
j∈N c

i

1∣∣N c
j

∣∣
)

. (13)

For the AP, E [θ0] is given by

E [θ0] =
β0φ0

N
[
1 −∏N

k=0 (1 − βk)
] N∑

i=1

⎛
⎝∏

j∈Ni

(1 − βj)

+
∑
j∈Ni

βj

⎡
⎣ N∏

k=1,k �=j

(1 − βj)

⎤
⎦ 1{|N c

j |�=0}

⎞
⎠

+
(1 − β0)φ0

1 −∏N
k=0 (1 − βk)

N∑
i=1

βi

⎡
⎣ N∏

j=1,j �=i

(1 − βj)

⎤
⎦

×
⎡
⎣ ∏

j∈N c
i

(1 − βj)
2

⎤
⎦ 1{|N c

i |�=0}. (14)

Proof: The proof is relegated to Appendix D.
Equation (13) brings out two different effects of hidden

nodes. First, if the number of hidden nodes of node i is
large, then

∏
j∈N c

i
(1 − βj)

2 is small. This reduces E [θi].
Instead, if there are no hidden nodes, then the third term in
the summation vanishes, which again reduces E [θi].

3It is not known if the fixed point is unique. In general, except for simple
networks, proving uniqueness is hard or multiple fixed points can exist [24].
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2) Evaluation of E [T ]: The average duration E [T ] of a
renewal interval is given as follows.

Claim 5: The average duration E [T ] is given by

E [T ] = T idle + T s + T no-tx, (15)

where T idle =
[
1 −∏N

k=0 (1 − βk)
]−1

is the expected idle

period duration in a renewal interval. T s is the contribution
from the renewal intervals in which successful data packet
transmission(s) occur. It is given by

T s =
β0

∏N
i=1 (1 − βi)

1 −∏N
k=0 (1 − βk)

N∑
i=1

(
Ψ1(i)

N
+

βiΨ2(i)
1 − βi

)

+
1 − β0

1 −∏N
k=0 (1 − βk)

N∑
i=1

βi

⎡
⎣ N∏

j=1,j �=i

(1 − βj)

⎤
⎦

×
⎡
⎣ ∏

j∈N c
i

(1 − βj)
2

⎤
⎦Ψ2(i), (16)

where Ψ1(i) = max
{

TAP, Tnode1{|N c
i |�=0}

}
, Ψ2(i) =

max
{

TAP1{|N c
i |�=0}, Tnode

}
, TAP = σAP + TDIFS + 3TSIFS +

TRTS + TCTS + TACK, and Tnode = σnode + TDIFS + 3TSIFS +
TRTS +TCTS +TACK. Here, σAP and σnode denote the durations
of the data packets transmitted by the AP and the N nodes,
respectively. And, T no-tx is the contribution from the renewal
intervals in which no successful data packet transmission
occurs. It is given by

T no-tx =
Tabrtβ0

N
[
1 −∏N

k=0 (1 − βk)
] N∑

i=1

⎛
⎝1 −

∏
j∈Ni

(1 − βj)

−
∑

j∈N c
i

βj

⎡
⎣ N∏

k=1,k �=j

(1 − βk)

⎤
⎦
⎞
⎠

+
Tabrt (1 − β0)

1 −∏N
k=0 (1 − βk)

(
1 −

N∏
i=1

(1 − βi)

−
N∑

i=1

βi

⎡
⎣ N∏

j=1,j �=i

(1 − βj)

⎤
⎦
⎡
⎣ ∏

j∈N c
i

(1 − βj)
2

⎤
⎦
⎞
⎠,

(17)

where Tabrt = TDIFS + TRTS.
Proof: The proof is relegated to Appendix E.

Explanation: In the above expressions, TAP is the trans-
mission duration when only the AP transmits and Tnode is the
corresponding duration when only a node transmits. These two
need not be the same. The term Ψ1(i) in (16) is the transmis-
sion duration in the AP-initiated scenario when node i is the
destination node of the AP. If the destination node has no hid-
den nodes, then only the AP transmits with duration TAP, else
both AP and a node transmit with duration max {TAP, Tnode}.

Therefore, Ψ1(i) = max
{
TAP, Tnode1{|N c

i |�=0}
}

. Similarly,

Ψ2(i) is the transmission duration in the node-initiated sce-
nario when node i initiates a transmission. Only the primary
transmitter transmits if it has no hidden nodes, else both it and

the AP transmit. Hence, Ψ2(i) = max
{
TAP1{|N c

i |�=0}, Tnode

}
.

These expressions capture the effect of asymmetric uplink and
downlink data packet durations.

IV. NUMERICAL RESULTS

We now present Monte Carlo simulation results of
AFD-MAC to evaluate its performance and assess the accuracy
of the analysis. To gain insights, we present two sets of results.
First, we study specific network topologies to compare and
understand the behavior of each node. Second, we present
results that are averaged over 1000 different network topolo-
gies. For each topology, we run the simulation for 106 slots.
This is not computationally feasible with tools such as network
simulator (ns). Consequently, a time-driven simulator written
in the C programming language was developed. As in the
analysis, we focus on the collision model. This enables us
to assess the impact of the decoupling approximations on the
accuracy of the analysis, and also enables us to generate a
comprehensive set of topology-averaged results. A simulation
campaign based on alternate physical layer abstractions such
as the capture model [32, Chap. 8] is beyond the scope of this
paper.

In the topology-averaged results, we benchmark the satu-
ration throughput of the AFD-MAC protocol against the fol-
lowing: (1) Conventional 802.11 HD MAC with the RTS-CTS
mechanism; (2) Protocol in which FD is allowed except in the
AP-initiated scenario [12], [14]–[16]; (3) FD protocol with
two-stage back-off to select primary and secondary trans-
mitters [12], [13]; and (4) FD protocol with time-separated
acknowledgments [12], [16]. In the above FD protocols, other
aspects are kept the same as AFD-MAC to ensure a fair
comparison. The simulation parameters, which are adopted
from the 802.11a standard [33], are: δ = 9 μs, TDIFS = 34 μs,
TSIFS = 16 μs, CWmin = 32, CWmax = 1024, L = 5,
TRTS = 52 μs, and TCTS = TACK = 44 μs. Data packets
are transmitted at a rate Ωd = 12 Mbps, control packets
at a rate Ωc = 6 Mbps, and φ0 = φi = 1,000 bytes.
Therefore, σAP = σnode = 692 μs. We first show results with
perfect SIC. Thereafter, in Section IV-C, we show results with
imperfect SIC.

A. Results for a Given Network Topology

Fig. 3(a) plots the saturation throughput of each node nor-
malized with respect to the rate Ωd for the non-homogeneous
topology shown in Fig. 1, the star topology (in which |Ni| = 1,
for i ∈ N), and the fully connected topology (in which
|Ni| = N , for i ∈ N). We observe that the downlink
throughput of the AP (node 0) exceeds the uplink throughput
of the N nodes in both topologies. Also, the throughput of the
AP depends on the network topology; it is more in the network
with more hidden nodes. In the non-homogeneous topology,
node 2, which has no hidden nodes, has the highest saturation
throughput among the N nodes. In the fully connected topol-
ogy, no hidden nodes exist. Hence, the saturation throughput
is the same for all the N nodes and the AP. The difference
between the analysis and simulation results occurs due to the
decoupling approximations, but is small.
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Fig. 3. Normalized saturation throughput and HoL delay of the AP and the
N nodes for three specific network topologies.

Fig. 3(b) plots the HoL delay as a function of the node
index. We see that the HoL delay of the AP is the lowest
among all nodes in the non-homogeneous and star topologies.
This is because it gets to transmit more often than the N
nodes due to its FD capability. However, in the fully connected
topology, it is marginally more than that of the N nodes. This
is because, in the AP-cum-node-initiated scenario, when one
node transmits an RTS packet along with the AP, the RTS
packet transmitted by the node is successfully decoded at the
AP while that of the AP collides. The HoL delay of node 2
is the lowest among the N nodes in the non-homogeneous
topology, which is consistent with the results in Fig. 3(a).

B. Topology-Averaged Results

We now present results that are averaged over many network
topologies, which are generated as follows. The interference
link between two nodes is present with probability 1 − Ph

and is absent with probability Ph; we shall refer to Ph as the
hidden node probability.

Fig. 4(a) compares the topology-averaged saturation
throughput as a function of N for different values of Ph.4

We observe that not exploiting FD transmission opportunities
in the AP-initiated scenario or using two-stage back-off to
select transmitters leads to a lower throughput compared to
AFD-MAC for Ph > 0. For example, when N = 15 and
Ph = 0.4, not exploiting FD in the AP-initiated scenario and
using a two-stage back-off timer reduces the throughput by
5.6% and 10.3%, respectively. Furthermore, the total uplink
and downlink throughputs turn out to be comparable in
AFD-MAC. For example, when N = 15, their ratio is 0.96 and
1.00 for Ph = 0.2 and 0.4, respectively (figure not shown).
This is desirable in practice because the downlink traffic is
typically more than the uplink traffic.

Fig. 4(b) plots the topology-averaged HoL delay of the AP
and the N nodes as a function of N for different values
of Ph. To avoid clutter, only AFD-MAC and 802.11 HD MAC
are compared. The presence of hidden nodes affects the HoL

4The saturation throughputs of 802.11 HD MAC for Ph = 0.2 and 0.4 are
marginally lower than for Ph = 0. They are not shown in the figure in order
to avoid clutter.

Fig. 4. Zoomed-in comparison of normalized topology-averaged saturation
throughput and topology-averaged HoL delay as a function of N .

Fig. 5. Effect of asymmetry in the packet transmission durations: Zoomed-in
comparison of normalized topology-averaged saturation throughput as a
function of N for different ratios of the uplink and downlink data packet
durations (σAP = 692 μs).

delays of the two protocols differently. For 802.11 HD MAC,
it increases as Ph increases. On the other hand, it is much lower
for AFD-MAC and decreases as Ph increases. Also, the HoL
delay increases linearly with N in both protocols.

Fig. 5 studies the effect of asymmetry in the uplink and
downlink packet durations. It plots the normalized saturation
throughput, summed over the AP and the N nodes, as a
function of N for three different ratios of the AP and node
data packet durations. The saturation throughput is the largest
when the packet durations are the same. This is because the
AP can utilize its FD capability during the entire transmission.
However, for Ph = 0, the saturation throughput is higher for
σnode/σAP = 2. This is because the N nodes, which have larger
data packets than the AP, together transmit more frequently
than the AP.

C. Impact of Imperfect SIC

Fig. 6 plots the normalized topology-averaged saturation
throughput as a function of N . It is generated using the
following parameters: PTX = 15 dBm, T = 298 K, B =
20 MHz, and F = 10 dB. To compute PRX, the path-loss



8540 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 67, NO. 12, DECEMBER 2019

Fig. 6. Effect of imperfect SIC: Zoomed-in comparison of normalized
topology-averaged saturation throughput as a function of N for different
hidden node probabilities.

parameters, which are based on the model in [34, Chap. 2.6],
are: carrier frequency fc = 5 GHz, path-loss exponent η = 3.8,
distance d = 50 m, and critical distance d0 = 10 m. Also,
we use the PER curves in [29, Fig. 4] to compute the PER
values.

For Ph = 0, since there are no hidden nodes, the AP always
transmits in HD. Therefore, imperfect SIC has no impact.
On the other hand, for Ph = 0.2 and 0.4, the saturation
throughput decreases because of imperfect SIC. For example,
it decreases by 4.5% for N = 7 and 9.3% for N = 17 when
Ph = 0.4. This is because the SINR decreases from 12.9 dB
with perfect SIC to 11.4 dB when Δ = 110 dB. The PER at
this SINR is 7.8%. We observe a similar change for Ph = 0.2
as well.

V. CONCLUSION AND FUTURE WORK

We proposed the AFD-MAC protocol that leveraged the
distributed timer back-off and the RTS-CTS mechanism of
the widely-used 802.11 HD MAC protocol for the asymmetric
network model in which each node could have a different
number and set of hidden nodes. The renewal-theoretic fixed-
point analysis of the protocol, which was based on the collision
model, led to an accurate characterization of the saturation
throughput in the presence of hidden nodes. We saw that
AFD-MAC increased the saturation throughput by a factor
as large as two and it reduced the HoL delay by more
than half compared to the conventional 802.11 HD MAC.
The extent of the improvement depended on the network
topology, asymmetry in the uplink and downlink data packet
durations, and extent of SIC at the AP. An interesting avenue
for future work is to investigate alternate, more physically
realistic abstractions such as the capture model.

APPENDIX

A. Brief Proof of Claim 1

1) Evaluation of si: Node i is a secondary transmitter when
the AP transmits an RTS packet successfully to a destination
node l �= i in the AP-initiated scenario, and it then selects
node i to transmit in the uplink. This occurs with probability

(β0/N)
[∏N

k=1 (1 − βk)
]
1{i∈N c

l}/ |N c
l |. Summing this prob-

ability over all l �= i yields (4).
2) Evaluation E

[
R

(j)
i

]
: From the law of total expectation,

we have

E

[
R

(j)
i

]
=

L+1∑
k=1

kP
(
R

(j)
i = k

)
. (18)

When 1 ≤ k ≤ L, R
(j)
i equals k if: (i) (k − 1) previous

RTS packet transmission attempts of node i for data packet
j are unsuccessful and the kth transmission attempt is suc-
cessful, or (ii) all k attempts are unsuccessful and node i
becomes a secondary transmitter before its (k + 1)th RTS
packet transmission attempt. Therefore, for 1 ≤ k ≤ L,
we have

P
(
R

(j)
i = k|w0, w1, . . . , wk

)

= γk−1
i

[
k−1∏
m=0

(1 − si)
wm+1

]

×
[
(1 − γi) + γisi

wk+1∑
n=1

(1 − si)
n−1

]
. (19)

In the (L + 1)th transmission attempt, the data packet is
either successfully transmitted or dropped. For this, node i
must not be a secondary transmitter in any of the previous∑L

k=0 (wk + 1) slots. Thus,

P
(
R

(j)
i =L + 1|w0, w1, . . . , wL

)
=γL

i (1 − si)
�L

k=0(wk+1)
.

(20)

Averaging the probabilities in (19) and (20) with respect to
w0, w1, . . . , wL and substituting in (18), we get

E

[
R

(j)
i

]
=

L+1∑
k=1

kγk−1
i

[
k−1∏
m=0

zm(si)

]

−
L∑

k=1

kγk
i

[
k∏

m=0

zm(si)

]
, (21)

where zm(si) is defined in the claim statement.
3) Evaluating E

[
χ

(j)
i

]
: It is given by

E

[
χ

(j)
i

]
=

L∑
k=0

T k (si, γi) + T drp (si, γi) , (22)

where T k (si, γi) and T drp (si, γi) are defined in the claim
statement.

a) Evaluation of T k (si, γi): Let Tk,i be the average
duration of a renewal cycle in which a packet is successfully
transmitted after k collisions given the back-off timer values
w0, w1, . . . , wk. Then,

Tk,i =

�k
l=0(wl+1)∑

n=
�k−1

l=0 (wl+1)+1

nP
(
χ

(j)
i = n|w0, w1, . . . , wk

)
.

(23)

When
∑k−1

l=0 (wl + 1)+ 1 ≤ n ≤∑k
l=0(wl + 1)− 1, we know

that χ
(j)
i = n if: (i) node i has transmitted its RTS packet k
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times, all of which have collided; and (ii) it is a secondary
transmitter in slot n but not in the previous (n − 1) slots.
Therefore,

P
(
χ

(j)
i = n|w0, w1, . . . , wk

)
= γk

i si (1 − si)
n−1

. (24)

When χ
(j)
i =

∑k
l=0(wl + 1), the back-off timer of the node

expires. Therefore, this event occurs if node i is a secondary
transmitter in slot n or it transmits its RTS packet successfully
at the end of the slot. Hence,

P

(
χ

(j)
i =

k∑
l=0

(wl + 1)|w0, w1, . . . , wk

)

= γk
i (1−si)

�k
l=0(wl+1)−1 [si + (1 − γi) (1 − si)] . (25)

Substituting (24) and (25) in (23), and simplifying further,
we get

Tk,i = γk
i si

k−1∑
l=0

[
(wl + 1)

k−1∏
m=0

(1 − si)
wm+1

]

×
wk+1∑
n=1

(1 − si)
n−1 + γk

i si

[
wk+1∑
n=1

n (1 − si)
n−1

]

×
[

k−1∏
m=0

(1 − si)
wm+1

]
+ (1 − γi)γk

i

×
[

k∏
m=0

(1 − si)
wm+1

][
k∑

l=0

(wl + 1)

]
. (26)

Substituting the identities
∑wk+1

n=1 (1 − si)
n−1 =[

1 − (1 − si)wk+1
]
/si and

∑wk+1
n=1 n (1 − si)

n−1 =[
(1 − (1 − si)wk+1) − si(wk + 1)(1 − si)wk+1

]
/s2

i in (26)
and using T k (si, γi) = E [Tk,i] yields (6).

b) Evaluation of T drp (si, γi): The data packet is dropped
if the RTS packets collided in (L + 1) transmission attempts
and the node was not a secondary transmitter in any of
the slots 1, . . . ,

∑L
k=0 (wk + 1). This occurs with probability

η
(i)
drp = γL+1

i

∏L
m=0 (1 − si)

wm+1. For this case, χ
(j)
i =∑L

k=0 (wk + 1). Hence,

T drp (si, γi) = E

[
γL+1

i

(
L∏

m=0

(1 − si)
wm+1

)

×
L∑

k=0

(wk + 1)

]
. (27)

Simplifying (27) yields (7). Dividing (21) by (22) yields (3).

B. Brief Proof of Claim 2

1) Evaluation of s′i: The AP transmits as a secondary
transmitter to node i if a node k ∈ N c

i transmits an RTS packet
successfully to the AP and then the AP selects node i for its
transmission. Node k transmits its RTS packet successfully
if no node transmits an RTS packet in the slot in which
it transmits and none of its hidden nodes transmit in the
preceding or succeeding slots. The probability of this event

is (1 − β0)βk

[∏N
l=1,l �=k(1 − βl)

] [∏
l∈N c

k
(1 − βl)

2
]
/|N c

k|.
Summing it over all k ∈ N c

i yields (9).

2) Evaluation of E[R(j)
0 ] and E[χ(j)

0 ]: In a manner sim-
ilar to Appendix A, the average number of transmission
attempts when the AP transmits a data packet to a des-
tination node i ∈ N is

∑L+1
k=1 kΓk−1

i

[∏k−1
m=0 zm(s′i)

]
−∑L

k=1 kΓk
i

[∏k
m=0 zm(s′i)

]
. Since the AP transmits to node i

with probability 1/N , we get

E

[
R

(j)
0

]
=

1
N

N∑
i=1

(
L+1∑
k=1

kΓk−1
i

[
k−1∏
m=0

zm(s′i)

]

−
L∑

k=1

kΓk
i

[
k∏

m=0

zm(s′i)

])
. (28)

Similarly, the mean renewal interval duration E

[
χ

(j)
0

]
of the

AP is given by

E

[
χ

(j)
0

]
=

1
N

N∑
i=1

(
L∑

k=0

T k (s′i, Γi) + T drp (s′i, Γi)

)
. (29)

Dividing (28) by (29) yields (8).

C. Proof of Claim 3

We evaluate the conditional collision probabilities of the N
nodes and the AP separately.

1) Node i, for i ∈ N: In the AP-cum-node-initiated sce-
nario, an RTS packet transmitted by node i is successful if no
other node transmits an RTS packet to the AP simultaneously.
The probability of this event is β0

∏N
j=1,j �=i (1 − βj). In the

node-initiated scenario, an RTS packet transmitted by node
i is successful if none of its hidden nodes transmit in the
preceding or succeeding slots. The probability of this event is
(1 − β0)

[∏N
j=1,j �=i (1 − βj)

] [∏
j∈N c

i
(1 − βj)

2
]
. Therefore,

γi = 1 − (1 − β0)

⎡
⎣ N∏

j=1,j �=i

(1 − βj)

⎤
⎦
⎡
⎣ ∏

j∈N c
i

(1 − βj)
2

⎤
⎦

− β0

⎡
⎣ N∏

j=1,j �=i

(1 − βj)

⎤
⎦ . (30)

2) AP: An RTS packet transmitted by the AP to a destina-
tion node i ∈ N collides if any node in Ni transmits an RTS
packet simultaneously. Therefore,

Γi = 1 −
∏

j∈Ni

(1 − βj) . (31)

D. Proof of Claim 4

We evaluate the average number of bits transmitted by the
AP and the N nodes separately below.

1) Evaluation of E [θi], for i ∈ N: Let πp(i) and πs(i)
be the probabilities of node i transmitting a data packet as
a primary transmitter and secondary transmitter, respectively,
in a renewal interval given that the channel is not idle.
Hence,

E [θi] = φi (πp(i) + πs(i)) . (32)
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Evaluation of πp(i): Node i transmits as a primary trans-
mitter in the following scenarios:

1) In the node-initiated scenario, it is a primary trans-
mitter if it is the only node that transmits an RTS packet
and all its hidden nodes are idle in the preceding and
succeeding slots. This occurs with probability P1(i) =
βi(1−β0)[

�N
j=1,j �=i(1−βj)]

��
j∈N c

i
(1−βj)

2
�

1−�N
k=0(1−βk)

. The denominator term

1−∏N
k=0 (1 − βk) is because of our conditioning on the event

that the channel is not idle.
2) In the AP-cum-node-initiated scenario, it is a primary

transmitter only if it and the AP transmit their RTS packets
in the same slot and the remaining nodes are idle. The
probability P2(i) of this event is β0βi

[∏N
j=1,j �=i (1 − βj)

]
/[

1 −∏N
k=0 (1 − βk)

]
.

Since the above two events are mutually exclusive, we get
πp(i) = P1(i) + P2(i). This yields

πp(i) =
1

1 −∏N
k=0 (1 − βk)

⎛
⎝β0

⎡
⎣ N∏

j=1,j �=i

(1 − βj)

⎤
⎦

+ βi (1 − β0)
N∏

j=1,j �=i

(1 − βj)

⎡
⎣ ∏

j∈N c
i

(1 − βj)
2

⎤
⎦
⎞
⎠.

(33)

Evaluation of πs(i): From the discussion in Appendix A,
it can be seen that

πs(i) =
β0

∏N
k=1 (1 − βk)

N
[
1 −∏N

k=0 (1 − βk)
] N∑

j=1,j �=i

1{i∈N c
j}∣∣N c

j

∣∣ . (34)

Substituting (33) and (34) in (32) and simplifying
yields (13).

2) Evaluation of E [θ0]: As above, let πp(0) and πs(0) be
the probabilities of the AP transmitting a data packet as a
primary transmitter and secondary transmitter, respectively,
in a renewal interval given that the channel is not idle. We have

E [θ0] = φ0 (πp(0) + πs(0)) . (35)

Evaluation of πp(0): The AP transmits data packets as a
primary transmitter in the following scenarios depending on
whether its RTS packet transmission is successful or not.

3) RTS Packet is Successful: The RTS packet transmitted by
the AP to a destination node i is successful with probability
(β0/N)

[∏
j∈Ni

(1 − βj)
]
/
([

1 −∏N
k=0 (1 − βk)

])
.

4) RTS Packet Collides: If the RTS packet transmitted by
the AP to node i collides with that sent by node j, then
the AP can still transmit a data packet to a hidden node
of j if it successfully decodes node j’s RTS packet. Here,
i and j can even be the same. This occurs with probability
β0
�

j∈Ni
βj[
�N

k=1,k �=j(1−βk)]1{|N c
j|�=0}

N[1−�N
k=0(1−βk)] .

Summing the above probabilities over all i ∈ N, we get

πp(0) =
β0

N
[
1 −∏N

k=0 (1 − βk)
] N∑

i=1

⎛
⎝∏

j∈Ni

(1 − βj)

+
∑
j∈Ni

βj

⎡
⎣ N∏

k=1,k �=j

(1 − βk)

⎤
⎦ 1{|N c

j |�=0}

⎞
⎠. (36)

Evaluation of πs(0): In the node-initiated scenario, if an
RTS packet transmitted by a node i is successful, then the
AP transmits a data packet in parallel to one of the hidden
nodes of i as a secondary transmitter. From the above dis-
cussions, it can be seen that the probability of this event

is
(1−β0)βi[

�N
j=1,j �=i(1−βj)]

��
j∈N c

i
(1−βj)

2
�
1{|N c

i | �=0}
1−�N

k=0(1−βk)
. Summing

it over all i ∈ N, we get

πs(0) =
1 − β0

1 −∏N
k=0 (1 − βk)

N∑
i=1

βi

⎡
⎣ N∏

j=1,j �=i

(1 − βj)

⎤
⎦

×
⎡
⎣ ∏

j∈N c
i

(1 − βj)
2

⎤
⎦ 1{|N c

i |�=0}. (37)

Substituting (36) and (37) in (35) and simplifying
yields (14).

E. Proof of Claim 5

1. Evaluation of T idle: The idle period duration exceeds λ
slots if no node transmits an RTS packet in slots 1, . . . , λ.

Therefore, P (Tidle > λ) =
[∏N

k=0 (1 − βk)
]λ

. Since Tidle is
a positive integer-valued RV, its average is given by

T idle =
∞∑

λ=0

P (Tidle > λ) =
∞∑

λ=0

[
N∏

k=0

(1 − βk)

]λ

,

=

[
1 −

N∏
k=0

(1 − βk)

]−1

. (38)

2. Evaluation of T s: We sum the contributions from the fol-
lowing scenarios, which track who transmits the RTS packet(s)
at the end of the idle period.

1) Node-Initiated Scenario: In this scenario, as shown in
Appendix D, a successful RTS packet transmission by a node
i occurs with probability P1(i). If node i has hidden nodes,
then the AP transmits a data packet to one of them utilizing
its FD capability. Else, only node i transmits a data packet in
the HD mode. Therefore, the duration of transmission T1(i) is

max
{
TAP1{|N c

i |�=0}, Tnode

}
. Summing over all i ∈ N, we get

T 1 =
N∑

i=1

P1(i)T1(i), (39)

=
1 − β0

1 −∏N
k=0 (1 − βk)

N∑
i=1

max
{

TAP1{|N c
i |�=0}, Tnode

}

× βi

⎡
⎣ N∏

j=1,j �=i

(1 − βj)

⎤
⎦
⎡
⎣ ∏

j∈N c
i

(1 − βj)
2

⎤
⎦ . (40)
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2) AP-Initiated Scenario: In this scenario, all the N nodes
are idle and the AP selects a destination node i uniformly from
the set N. Therefore, a successful RTS packet transmission to
node i occurs with probability

P ′
2 =

(
β0

N

) ∏N
j=1 (1 − βj)

1 −∏N
k=0 (1 − βk)

.

If node i has no hidden nodes, then only the AP transmits a
data packet. Else, both AP and node i transmit data pack-
ets simultaneously. Therefore, the duration T2(i) of packet

transmission is max
{
TAP, Tnode1{|N c

i |�=0}
}

. Summing over all

i ∈ N, the contribution T 2 is given by

T 2 =
N∑

i=1

P ′
2T2(i) =

β0

∏N
j=1 (1 − βj)

N
[
1 −∏N

k=0 (1 − βk)
]

×
N∑

i=1

max
{
TAP, Tnode1{|N c

i |�=0}
}

.

(41)

3) AP-cum-Node-Initiated Scenario: Consider first the case
in which the AP transmits an RTS packet to a destination node
i and a node, say j, simultaneously transmits an RTS packet
to the AP. Here, i and j can be the same. The probability
P3(i, j) of this event is

P3(i, j) =
(

β0βj

N

) ∏N
k=1,k �=j (1 − βk)

1 −∏N
k=0 (1 − βk)

.

If nodes i and j are hidden from each other, then both
AP and node j successfully transmit data packets to their
respective destinations. The duration of transmission in this
case is max

{
TAP1{|N c

j |�=0}, Tnode

}
. When nodes i and j

are not hidden from each other or they are the same, node
i cannot decode the RTS packet from the AP due to the
collision. In this case, the AP selects another destination
node hidden from node j. Here, the transmission duration is
max {TAP, Tnode}. If node j has no hidden node, then only
it transmits to the AP for a duration TAP. Therefore, the
transmission duration when nodes i and j are not hidden from
each other is max

{
TAP1{|N c

j|�=0}, Tnode

}
. Summing over all

i, j ∈ N, the contribution T 3 from this case is

T 3 =
N∑

i=1

N∑
j=1

P3(i, j)T3, (42)

=
β0[

1 −∏N
k=0 (1 − βk)

] N∑
i=1

max
{
TAP1{|N c

i |�=0}, Tnode

}

× βi

⎡
⎣ N∏

j=1,j �=i

(1 − βj)

⎤
⎦ . (43)

The other possibility is that multiple nodes simultaneously
transmit RTS packets along with the AP. We ignore its con-
tribution since its probability is negligible. Adding (40), (41),
and (43) and simplifying further yields (16).

3. Evaluation of T no-tx: Conditioned on the channel not
being idle, let η1 denote the probability of no successful

data packet transmission in a renewal interval when the AP
transmits an RTS packet that collides. Similarly, let η2 be the
corresponding probability when the AP is idle. Then,

T no-tx = Tabrt (η1 + η2) , (44)

where Tabrt is defined in the claim statement.
Evaluation of η1: No successful data packet transmis-

sion occurs if the RTS packet transmitted by the AP
to its destination node i collides and the RTS packets
transmitted by at least two nodes to the AP also col-
lide. The probability of this event can be shown to be
β0

�
1−�j∈Ni

(1−βj)−
�

j∈N c
i

βj[
�N

k=1,k �=j(1−βk)]
�

N[1−�N
k=0(1−βk)] . Summing this

over all i ∈ N, we get

η1 =
β0

N
[
1 −∏N

k=0 (1 − βk)
] N∑

i=1

⎛
⎝1 −

∏
j∈Ni

(1 − βj)

−
∑

j∈N c
i

βj

⎡
⎣ N∏

k=1,k �=j

(1 − βk)

⎤
⎦
⎞
⎠. (45)

Evaluation of η2: In the node-initiated scenario, an RTS
packet transmitted by a node collides if multiple nodes trans-
mit RTS packets in the same slot or its hidden nodes transmit
in the preceding or succeeding slots. The probability of this
event is 1 − ∏N

i=1 (1 − βi) − ∑N
i=1 βi

[∏N
j=1,j �=i (1 − βj)

]
[∏

j∈N c
i
(1 − βj)

2
]
. Therefore,

η2 =
(1 − β0)

1 −∏N
k=0 (1 − βk)

(
1 −

N∏
i=1

(1 − βi)

−
N∑

i=1

βi

⎡
⎣ N∏

j=1,j �=i

(1 − βj)

⎤
⎦
⎡
⎣ ∏

j∈N c
i

(1 − βj)
2

⎤
⎦
⎞
⎠.

(46)

Substituting (45) and (46) in (44) and simplifying further
yields (17).
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