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Abstract—Computing the maximum of sensor readings arises
in several environmental, health, and industrial monitoring ap-
plications of wireless sensor networks (WSNs). We characterize
the several novel design trade-offs that arise when green energy
harvesting (EH) WSNs, which promise perpetual lifetimes, are
deployed for this purpose. The nodes harvest renewable energy
from the environment for communicating their readings to a
fusion node, which then periodically estimates the maximum.
For a randomized transmission schedule in which a pre-specified
number of randomly selected nodes transmit in a sensor data
collection round, we analyze the mean absolute error (MAE),
which is defined as the mean of the absolute difference between the
maximum and that estimated by the fusion node in each round. We
optimize the transmit power and the number of scheduled nodes
to minimize the MAE, both when the nodes have channel state
information (CSI) and when they do not. Our results highlight how
the optimal system operation depends on the EH rate, availability
and cost of acquiring CSI, quantization, and size of the scheduled
subset. Qur analysis applies to a general class of sensor reading
and EH random processes.

Index Terms—Energy harvesting, wireless sensor networks,
max function computation, fading, quantization.

I. INTRODUCTION

ATTERY-OPERATED wireless sensor networks (WSNs)

are finding increasing acceptance in a diverse range of
applications such as military surveillance, health, and home
automation [1]. Low cost, avoidance of power cables, and ease
of deployment have made them popular.

One appealing application of WSNs involves determining
the maximum of the sensor readings in the network [2]-[5].
It is motivated by applications like early detection of an im-
pending event such as a fire and determining the highest level
of pollution in environmental monitoring. It also serves as a
trigger for further action in a monitoring and control loop.
This is because if the maximum is below a threshold, then it
implies that no reading exceeds the threshold. It is an instance
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of network function computation in WSNs, which aims to
efficiently aggregate data and not just transport it [2]-[4], [6].

As sensor nodes consume energy when they operate and
deplete their batteries over time, several techniques that extend
the lifetime of WSNs [7] or the rate at which they aggregate
data have been studied. These include block computation [3],
opportunistic selection [5], and in-network filtering [8]. Energy
harvesting (EH) is a green alternate solution to address this
problem. EH sensor nodes equipped with rechargeable energy
buffers, such as batteries or supercapacitors, harvest energy
from renewable sources such as solar, vibration, and wind, and
replenish their energy buffers [9]-[11].

While EH can ensure perpetual operability of the WSN,
new challenges arise due to the randomness in the harvested
energy. Specifically, in max function computation, the fusion
node (FN) may occasionally fail to determine the maximum
if the node with the max reading fails to transmit data to the
FN due to low energy or a bad channel condition. In general,
this is determined by the EH and channel fading processes, data
arrivals, protocols, and channel state information (CSI).

Focus and Contributions: In this paper, we highlight, ana-
lyze, and optimize the several novel system design trade-offs
that arise in designing EH WSNs for max function computation.
We study an EH WSN with a star topology [3], [12]-[15]. Time
is divided into data collection rounds (DCRs). The FN estimates
the max sensor reading in each DCR. This is called the one-shot
computation paradigm in the literature [2], [4]. In every DCR, a
subset of the nodes is scheduled to transmit as per a pre-defined
transmission schedule. The channels between the nodes and the
FN undergo fading, due to which some transmissions may not
be decoded by the FN.

We analyze the mean absolute error (MAE), which is defined
as the expected value of the absolute difference between the
maximum sensor reading in the WSN and that estimated by the
FN in a DCR. The smaller the value of the MAE, the better is
the performance of the WSN. For a randomized transmission
schedule in which a pre-specified number of K randomly
selected sensor nodes are scheduled to transmit in a DCR, we
derive closed-form expressions for the minimum MAE and the
optimal transmit power given any K. We then optimize K
itself. The randomized transmission schedule is fair because all
the nodes get, on average, equal opportunity to transmit their
readings, and is tractable.

We first analyze the base model in which the nodes have
no CSI during transmission and characterize the following
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two fundamental trade-offs. Increasing the transmit energy or
making more nodes transmit in a DCR improves the estimate
of the maximum in that DCR, but it also drains more energy
from the nodes, which reduces the odds that the nodes will
have sufficient energy to transmit later. Thereafter, we analyze
the alternate model in which nodes have CSI and, therefore,
save energy by not transmitting if their channel is in a deep
fade. However, acquiring CSI itself requires energy. Our results
characterize when acquiring CSI is beneficial.

Finally, we study and similarly optimize a more practical
scenario in which the nodes transmit quantized readings to the
FN, and characterize the following additional trade-off. While
using more bits reduces the quantization error in estimating the
maximum, it also consumes more energy, which can curtail
subsequent transmissions. A trade-off between the number of
bits and K also arises. We determine the optimal transmit
power, optimal number of scheduled nodes, and quantization
bits that jointly minimize the MAE.

The results hold for any stationary and ergodic sensor reading
processes in which the readings have continuous distributions
with positive support, and for the general class of all stationary
and ergodic EH processes, which covers a wide variety of
models studied in the literature [9], [10], [14]. Insightful sim-
plifications for specific statistical models of the sensor readings
are also presented. Altogether, our model and its results capture
various important aspects of wireless communications and EH
WSN design. It is different from the estimation models in EH
literature, which we discuss below.

Related EH Literature and Comparisons: Though [13],
[16]-[18] deal with estimation error minimization in EH
WSNs, the trade-offs and error minimization in max function
computation in EH WSNs are not studied. For a single EH
node network, [16] optimizes the transmit power to minimize
the mean squared error (MSE). In [13], for a multi-node WSN,
the optimal transmit energy that minimizes the maximum MSE
over a finite time period is determined. In [17], an iterative
algorithm is proposed to estimate the intensity of spatially
correlated vibrations that are measured by EH nodes. In [18],
the nodes observe a set of common processes and transmit
their observations to the FN. A power allocation policy that
minimizes the average transmit power and the average battery
backup unit usage subject to an MSE constraint is derived.

Outline: The system model is presented in Section II.
We minimize the MAE for unquantized measurements in
Section III and for quantized measurements in Section IV.
Numerical results in Section V are followed by our conclusions
in Section VL.

Notation: We use the following notation henceforth. The
probability of an event A is denoted by Pr(A). For a random
variable (RV) X, its expected value is denoted by E[X]. The
cumulative density function (CDF) and the probability den-
sity function (PDF) of a RV X are denoted by Fx(:) and
fx(+), respectively. The floor of a real number x is denoted
by |z]|. Wy(z), for 2 > —1, denotes the principal branch of
the Lambert W-function [19]. For N RVs X, Xo,..., Xy,
X,.n denotes the 7t smallest value [20, Chapter 1]. Clearly,
Xin<Xon << Xny.x— 2y and 2 — xar denote x
approaching z( from the left and right sides, respectively.
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Fig. 1. Illustration of an EH WSN consisting of N =4 EH nodes that
transmit data to the FN over time-varying wireless links that undergo fading,
and the events that might occur when K = 3 nodes are scheduled in a DCR.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a WSN with N EH nodes
and an FN. The sensor readings, the energy buffer evolution,
and channel fading random processes are modeled as follows.

Sensor Readings: Each DCR is of duration T;4. The DCR
duration is driven by the sensing application, and is a function
of how often the readings need to be conveyed to the FN.
Let Y;[t] denote the real-valued sensor reading at the i*" node
in the ' DCR. These readings remain unchanged within a
DCR. However, they can change across DCRs. As mentioned,
we assume Y;[t] > 0, for t > 1 and 1 < ¢ < N. This arises in
practice in measuring quantities such as energy of vibrations,
chemical concentrations, or temperatures. Further, we assume
that Y;[t] are stationary and ergodic and identically distributed
across DCRs [12], [16] and nodes. However, they can be
correlated across nodes or time. For example, the temperature
readings of close-by nodes can be highly correlated. The maxi-
mum reading Yo,ax[t] in the ¢*" DCR is equal to

Ymax[t] :maX{Yl[t]7Y2[t]7"'7YN[t]}' (1)

EH and Storage Model: Each node has a finite start-up
energy in its energy buffer. The capacity of the energy buffer
is infinite [13], [21]. The EH process at a node is assumed to be
stationary and ergodic with mean H > 0 per DCR, and is in-
dependent and identically distributed (i.i.d.) across nodes. The
energy harvested in a DCR is available for use in subsequent
DCRs [10], [14].

Channel Model: Let h;[t] denote the frequency-flat channel
power gain of the i*® EH node in the t'" DCR. This channel
model holds when the signal bandwidth is less than the co-
herence bandwidth [22]. This model is used when maximizing
the data rate is not the main goal [23]. We assume Rayleigh
fading. Furthermore, h;[t], for 1 <+ < N and V¢, are assumed
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to be i.i.d. [14], [23] for analytical tractability. Let vy denote the
mean channel power gain, which includes the path-loss.

Transmission Model: Let T}, denote the time allocated for
transmissions in a DCR. In each DCR, as per a pre-specified
transmission schedule, K nodes transmit their data sequentially
in slots of duration Ts = Ti,/N each. When K = N, this
model reduces to the simpler one in [13]. Our model cor-
responds to the widely studied time division multiple access
(TDMA) media access control (MAC) protocol [14], [24] and
is employed in standards such as Wireless HART (Highway
Addressable Remote Transducer) [25] and ISA-100.11a [26].
TDMA reduces collisions, contention overheads, and can re-
duce latency. We do not explicitly model the control messages
that are exchanged to initially set up the network. In effect,
the energy incurred in this initial exchange is assumed to be
negligible as it can be amortized over many DCRs.

Let the transmit power of a node be P. We study the fixed
power model as it enables energy-efficient power amplifier
design [14], [27]. As the channel gains of different nodes are
statistically identical, the average signal-to-noise-ratio (SNR)
at the FN is the same for all the nodes. The FN decodes the
transmission of node ¢ at time ¢ if the SNR h;[t|P/(nkg AW)
exceeds a threshold w, where 7 is the noise figure, kp is
Boltzmann’s constant, A is the temperature in Kelvin, and W
is the bandwidth. The channel between node 7 to the FN is
said to be good if h;[t] > wnkp AW /P. As mentioned, the
transmission schedule is not a function of the instantaneous
energy in the energy buffers or the channel gains, as this
information is local to the nodes. Communicating it to the FN to
optimize the efficacy of the schedule entails significant energy,
time, and protocol-related overheads.

How a node transmits depends on the CSI it has. Hence, we
consider the following models:

1) With-CSI model: In the beginning of every DCR, the FN
broadcasts a beacon for a duration 7. A node expends
cI'y energy, where cis the power consumed for reception,
to receive the beacon and estimate its channel. A node
scheduled to transmit in a DCR estimates its channel
only if it has energy ¢TIy + PT, in its energy buffer for
both CSI acquisition and transmission. A node transmits
only if its estimated channel gain is good. For analytical
simplicity, we shall assume that the channel estimation
error is negligible [13], [24].

ii) Without-CSI model: Unlike the with-CSI model, the
nodes do not estimate their channels. Hence, they do not
spend energy on channel estimation. A node’s decision to
transmit does not depend upon its channel gain. Hence,
a scheduled node transmits if it has energy PT in its
energy buffer.

When a scheduled node does not transmit in its slot or if its
transmission is not decoded by the FN, which can happen in
the without-CSI model, the FN sets the measurement reported
in this slot to be zero as this does not affect the maximum
calculated from the other received measurements.

Measurement Error: Let S; denote the set of nodes whose
measurements are received and decoded by the FN in DCR t.
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Let Yineas[t] denote the maximum of the measurements received
by the FN in the ¢*" round. Then,

)/i t 9 S 9
Yneas|t] = { e [t] St # Z )
07 t — @,

where ¢ denotes the null set. The absolute measurement error
x[t] in the t*® round is

X[t] = |Ymax [t] - Ymeas [t” = Ymax [t] - Ymeas [ﬂ (3)

III. MAE MINIMIZATION

We analyze the MAE of the system in steady state, and shall
assume that such a steady state exists. By steady state, we mean
the regime in which the probability distribution of the state
variables has become stationary. The randomness in the EH,
fading, and scheduling processes, and energy buffers is still
captured by this assumption. We henceforth drop the time index
t and consider the system in an arbitrary DCR.

We want to find the optimal K and P that give the infimum
(inf) of MAE:

inf E[
s.t. P>0and1 < K < N. 4

We solve this optimization problem in two stages. Firstly, for
any given K, we determine the infimum of the MAE, which
is denoted by X%, in closed-form. Further, we show that the
infimum is achievable. Thus, X% is the minimum MAE for
a given K. Thereafter, we numerically find the optimal K,
denoted by K*, in Section V.

Theorem 1: In the without-CSI model, X} = E[Yn.n] —
T4, where

0< H< K¢, (5a)

K

K Ke\ K-l __
e VENx](1-¢ 7)) , HzKE (5b)
l

=1

N

and & = wnkp AWT,/(N~p).
The optimal transmit power P} that achieves it is given by

. 28 0<H<KE, (62)
Pe=\om msk 6b

w1, H = K& (6b)

Proof: The proof is relegated to Appendix A. |

Insights: First, we see that £ is a key constant that governs
the optimal power and the minimum MAE. It is the ratio of the
SNR threshold w to the average SNR o/ (nkp AW Ty) if anode
were to transmit with unit energy for a duration 7. The ratio is
further scaled down by the number of EH nodes N. Second,
in both (5a) and (5b), the order statistics of the {*" smallest
value among K RVs is scaled with the probability that it is the
highest measured sensor reading in the DCR. Third, we see that
the behavior of the EH WSN is different under two different
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regimes. In the first regime 0 < H < K¢, the nodes are energy-
starved and the optimal transmit power is independent of the
harvested energy (cf. (6a)). In the second regime, the nodes
are energy-rich and the optimal transmit power increases as H
increases (cf. (6b)). Also, Py, depends only on the mean of the
EH and channel fading processes.

E[Y;. k] depends on the statistics of the sensor readings. To
gain more insights, we study the following two examples:

1) Y1,Y5,..., YN are independent and uniformly dis-
tributed in the interval [0,1]: Here, E[Y;.x] = 1/(K + 1)
and E[Yy.n] = N/(N + 1). The minimum MAE with K
nodes simplifies to

Kee 1_ & By
ﬁ(KJrl) K+1 K¢e N+1?
XK = 0< H < K¢,
Ke s Key K
e H l4+e H -—= 1 TIT7
K1~ R+l (1_6 H) ~ ~ny1 H 2 K&

it) Y1,Ys,..., YN are independent and exponentially dis-
tributed with mean \: Here, E[Y,. k] = A ZJK:KJH 1/4

and E[Yy.n] =AY 1/5.
The minimum MAE with K nodes is

N 1 Hx VK H \Y K 1
)‘ijl 7T Kée Zuy=1 (1 - ng) Zz:K—y+1 PR

XK = N
S

|
\
>
('o‘
|
i
L
S
/
=
\
m\
|7
N—
<

Note that when the MAE is normalized with respect to
E[Yn.n], it turns out to be independent of .

Theorem 2: Define (1 =W, (%) and (» =
“KTy

Wo (31/25%).- In the with-CSI model, i = E[Viv] - T2,
where

K
o1 Y EVik)(1—op)E,
=1

TQ = F > % and .Ql < 2.92, (73)
K
o2 Y. E[Yi.k](1 — o1)5~ otherwise, (7b)
=1
_ (NH-KcTy)0 _ 4HO?
o1 = Tfl, and 09 = I(ETI(Z’E%

The optimal transmit power Py that achieves it is given by

P = {TNﬁZ H > gt and ) < 20, (8a)
570, Otherwise. (3h)
Proof: The proof is relegated to Appendix B. [ ]

Notice the critical role played by the constants (2 and (2o,
which are, in turn, determined by the system parameters c, T,
&, N, and K. As before, in the energy-starved regime, Py is a
constant. And, it increases once H exceeds a certain threshold,
which is a function of the size of the scheduled subset, the CSI
acquisition cost, and the number of EH nodes in the WSN. In
both Theorems 1 and 2, P} is independent of the distribution
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of the sensor readings. For the uniform and exponentially
distributed independent sensor readings examples above, the
corresponding MAE expressions are not shown to conserve
space.

Comment: The steady state analysis that we use is a natural
engineering tool for studying EH systems that focus on perpet-
ual network operation. We have empirically verified that our
system reaches steady state for various EH models of interest.
The energy buffer evolution of any node in our system can
be shown to be closely linked to the workload process of the
G/G/1 queue, which is described by the Lindley equation
[28]. Hence, the Loynes’ stability criteria can be applied to our
system. From it, for the without-CSI model, we find that when
H > KPT,/N, the energy buffer of a node tends to infinity
almost surely, and Yi,eas[t], which now depends on the sensor
readings, channel fading, and scheduling processes, becomes
stationary. When H < K PT;/N, the energy buffer of a node
can be shown to be stable. The case when H = K PT,/N is
avoided in practice by slightly reducing PT}, which pushes the
system to a steady state. Similar analogies exist for the other
models. Also, in [21], existence of steady state is proved for an
ii.d. EH process and fixed power transmission.

IV. MAE WITH QUANTIZED MEASUREMENTS

In practice, nodes transmit quantized data as the bandwidth
is limited. This introduces a quantization error in the MAE, and
a new design trade-off arises, which we study below.

Quantization Model: Let Y; denoted the g-bit quantized
value of Y. Clearly, YZ can take 27 different values. Let
[vj_1,v;), for 1 < j <29, be the quantization regions, where
vo and vgq are the left and the right limits of the support set
of ;. When Y; € [v;_1,v;), Y, = vj_1. Let Yneas denote the
maximum of the quantized measurements received by the FN.

N maxY;, S+#¢
Kneas = €S b ’ (9)
0, S = ¢.
Transmission Model: Let R be the transmit data rate. Then,
for a practical code, the minimum SNR w at which a transmis-
sion can be decoded is

1
w:(ﬁq)ﬂ
«

(10)

where « € (0,1] is the coding loss of the code [22]. The
time required to transmit a ¢-bit reading is ¢/R and at most
| RT, | bits can be transmitted in a slot of duration T. Unlike
Section III, here only a fraction of the slot duration, which
depends on g, is used. The energy required to transmit a bit is
P/ R. In the without-CSI model, a scheduled node will transmit
only if it has energy ¢ P/ R. In the with-CSI model, a scheduled
node will transmit only if has energy ¢TIy + ¢P/R and has a
good channel.

As before, the absolute error with quantization is y =
[Yinax — ?meas\, and the MAE is

E[X] = E |:|Ymax - Ymeas|:| = E[Ymax - YAVmeas]z (1 1)
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where the last equality holds because Y; <Y;. Hence, deter-
mining the inf of the MAE is equivalent to:

Sup E[Yimeas]
st. P>0,
1<K <N,
1 <q < |RT] (12)

Let X} , denote the infimum MAE for a given K and g. First,
we derive 7;(’ q in closed form. In Section V, we numerically
optimize it over K and q.

Theorem 3: In the without-CSI model with quantization
Xicq = E[Yn.N] — Ty, where

HT.R K HT.R K-l
Réqe lz (1 - Kg‘qe) -21 V-1 (Fyg, i (v5)
J=

=1

(13a)

K K _ _Keq K-l 94
ey <1 —e HTsR) > V-1 (Fyi i (v5)

—Fy o (vi), H>$4. (13b)
The optimal transmission power P . is given by
N¢ - _ K¢ (14a)
pr 1T 0<H < 1%,
Kq NHR > K&
Kq = TsR" (14b)
Proof: The proof is relegated to Appendix C. |

As before, for the unquantized case, we see that when the
node is energy-starved (cf. (14a)), Py q is a constant. Once

H exceeds a threshold, the optimal power increases with it
(cf. (14b)). In this regime, as ¢ increases, P]*(’q decreases
as a node transmits for a longer duration. In contrast to the
unquantized scenario, an additional factor that appears now is
the number of quantization bits q. It affects the threshold, which
delineates the energy-starved regime, and P .

Theorem 4: Define 2] = Wy ( Tfﬂ#&;(@)
2 —KcTy

Wo (%, / Tg%gcqﬂ) In the with-CSI model with quantization,
Xi.q = E[Yn.N] — 75, where

) and 2, =

K 24
ot 2 (=)™ 2 v (Frie ()

7= | “Fr(ea), Tz Bl 2 <205, (15
35 (=) 5 0y (B ()

—Fy, . (vj_1)), otherwise, (15b)

ol = T RVH-KcTy) R%NZZ;KCT"C), and o = 7;2@}%&;& The optimal

transmit power Py that achieves it is given by

N¢ I7 KcT 16a
pr = ) ToD H> Nf,!?{ <20, (16a)
K.q ﬁ , otherwise. (165)
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Proof: The proof is relegated to Appendix D. |
Compared to Theorems 1 and 2, we see that the number of
bits ¢ affects both constants (2] and (2, and, thus, affects 11,
T, and the optimal transmit power. Again, the optimal transmit
power is a constant in the energy-starved regime and increases
with H in the energy rich regime.

V. NUMERICAL RESULTS

We now present Monte Carlo simulations that average over
a duration of 10° DCRs, and compare them with our analytical
results. For the purpose of illustration, we set w=8 dB, a=0.1,
Ty=T,=88 us, W=257.6 kHz, n=10 dB, and A=300 K.!
The nodes are at a distance of 101.3 m from the FN, the
carrier frequency is 2.4 GHz, and the path-loss exponent is 4.
We use the simplified path-loss model with a 10 m reference
distance [22, Chapter 2]. This choice of parameters ensures
that vo/(nkp AWTy) is equal to a round figure of 10%, where
~o turns out to be 9.393 x 10~!!. The Bernoulli EH model is
simulated [29]. In every DCR, 50 nJ of energy is harvested
with a probability p. Note that other path-loss models or DCR
durations can be easily analyzed. Our goal is to capture the
combined effect of various system parameters in determining
how the EH WSN behaves.?

In the figures that follow, instead of H, we use the insightful
dimension-free normalized ratio H~yo/(nkp AW Ty), which is
the average SNR if the node transmits with power H /T.
Similarly, instead of ¢TIy, we use the dimension-free ratio
T/ (kg AW Ts).

A. Results for Unquantized Measurements

Fig. 2 plots the normalized optimal transmit power
Pr~0/(nkg AW) as a function of the normalized average
harvested energy H~o/(nkp AW Ty). Results for the without-
CSI and with-CSI models are shown and compared. For the
latter model, results for three different cT'svo/(nkp AW Ty),
which captures the energy cost of acquiring CSI, are shown.
For benchmarking purposes, the results for the ideal scenario in
which the cost of acquiring CSI is zero are also shown.

Consider, first, the without-CSI model. Here, when H <
K¢ =3 dB, a node is energy-starved and transmits with a
constant energy so that the SNR is fixed at w (cf. Theorem 1).
For H > 3 dB, the transmit energy becomes proportional to
H to improve the probability that the transmitted packet gets
decoded by the FN. For the with-CSI model, when ¢ = 0, Py
strictly increases as H increases. On the other hand, the trends
are different for ¢ > 0. Now, as the node expends energy to

IThese values of w and a correspond to a rate R = 0.71 bits/s/Hz in the
quantized measurement model.

2 As mentioned, an alternate paradigm for computing the maximum is block
computation [2], [3]. In it, the nodes buffer the measurements taken over several
time instants, and then compute the maximum for each of these time instants
in one go. We do not compare with it because the corresponding results for it
for an EH WSN are not available. Further, block computation will outperform
one-shot computation because the nodes in the former can buffer data and
process the blocks of buffered data. However, this comes at the expense of an
impracticably large delay, which increases with the block size [2].
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acquire CSI, P}, is set such that the SNR is at least w/(222)
(cf. Theorem 2) to ensure at least a minimum packet decoding
probability. At low H, Py is a constant, and it increases for
higher H (cf. (8)). When the cost of acquiring CSI is high,
the node has relatively less energy to transmit compared to the
without-CSI model. Hence, in the energy-starved regime, the
node transmits less often, but with a higher power to improve
the odds that its reading is decoded by the FN.

Fig. 3 plots the optimal number of nodes K* as a function
of Hvy/(nkp AWTy) for both CSI models. For the with-CSI
model with zero acquisition cost, having all the nodes transmit
turns out to be always optimal. This is because a node consumes
energy only when it transmits, which happens only when its
channel fade is good. It is the optimal transmit power that
now changes with H, as we saw in Fig. 2. The trends are
different in the without-CSI model and the with-CSI model for
¢ > 0. When the EH nodes are energy-starved, fewer nodes are
scheduled as this saves energy for future transmissions. As H
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Fig. 4. Minimum MAE as a function of normalized average harvested energy
nlchAiv‘(/)VR (N = 10 and exponentially distributed independent readings with

unit mean). Lines plot the optimal values obtained by numerically optimizing
X¢» Which is given in Theorems 1 and 2. Simulation results are indicated by
the marker ‘o’.

increases, K* increases so as to improve the measurement ac-
curacy. As the CSI acquisition cost increases, scheduling fewer
nodes is better as it conserves energy for future transmissions.

Fig. 4 plots the minimum MAE as a function of
H~o/(nkp AWTy). The error range for the simulation results
is £0.5% for a confidence interval of 99.8%. We find that as H
increases, the minimum MAE decreases because the optimal
transmit power increases. While CSI helps reduce transmit
energy by avoiding transmissions when the channel is in a
deep fade, the cost of acquiring it offsets its benefits. Hence,
the minimum MAE is the lowest for the with-CSI model with
¢ = 0 and increases as ¢ increases. In both these cases, the
with-CSI model outperforms the without-CSI model. However,
for a high acquisition cost of c¢T'tvo/(nkpAWTs) =7, the
minimum MAE with CSI exceeds that without CSI.

Also shown for comparison is the MAE in which all the
nodes transmit (K = N), with the optimal transmit power
being determined from Theorem 2. Its MAE is more than the
optimal MAE by 1 to 2% for ¢ > 0.

B. Results for Quantized Measurements

Fig. 5 plots the minimum MAE as a function of
H~o/(nkp AWT,) with quantized measurements obtained by
numerically optimizing the MAE expressions in Theorems 3
and 4 with respect to the number of scheduled nodes K and
number of quantized bits ¢. As H increases, the MAE again
decreases. The MAEs in the with-CSI model with ¢ = 0 and
cTsv0/(Mkp AWT,) =7 are respectively lower and higher
than in the without-CSI model. This is due to reasons explained
earlier. Table I lists the corresponding optimal numbers of
scheduled nodes and bits. As H increases, the optimal number
of scheduled nodes and quantization bits both increase. The
only exception is the with-CSI model, with ¢ = 0. Here, it is
optimal to schedule all the nodes all the time as the nodes
are energy-rich. We find that the optimal number of sched-
uled nodes in the without-CSI model and the with-CSI model
with ¢ = 0 is greater than that for the with-CSI model with
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(N = 10 and uniformly distributed independent readings over

TABLE 1
OPTIMAL NUMBER OF SCHEDULED NODES AND TRANSMITTED BITS
(N = 10 AND UNIFORMLY DISTRIBUTED INDEPENDENT
READINGS OVER [0,1])

(Scheduled nodes, Transmitted bits)

mawT out Tl With-CSI model
(dB) cTy Yo -0 CTf’Yn
?Ilzilgzﬁvsvcgf;ario) nkpAWTs !
~10 20 (10,2) 1.3)
—7 (57 1) (107 3) (173)
=3 6,2) (10,4) (1,3)
0 (10,2) (10,4) 1.3)
3 (10,4) (10,5) 2,9
5 (10,5) (10,6) @,

cTyyo/(nkp AWT,) = 7. This is because as the scheduled
nodes expend a considerable amount of energy acquiring
CSI, fewer nodes get scheduled to conserve the energy that
remains.

With finite energy buffers, extensive simulations show that
for the same H, the optimal number of scheduled nodes in-
creases as the energy buffer capacity decreases to reduce the
odds of energy wastage due to buffer overflow. When the
number of scheduled nodes is the same, the optimal number
of bits is a non-decreasing function of the buffer capacity.

VI. CONCLUSIONS

We analyzed the mean absolute error of an EH WSN in
estimating the maximum sensor reading, for any stationary
and ergodic EH processes and for any stationary and ergodic
sensor reading process in which the readings have a continuous
probability distribution with positive support. Our results hold
for any DCR duration so long as the slot duration is less than the
channel coherence time of the sensor readings.> We saw that for
the objective function studied, the optimal number of scheduled

31n the with-CSI model, the DCR duration needs to be less than the channel
coherence time of the EH nodes so that the CSI acquired at the beginning of the
DCR remains relevant for the entire DCR.
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nodes and bits, and the optimal transmit power depend on the
total number of nodes in the WSN, means of EH and channel
fading processes, availability of CSI, and the cost of acquiring
it. The optimal values of transmit power, number of scheduled
nodes, and quantization bits increased with the average EH rate.
Also, the with-CSI model with high acquisition costs performed
worse than the without-CSI model.

Several interesting avenues for research exist. These include
incorporating frequency-selective channels and associated
transmitter/receiver architectures, studying MAC protocols, and
investigating general network function computation problems
in EH WSNs.

APPENDIX
A. Proof of Theorem 1

Since Yinax 2> Yineas, €valuating 3 is equivalent to de-
termining sup E[Y},eas]- The SNR at the FN exceeds w if the
channel power gain of a scheduled node exceeds wnkp AW /P.
Let ¢ be the probability of this event. For Rayleigh fading,

=e€

P (17)

w—Pr<hi2°‘”7kBAW>_ewaAw

Yo P
P

Let ¢ be the probability of the event that a node’s energy
buffer has the required energy for transmission. As the channel
fading process of a node is i.i.d. across time, the above two
events are mutually independent. Hence, a scheduled node’s
reading is received successfully by the FN with probability ().

In a DCR, let .2/ denote the event that given that K nodes
are scheduled for transmission, only the ['" smallest reading
among them is decoded by the FN and the (I + 1), (I +
2)““, ..., K*M smallest readings are not decoded. As the trans-
mission schedule, the EH processes, and the channel fading
processes of the nodes are independent, Pr(.#ZX) = ((1 —
C’L/))K ~l for 1 <! < K. From the law of total probability, the
expected maximum reading at the FN is

K
E[Yineas] = Z E [YmeaSL///lK] Pr (///lK) )

=1

K
= E[Yek]w(l — ()<

=1

(18)

Let U denote the average energy consumed by a node in a
DCR. From the law of conservation of energy, it follows that
U<H. (19)
A node is scheduled in a DCR with probability K/N, and
it transmits with energy P7T with probability ¢. Hence, the
average energy U used by a node to transmit a reading is

_ K
U= (PT.. (20)

Using the above, we now evaluate sup E[Yineas) in the fol-
lowing three regimes: 0< P<NH/(KTs), P=NH/(KTs),
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and NH/(KTs) < P < co. As we shall see below, ( changes
from 1 in the first two regimes to strictly less than 1 in the
last regime. We shall refer to ( < 1 as the energy constrained
regime and ¢ = 1 as the energy unconstrained regime.

1) When 0 < P < NH/(KT,): In this regime, it can be
shown that in steady state, f > U. Thus, the energy of the EH
node becomes infinite. Hence, ( = 1, and (18) reduces to

K
meas E )/l K ]- - 1/}) (21)
=1
K-1
=> (E E[Yiy1:k]) (1 =)
=1
—EVi.k](1 — )* + E[Yk.k]. (22)
Differentiating E[Y},,cas] With respect to 1, we get
‘g ¥ | — ElYiux])
d¢ meas l:1 l+1 K I:K
x(1 =) ) + KE[Y1.¢](1 —9)% 1 (23)

AsE[Y11.x] > E[Y,.k], E[Y1.x] > 0, and ¢ < 1, we find that
iE[Ymcas] > 0. Hence, E[Y,cas] is monotonically increas-

ing in ¢ Since P € [0, NH/(KTs)), from (17) we get ¢ €
{O e H ) Therefore, from (21), we get

K

sup ]E[Ymcas] =e H

_ ke K-l
) )
0<P<

E[Y;. k] (1 .

me

~

1
(24)

and is achieved as P — (%) 7.
2) When P= NH/(KT;): Here, U H(. It can be

shown that ¢ = 1.* From (17), ¢ = ¢ i
(21) yields

. Substituting this in

]~

K K-l
EVeas] =€ % 3 EVir] (1= %) . @5

1
3) When NH/(KT,) < P < oo: Here, using (20), we get

U > H¢. (26)

This implies that 0 < ¢ < 1, which also implies that U = H.>
From (20), we then get

27)

4We prove this by contradiction. If ¢ < 1, then U < H. Hence, the node’s
energy increases to oo, which implies that ¢ = 1, which is a contradiction.

SThis can be proved by contradiction. If ¢ = 1, using (26), we get U > H,
which contradicts (19).
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Rewriting (18), we get

K-1
meas Z Y2 K YPZ+1:K]) (1 - Cw)Kil
=1

~EVi.x](1 - )~

Similar to (23), it can be shown that E[Yeas] is @ monotoni-
cally increasing function of (. Thus, the optimal power that
maximizes (v is the same as the one that maximizes E[Yjeas]-
We determine it below. From (17) and (27), we have

—+ E[YK;K}.

NH Ne
T PTs
KPT

(= (28)

Differentiating (1 with respect to P, we get %Q/J =
N =77 (& - ) If H < K&, it follows that -4 (1) >

KT, P2
0 when P € (NH/(KT;), N¢/Ty). Further, +5(t) = 0 when
P = N¢/T,, and +5¢tp < 0 when P > N¢/T,. Hence, (¢
achieves its maximum at P = N¢/Ts; when H < K& On
the other hand, if H > K¢, then N¢/T, < NH/(KTs) < P.
Therefore, diPC 1 < 0. Thus, (1) reaches its supremum (sup) as

P— ( NH ) . Substituting these values of P in (18) and (28),

KT,
when 0 < H < K¢, yields
T K-l
-—)
Kée

F K
sup E[Ymeas] = Kige Z E[HK]

NH
K7T5<P<OO

and when H > K¢, we get

m\\”

sup E [ me'}q

K _ ke K-l
g E[Y;.k] ( ﬁ) .
FH <P<oo =1

(29b)

The expression for sup E[Yieas] is the same in (24), (29b), and
(25). The only exception is (29a), which occurs for H < K¢.
Thus, when H > K¢, supp-o E[Yineas) is given by (25) and
the optimal transmission energy is Pj- = NH /(KTy).

When H < K¢, for NH/(KTs) < P < oo, we know that
the solution in (29a) is optimal, and not that in (29b). Therefore,

K

_Kg _ ke K-
sSup E[Ymeas] >e H E[Y—ZK] (1 —e H ) )
HE <P<oo 1=1
= sup  E[Vimeas), (30)
0<P§%

where the last equality follows from (24) and (25). Thus, in
this regime, Pj; = N¢/T and suppsq E[Yieas] is given by
(29a). Since the supremum is achievable, it also follows that
the maximum of E[Y},eas] exists and X is the minimum MAE.
Hence, the result follows.

B. Proof of Theorem 2

A node is scheduled in a DCR with probability K/N. In
the with-CSI model, a scheduled EH node estimates its channel
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gain only if it has enough energy for CSI acquisition and packet
transmission, which is ¢T'y + PTj. Let ¢ be the probability of
this event. A scheduled node transmits only if its channel power
gain exceeds wnkp AW /P. As in Appendix A, let 1) be the
probability of this event. It is given by (17). Thus, a scheduled
node expends energy cTy with probability ((1 — 1), and it
expends cTy + PT, with probability (1. Hence, the average
energy consumed by a node is given by

U= %g(ch + PT,0). (31)

We consider the scenarios H < KcTy/N and H >
KcTy /N separately below.

1) When H < KcTy/N: Here, ¢ < 1.5 Since an EH node
when scheduled runs out of energy to transmit with a strictly
positive probability, it follows from the law of conservation of
energy that the average energy harvested equals the average en-
ergy consumed: H = U = K((cTy + PTv)/N. Rearranging

terms and substituting ¢ = efPNTi (cf. (17)), yields
NH
_Ne
K (I + PTye 77

NE
e PTs

W=

(32)

Differentiating (v with respect to P, and simplifying yields

___ Ne e
NHe PTs B e
K ( TfT pz — Lse 77T )

d
ﬁ@/’ = (33)

Ne N\ 2
(ch n PTse—PT)

The above derivative is 0 when P = N¢/(2T,(%),
where (2 =W, (1 &) Also, it can be shown that

cTy
¢ > 0when 0 < P < NE/(2T542), and -5¢tp < 0 when
N¢/(2T8%) < P < oo. Thus, Pj; = N§/(2T 92) Substitut-
ing this in (18) and (32) yields (7b).

2) When H > KcTy/N: Consider the following three

regimes: i) 0 < P < N¢/(Tsf}), ii) P = N&/(Tsf), and

iii) N¢/(Ts2,) < P < oo, where 2, = W, (%) As

we shall see, these demarcate the regimes where a node changes
from being energy unconstrained to energy constrained.

i) When 0 < P < N&/(Ts(21):  Substituting this in-
equality in (17) and (31) and using ¢ < 1 and (17) we get

K K Ne
U<N(0Tf+PTe PTQ><N<ch+ 91).

From the definition of Lambert W-function, we have {2;ef =

5 5
—xre— | = H.
NH- Kch

Since U < H, the energy in the node’s energy buffer will tend
to oo in steady state. Hence, ( = 1.

KN¢

77 _ K
NT_ReT, Therefore, U < (ch +

SWe prove this by contradiction. If { = 1, using (19) and (31), we would get
P < 0, which is impossible.
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Similar to Appendix Al, E[Yieas] is monotonically increas-
ing in ¢ when ¢ = 1. Also, as P € [0, N§/(Ts{21)), ¢ in (17)
lies in between 0 and e~ “**. Therefore, from (21),

K
E[Vineas] = €~ ? > E[Vig)(1 — e )5 (34)
1=1

sup
NE
OsP<roar

which occurs as P — (Tjsvél ) B

ii) When P = N¢/(Tof2,): 1In this case, ¢ = e~ (cf.
(17)) and ¢ = 1.7 Therefore, (18) reduces to

K
E[Vieas) = ¢ @ Y E[Yig] (1—e @) 35)
=1
Combining this with (34), we find that
sup E[Kneas] = 7(21 Z]E I:K (1 — € Ql) (36)
0<P<+—>— NE =1

To07

iii) When N¢/(Tg$1) < P < oo:
inequality in (31), we get U>%( (ch + g—&e’
Wo(z)eWo

Substituting  this
91). Using
(*) = z to simplify the above inequality, and

applying (19), we get U > & | Ty + =H¢ >

KN§
NH—-KcTp

U(. Therefore, ¢ < 1. As proved in Appendix A3, for { <
1, E[Yineas] is monotonically increasing in (. Hence, the
power that achieves the supremum of (1 also achieves that of

]E[Ymeas]-
From (33), we know that ‘fgf =0 at P = N¢&/(2Ts4%).

It can be shown that ‘iﬁ? >0 for N¢/(Ts) < P<

N¢/(2T2) and X2 <0 for P> NE/(2T:2,). Now,

NE/(2Ts82) is an mtenor point of (N&/(Ts{2),00) when

{2y > 20}, and is an exterior point when (2; < 2(2. Hence,

the supremum of (v is given as follows. In the former case,

SUpP_Ne _poo E[Yineas) is achieved at P = N¢/(2T5(2%), and
Ts

from (18) is given by

sup 37

<P<x

K
E[Vineas] = 02 Y E[Yi] (1 — 02)% 7,
=1

TS 01

_ 4H2?2
where g9 = KEtoKEQ;
In the latter case (4 < 2(%), N¢/(Tsf) > NEJ (2T 82)

and % <0, for Pe(NE/(Tsfh),00). Hence,
+
SuPTN—gl<P<ooE[Ymeas} is achieved as P — (TNél)

Substituting this in (32), it can be shown that (1) — e~ .
Applying these results to (18), we get

K
E[Yineas) = ¢ Y ElYix] (1 — ).
=1

sup

(38)

"Using (31) and the fact Wy (z)e Wo(=) = zwe getU = CH. Let us assume
that ¢ < 1, which implies U < H. Hence, a node’s energy buffer tends to oo.
This implies ¢ = 1, which is a contradiction. Hence, ¢ = 1.
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Combining All Results for H > KcTy/N: Now, we com-
bine all the above results to find supy< p, E[Yineas) for H >
KcTy/N. Since sup E[Yineas| is different for 2, > 242, and
2, < 282, we treat them separately below.

a) If 1 > 2(): From the discussion preceding (37),
we know that for P € (N&/(Tsf),00) the optimal power
is N&/(2Tsf)) and not NE/(Ts§2). Therefore, if P =
N¢/(Ts82) is used, the corresponding expression of E[Yjcas]

in (35) would be less than SUP%UDQC E[Yineas)- Hence,

from (35),
K
Sup E[Vineas] > €~ > E[Vig](1— e ™),
ngl <P<oo =1

= swp E[Yineas), (39)

where the last equality follows from (36). Hence, (39) im-
plies that supy< p oo E[Yineas] = sup_ve _p_ . E[Vineas), and
= Ts 01

is given by (7b). Further, the supremum is achieved at Py =
N¢/(2T582), and, hence, is the maximum.

b) If 1 < 28%: Since the expressions for the supremum
of E[Yineas] over 0 < P < N&/(T(21) in (36) and that over
N¢/(Tsf) < P < o0 in (38) are the same, it follows that they
both are also the expression for the supremum over 0 < P <
oo. Since it is achieved at Pj; = N¢/(Ts(2;), itis the maximum
and (7a) follows.

C. Proof of Theorem 3

We first derive an expression for ]E[f/meas].

Expression for ]E[Ymeas]: When ///lK occurs, as the readings
reported are quantized, we have f’meas = Al: k- Using the law of
total probability, as in Appendix A, we get

E[Yineas] (40)

ZH«:YZK Cp(1 = ¢y

=1

where ( is the probability that a node has energy for transmis-
sion. In terms of the quantizer, E[Y}. k] can be written as

24 s
N J
E[Vik] =) Uj—l/ [y (W)du
j=1 Vj—1

=D i1 (P () = Fri (v 1)) ()
Substituting the above equation in (40), we get
E meas ZCw 1- C'L/})
1=1
24
X w1 (Fyi e () = Py (vj-1)) . (42)

J=1
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Since a node is scheduled in a DCR with probability K/N,
and it transmits ¢ bits with energy ¢P/R and with probability
(, the average transmit energy of a node is equal to

_ K qP

(43)

Determining the Supremum of E[ meas] We first cal-
culate the supremum of E[Ymeab] in each of the follow-
ing regimes: 0 < P < NHR/(Kq), P=NHR/(Kq), and
NHR/(Kq) < P < 0o. As we shall see, the system changes
from being energy unconstrained to energy constrained across
these regimes.

1) When 0 < P < NHR/(Kq): It can be shown that, in
steady state, the energy of the EH node becomes infinite. Hence,
¢ =1, and (42) reduces to

K

E[Ymeas] = Z 1/)(1 - w)Kil

=1
24

XY 01 (e (0) = Fyye (1)) -
j=1

(44)

Along lines similar to Appendix Al, it can be shown
that E[Ymeas] is monotonically increasing in 1. As
Pe|0,NHR/(Kq)), from (17), ¢ lies in the interval

K&q

0,e HrTs |. Therefore,

~ _ _Ké&q

K _ Keg K-l
E[Kneab =e HRTs Z ( (1 —€ HRTS)

sup
NHR
0=P<7%a

2‘1
x> i1 (Fy, (v7) = Fyi g (vj-1)) >, (45)

Jj=1

and occurs as P — (%) B
2) When P=NHR/(Kq): Using steps similar to
_ _Ké¢&aq
Appendix A2, it can be shown that { = 1. Here, ¢ = e HRTs
(cf. (17)). Substituting these values for ¢ and v in (44), we get

N _ _Kéq K _ _Kéq K-l
E[Ymeas] — e HTsR E 1—e HTsR
=1

24

XY 01 (Fyige (0) = Fyp e (1)) -
j=1

(40)

3) When NHR/(Kq) < P < oco: Along lines similar to
Appendix A3, it can be shown that in this regime, ¢ <1
and H =U. From (43), we then get ( = NHR/(KqP).
Again, using steps similar to those in Appendix A3, it can
be shown that ]E[Ymeas] is a monotonically increasing func-
tion of (v, which achieves its supremum at P = N¢/T; if

_ —_ +
T < K¢q/(RT,),andas P — (NK—HQR) if 7T > K&q/(RT)).
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Substituting these in (42), for H < K¢q/(RTy), we find

SupNHR<P<OOE[Ymeas}
_ HT.R EK: (1 - HTSR)K_liv_
Kége & Kéqe pt It
X (Fyix (v5) = Fyi (vj-1)) . (472)

and for H > K&q/(RT,), we find sup y75 E[Yieas)
TQ<P<OO

_ q
_ _Ké&q K _ _Ké&q K-l 2
— e HTsR E 1—e HTsR E (O

=1 j=1

X (FYZ:K (Uj) - FYI,;K (vjfl)) . (47b)
We compare (45), (46), and (47) to get supp~ E[ﬁneas].

i) When H > K&q/(RT,):  The expression for the
supremum of E[Vyeas] over 0 < P < NHR/(Kq) from (45)
and (46) is the same as that over NHR/(K q) < P < oco. Thus,
it is the expression for the supremum of IE[YmeaS] over P > 0,

and is given by (13a). It is achieved at Py , = NHR/(Kq).

ii) When T < K&q/(RT,): From (45), (46),
and (47), it follows that sup TR P E[Yincas] >
sup E[Ymeas]. Hence, supp-q ]E[Ymeas] is given

NHR
OSPSW

by (13b) and is achieved at Py ¢ = N¢JTs.

D. Brief Proof of Theorem 4

Let ¢ be the probability that a node has sufficient transmit
and CSI acquisition energy. Now, the average energy consumed
by a node in a DCR in the with-CSI model for transmitting

g-bit readings is U = %C (CT + qu/;) This is because a

scheduled node has energy Ty + 4 ﬁ with probability (. In
this event, it uses cT'y energy for channel estimation. And, it
transmits with energy % only when its channel gain exceeds
wnkg AW / P, which happens with probability 1.

As in Appendix B, we calculate the sup E[Yineas] separately
for H < KcTy/N and H > KcTy/N.

1) When H < K cTy/N:  Following steps similar to
Appendix B1, it can be shown that ( <1 and H =U.

Therefore, H = U = %C (ch + % ) Rearranging terms

(7)), Y =
. ]E[Ymeas] is increasing in (v (cf.

NE
and substituting ¥ =e PTs  (cf.

NE

NH R
NE

K(ch+qu PTs

we get

Appendix C3). Using steps similar to Appendix B1, it can be
shown that (¢ and, hence, E[Ymcas] achieve their supremum at
P = N¢/(2T52). Substituting this in (42) yields the expres-
sion for supp-g E[?meas} in (15b).

2) When H > KcTy/N: We evaluate the sup E[Vieas] in
the following three regimes: i) 0 < P < N&/(Ts{2}), i) P =
N¢/(Ts8Y)), and iii) N&/(TsQ)) < P < oo. Across them, the
system switches from being energy unconstrained to energy
constrained.
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i) When 0 < P < N¢&/(Ts82;):  Using steps similar
to Appendix B2, it can be shown that ¢( = 1. As shown
in Appendix C1, E| meas] is monotonically increasing in .

Furthermore, since P lies in between 0 and TNé,, 1 lies in

between 0 and e~ 1. Therefore, from (44), we get

9 - = AR
sup . E[Yineas] = €2 Z (1 —e 1)

=1

24

X Z Vi1 (FYie (V) = Fyi e (v-1)) 5

(48)

which occurs as P —

() -

ii) When P = N¢/(T,€)): Similar to Footnote 7, it can
be shown here that ( = 1. Substituting this in (17) we get ¢ =
e . Substituting these values, in turn, in (42), we get

9 Q! - o\ K
]ED/rneas] =e Z (1 —e 1)
=1
24

X Z Vi1 (Fyipe (v7) = Fyi e (V1)) -

(49)

iii) When N&/(TsQ))) < P < oo: Using steps similar
to those in Appendix B2, we find that ¢ < 1. As shown in
Appendix C3, for ¢ < 1, E[Vineas] is monotonically increasing
in (v, whose supremum can be shown to be different for
2] > 262 and for 2] < 242.

If £ > 202, it can be shown along lines similar to
Appendix B2 that

K
meas :U § 1_02
=1

24

XY w1 (Fyi e () = Py (1))

sup
T _Q, <P<c

(50)

and the supremum is achieved at P = N&/(2T5(2). If ] <
242}, as in Appendix B2, we can show that

y -] = A
E[Ymeas] =e Z (1 —€ 1)

<P<oo =1

bup

Ts :z'

24

X i1 (Fyie (0) = Frie (05-1)), (51)
j=1
. . Nf +
and the supremum is achieved as P — (T Yo ) .
s34
Combining (48) and (49), we get
. s NS
sup  E[Yieas) = e Z (1 — e’Ql)
0<P<z 7 =1
24
XY w1 (Fyipe (v) = Frie(v1)) . (52)

Jj=1
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We determine supg<p. o, E[Yimeas] based on the above re-
sults as follows.
a) If 2] > 20L: From the discussion following (50),
since P = N¢/(2T,Y,) is the optimal power and not P =
N¢/(Ts8)), we find that sup_ne E[Vineas] is greater

T <P<oo

than E[Yieas) when P = N{/(T€)). The latter is also the
supremum of E[Yyeas] over 0 < P < NE/(T0) (cf. (52)).
Therefore, sup %éi <P <OOE[YmeaS] > SUpy_ po %éi E[Yineas)-

Therefore, supg<pq E[Yineas) is given by (15b), and is
achieved at Pr. , = N§/(2T5Q5).

b) If £21 <2(2%: We find that the expressions for the
supremum of E[Vy,eas] over 0 < P < N¢/(T,}) in (52) and
P > N¢/(T,8)) in (51) are the same. Hence, sup p~ E[Vineas]
is given by (15a), and is achieved at P , = N¢/(Ts€)).
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