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Abstract—Receive antenna selection (AS) has been shown to
maintain the diversity benefits of multiple antennas while poten-
tially reducing hardware costs. However, the promised diversity
gains of receive AS depend on the assumptions of perfect channel
knowledge at the receiver and slowly time-varying fading. By
explicitly accounting for practical constraints imposed by the
next-generation wireless standards such as training, packetization
and antenna switching time, we propose a single receive AS
method for time-varying fading channels. The method exploits
the low training overhead and accuracy possible from the use of
discrete prolate spheroidal (DPS) sequences based reduced rank
subspace projection techniques. It only requires knowledge of
the Doppler bandwidth, and does not require detailed correlation
knowledge. Closed-form expressions for the channel prediction
and estimation error as well as symbol error probability (SEP)
of M-ary phase-shift keying (MPSK) for symbol-by-symbol receive
AS are also derived. It is shown that the proposed AS scheme,
after accounting for the practical limitations mentioned above,
outperforms the ideal conventional single-input single-output
(SISO) system with perfect CSI and no AS at the receiver and
AS with conventional estimation based on complex exponential
basis functions.

Index Terms—Antenna selection, time-varying fading, discrete
prolate spheroidal sequences, Slepian basis expansion.

I. INTRODUCTION

TO accommodate the rate and reliability requirements set
by forthcoming applications such as wireless broadband

access and mobile television, next-generation wireless stan-
dards such as IEEE 802.11n [1] and long term evolution (LTE)
of the third generation partnership project (3GPP) [2] have
adopted multiple-input multiple-output (MIMO) technology,
orthogonal frequency division multiplexing (OFDM) and/or
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orthogonal frequency division multiple access (OFDMA) as
signalling formats over the physical channel. Further, AS at
the transmitter and/or receiver has been standardized, e.g., in
IEEE 802.11n, or is being standardized [3].

Antenna selection may be used to reduce hardware com-
plexity at the transmitter and/or receiver of a wireless system.
In AS, only a subset of the antenna elements (AEs) is
connected to a limited number of radio-frequency (RF) chains
based on the current channel fades. This potentially retains
the advantages of multiple antennas, despite using fewer of
the expensive RF chains that are comprised of low-noise
amplifiers (LNAs), mixers, and oscillators [4], [5]. We focus
here on the practical single receive AS scenario because it
retains most of the diversity benefits of multiple antennas
while minimizing hardware complexity. As will be shown,
performance evaluation of even the single AS problem is very
challenging.

There are a number of existing studies on both optimal and
suboptimal AS algorithms [6], [7] as well as on the capacity,
diversity, and diversity-multiplexing (D-M) performance of
AS [8]–[13]. However, to date, far fewer studies exist that
deal with the practical issues of pilot-based training and AS
implementation. A media-access-control (MAC) based AS
training and calibration protocol, in which the AEs are trained
using packets transmitted in burst mode is proposed in [14]
for slowly time-varying environments. The protocol in [14]
is adopted in the IEEE 802.11n standard for high-throughput
wireless local area networks (WLANs).

In the above references, perfect channel knowledge is
assumed. However, the mobile communication environment
exhibits a randomly time-varying channel due to the mobility
of users and reflections from multiple scatterers. This implies
that channel state information (CSI) gets rapidly outdated,
limiting the accuracy of the channel knowledge at the re-
ceiver. The impact of erroneous CSI on the performance of
a space-time coded AS system in Rayleigh fading is studied
in [15]. The performance of maximal ratio transmission (MRT)
and transmit antenna selection with space-time block coding
(TAS/STBC) in MIMO systems with both CSI feedback
delay and channel estimation error is analyzed in [16]. An
analytical framework to evaluate the symbol error probability
(SEP) performance for diversity systems in which a subset
of the available diversity branches are selected and combined
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over flat Rayleigh fading with imperfect channel knowledge
is developed in [17]. Receive AS for space-time-frequency
(STF) coded MIMO-OFDM systems with imperfect channel
estimation is studied in [18]. The effects of feedback delay
and channel estimation errors on the performance of a MIMO
system employing AS at the transmitter and maximal ratio
combining (MRC) at the receiver is studied in [19]. In [19],
it is shown that channel estimation errors result in a fixed
signal-to-noise ratio (SNR) loss while feedback delay alters
the diversity order.

Motivated by the fact that AE channel gain estimates
are outdated by different amounts in time-varying channels,
a single-antenna selection rule is proposed in [20] which
minimizes the SEP of M-ary PSK (MPSK)/MQAM by linearly
weighting the channel estimates before selection. In [20],
it is shown that the optimal weights are proportional to
the temporal channel correlation coefficients of the antennas.
The general case of selecting more than one antenna and
the problem of training voids have been recently treated
in [21]. However, it is worth mentioning that only channel
gain estimates obtained during the AS training phase are used
in the selection and decoding mechanisms in [20] and [21]
since channel gain estimates over the data transmission phase
are not available, which incurs a loss in SNR. We also note
that the weighted selection criterion used in [20] and [21]
requires temporal correlation knowledge.

The above observations motivate investigation into practical
training-based AS algorithms for time-varying channels which
use channel knowledge in the data transmission phase in
the selection and decoding processes by utilizing channel
prediction. It is important to highlight that the optimal Wiener
predictor utilizes detailed covariance knowledge, which is
difficult to obtain due to bursty transmission, or over the
short time interval in which the channel is wide-sense sta-
tionary in vehicular scenarios [22]. This motivates the use of
the recently-proposed low-complexity Slepian basis expansion
channel estimator [23] and channel predictor [22] to obtain
reliable CSI at the receiver. This Slepian basis expansion
estimator/predictor uses discrete prolate spheroidal (DPS)
sequences as basis functions which enables low-complexity
reduced-rank channel estimation/prediction. Furthermore, in
contrast to many linear estimation/prediction techniques that
require detailed autocorrelation knowledge, it requires only
knowledge of the Doppler bandwidth. In [23], the Slepian
basis expansion channel estimator is used to estimate the
time-varying channel for each subcarrier of a multiuser multi-
carrier code division multiple access (MC-CDMA) system.
It is shown that with a pilot-to-packet length ratio of only
2%, the bit error rate (BER) of the system approaches that
of a system with perfect CSI. It is shown in [22] that for a
prediction horizon of one eighth of a wavelength, the Slepian
basis expansion channel predictor outperforms the classical
predictor that uses complex exponentials as the basis. We
note that the complex exponential predictor utilizes the exact
Doppler frequencies of each propagation path of the channel.
For a prediction horizon of three eighths of a wavelength, the
performance of the Slepian basis expansion channel predictor
is shown to be very close to that of the optimal Wiener
predictor.

In this paper, we propose and analyze the performance of
a training-based single receive AS system in time-varying
channels that uses the Slepian basis expansion predictor and
estimator. The paper’s contributions are summarized as fol-
lows:

• A method for accurately estimating/predicting time-
varying frequency-flat channels, which utilizes projec-
tions onto a subspace spanned by orthonormal DPS
sequences [22], [23], is extended to AS.

• Closed-form expressions are provided for the channel
prediction and estimation error as well as the SEP of
MPSK with receive AS, and verified with Monte Carlo
simulation results.

• Extensive simulation results are presented to compare
the performance of the proposed AS method with ideal
conventional single-input single-output (SISO) systems
with perfect CSI but no AS at the receiver and AS
based on prediction/estimation techniques that are based
on complex exponential basis functions.

The paper is organized as follows: the detailed system
model is described in Sec. II, and the Slepian basis expansion
predictor and estimator are then introduced in Sec. III. The
training-based receive AS method is described in Sec. IV.
The SEP is analyzed in Sec. V. Analytical and simulation
results are discussed in Sec. VI. Our conclusions follow in
Sec. VII. Detailed mathematical derivations are provided in
the Appendix.

II. SYSTEM MODEL

Consider the downlink of a cellular radio system consisting
of a single-antenna base station (BS) transmitting to a K-
antenna element (AE) mobile station (MS) equipped with only
one RF chain as depicted in Fig. 1. A micro-electromechanical
system (MEMS) based antenna switch connects the selected
AE to the RF chain; such switches provide sufficient switching
speeds while keeping the insertion loss in the order of 0.1 dB,
which is negligible.

Each AS cycle consists of an AS training phase followed
by a data transmission phase, as illustrated in Fig. 2. We first
introduce DPS sequences which are used to predict/estimate
the time-varying channel over the data transmission phase as
shown in Sec. III, and then describe the AS training and data
transmission phases.

A. Discrete Prolate Spheroidal (DPS) Sequences

The orthogonal DPS sequences are simultaneously band-
limited to the frequency range W = (−νmax,+νmax)
and energy-concentrated in the time interval Ibl =
{0, 1, . . . ,M ′ − 1}, where the normalized one-sided Doppler
bandwidth νmax is given by

νmax
�
=
vmax fc

c
Ts � 1

2
(1)

where vmax is the radial component of the user velocity, fc

is the carrier frequency, and c is the speed of light. The M ′

DPS sequences {ui [m] |m ∈ Z}M
′−1

i=0 are defined as the real
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Fig. 1. Antenna selection system model.

solutions to the following system of linear equations [23]

M ′−1∑
l=0

C [l −m] ui [l] = λi ui [m] , m ∈ Z, i ∈ Ibl

(2)
where

C [l −m] =
sin (2πνmax (l−m))

π (l −m)
. (3)

The eigenvalues {λi}M
′−1

i=0 decay exponentially for i ≥ D′,
where the essential subspace dimension D′ is given by [23]

D′ = �2 νmax M
′�+ 1 (4)

and �x� denotes the smallest integer greater than or equal to
x.

As mentioned earlier, the DPS sequences
{ui [m] |m ∈ Z}M

′−1
i=0 are orthogonal. Further, even

the restrictions of the DPS sequences on Ibl, i.e.,
{ui [m] |m ∈ Ibl}M

′−1
i=0 , are orthonormal [23], and, thus,

form a set of M ′-length basis vectors {ui}M
′−1

i=0 . Based
on (2), the length-M ′ basis vectors {ui}M

′−1
i=0 are, thus, the

eigenvectors of the M ′ ×M ′ matrix C [23]

C ui = λi ui (5)

where M ′ × 1 basis vector ui
�
=[

ui [0] , ui [1] , . . . , ui [M
′ − 1]

]T
with (·)T denoting the

transpose. The entries of C are formed from (3) as
[C]l,m = C [l −m] for l, m ∈ Ibl. As shown in Sec. III-A,
the DPS sequences time-limited to Ibl, which form an
orthonormal set of basis functions {ui}M

′−1
i=0 , can be used to

estimate the time-varying channel over Ibl.

B. AS Training Phase

In each AS training phase, the BS transmits L ≥ 2 training
symbols sequentially in time to each antenna. We note here
that more than one pilot symbol is needed in order to employ
AS in time-varying channels to improve channel prediction.
Pilot symbols are used to estimate the predictor’s basis expan-
sion coefficients as discussed in Sec. III. We also note that the
3GPP-LTE standard uses two training symbols within a 1 ms
duration to improve channel estimation. The duration between

consecutive pilots for AE k and AE k+1 is Tp
�
= αTs, where

Ts is the symbol duration and α ≥ 2. Two consecutive AS
training pilots transmitted for each AE are thus separated in

time by a duration of Tt
�
= K Tp = αK Ts. The pilot and data

symbol duration Ts is assumed to be much longer than the
delay spread and much shorter than the coherence time of the
channel, i.e., the channel is frequency-flat time-varying. The
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Fig. 2. Antenna selection cycle consists of AS training and data transmission
phases. (AE 1 is selected, K = 2, L = 2, L′ = 2, and Tp = 2Ts).

data symbols are drawn with equal probability from an MPSK
constellation of average energy Es = 1.

Let m index discrete time with sampling rate Rs
�
= 1

Ts
. The

channel gain hk [m] is estimated from the AS training pilot
symbol pk [m] that is received by AE k at time m ∈ T k

tr . The
received signal is

yk [m] = hk [m] pk [m] + nk [m] , 1 ≤ k ≤ K, m ∈ T k
tr

(6)
where

T k
tr

�
= {α [(k − 1) +K (�− 1)]} , 1 ≤ � ≤ L (7)

denotes the set of time indices when the L AS training pilots
are received by AE k, hk [m] is the sampled time-varying
channel gain, and nk [m] is additive white Gaussian noise
(AWGN) with variance N0 and is independent of hk [m].

Based on (6), channel gain estimates
{
h̃k [m] |m ∈ T k

tr

}
for

AE k can be expressed as

h̃k [m] = yk [m] p∗k [m]
�
= hk [m] + en

k [m] , 1 ≤ k ≤ K, m ∈ T k
tr (8)

where (·)∗ denotes complex conjugate and en
k [m]

�
=

nk [m] p∗k [m] is the channel estimation error resulting from
the AWGN. From (7) and accounting for the additional
selection and switching time of duration Tp − Ts, it follows
that the AS training phase spans the discrete time interval
Itr = {0, 1, . . . ,M − 1}, where M = αK L.

Using the noisy channel estimates
{
h̃k [m] |m ∈ T k

tr

}
, the

receiver performs minimum-energy (ME) band-limited chan-
nel prediction [22] for each antenna over the data transmission
phase time interval Idt = {M,M + 1, . . . ,M +N − 1}.

Denote the predicted channel gains by
{
ĥSP
k [m] |m ∈ Idt

}
,

where the superscript (·)SP indicates Slepian prediction [22].
The MS selects its receive antenna according to a certain
criterion, and then switches its RF chain accordingly.

Depending on the AS switching time, either per-packet or
symbol-by-symbol AS can be used. For example, solid-state
switches achieve switching times on the order of hundreds
of nanoseconds, which is less than typical cyclic prefixes,
and thus enable the switching of antennas between symbols.
Thus, different symbols of a packet may be received by their
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most suitable AEs as the channel varies with time. However,
these switches have attenuations on the order of 1 to 3 dB.
In contrast, MEMS switches have attenuations on the order
of 0.1 to 0.3 dB, but achieve switching times on the order
of microseconds, and thus typically enable only per-packet
switching. We note as the AS switching times and attenuations
decrease, symbol-by-symbol switching may become viable in
futuristic systems. Furthermore, similar to 802.11n, per-packet
switching can be enabled by modifications of the MAC layer,
while per-symbol switching requires changes to the physical-
layer standard. Therefore, both symbol-by-symbol and per-
packet switching are relevant, and are both considered in our
analysis. We denote by ι̂ the index of the selected antenna,
with (̂·) indicating that the selection is based on (imperfect)
prediction and/or estimation.

C. Data Transmission Phase

In each data transmission phase the BS sends out a length-
N data packet, which consists of N−L′ data symbols and L′

interleaved post-selection pilot symbols. The symbol locations
in the packet that carry the pilots are given by [23]

P �
=

{⌊
(�′ − 1)

N

L′ +
N

2L′

⌋ ∣∣ 1 ≤ �′ ≤ L′
}

(9)

where �x	 denotes the largest integer not greater than x. After
selection, the pilots are received by AE ι̂ at times m ∈ Tdt,
where

Tdt
�
=

{
M − 1 +

⌊
(�′ − 1)

N

L′ +
N

2L′

⌋ ∣∣ 1 ≤ �′ ≤ L′
}
(10)

and M = αK L. Thus, in total, Ltot
�
= L+ L′ pilot symbols

are received by AE ι̂ at times m ∈ T ι̂
tot, where

T ι̂
tot = T ι̂

tr ∪ Tdt (11)

with T ι̂
tr and Tdt given in (7) and (10), respectively. From these

Ltot pilots, refined channel gain estimates
{
ĥSE
ι̂ [m] |m ∈ Idt

}
of the selected AE ι̂ are obtained using the Slepian basis
expansion channel estimator [23] and used to decode data.
The received signal at AE ι̂ can be expressed as

yι̂ [m] = hι̂ [m] s [m] + nι̂ [m] , m ∈ Idt (12)

where the transmitted symbol s [m] is given by

s [m] =

{
d [m] , m ∈ Idt\Tdt

p [m] , m ∈ Tdt
. (13)

Here, d [m] and p [m] denote the transmitted data and post-
selection pilot symbols, respectively.

III. REDUCED-RANK CHANNEL ESTIMATION AND

MINIMUM-ENERGY BAND-LIMITED PREDICTION

A. Reduced-Rank Channel Estimation

To enable estimation of a time-varying channel for a length-
M ′ block of data transmission, M ′ − J data symbols and J
interleaved pilot symbols are transmitted in a pattern specified
by index set J .

The aforementioned DPS sequences time-limited to Ibl =
{0, 1, . . . ,M ′ − 1} are used to estimate the time-varying

channel over time interval Ibl. The basis expansion esti-

mator approximates the M ′ × 1 true channel vector h
�
=[

h [0] , h [1] , . . . , h [M ′ − 1]
]T

in terms of a linear combina-

tion ĥ
SE

of D length-M ′ basis vectors {ui}D−1
i=0 as [22]

h ≈ ĥ
SE

= U γ̂ =

D−1∑
i=0

γ̂i ui (14)

where U
�
=

[
u0, . . . ,uD−1

]
is an M ′ × D matrix, ui

�
=[

ui [0] , ui [1] , . . . , ui [M
′ − 1]

]T
, and D is the optimal sub-

space dimension which minimizes the mean-square-error
(MSE) in the above approximation. It is given by

D = argmin
d∈{1,...,J}

(
1

2 νmax J

J−1∑
i=d

λi +
d

J
N0

)
(15)

where η
�
= Es

N0
is the average SNR. In (15), the eigenvalues

are assumed to be ranked as λ0 ≥ λ1 ≥ . . . ≥ λJ−1. The

D × 1 vector γ̂
�
=

[
γ̂0, γ̂1, . . . , γ̂D−1

]T
contains the basis

expansion coefficients. It is estimated using the J interleaved
pilot symbols {p [l] | l ∈ J }, received at times l ∈ J , via [23]

γ̂ = G−1
∑
l∈J

y [l] p∗ [l] f∗ [l] (16)

where y [l] is the received signal, the D × 1 vector f [l] is
defined as

[
u0 [l] , . . . , uD−1 [l]

]T
, and G is a D ×D matrix

given by

G =
∑
l∈J

f [l] f† [l] (17)

where (·)† denotes Hermitian transpose.

B. Minimum-Energy Band-Limited Channel Prediction

The ME band-limited predictor uses the extension of the
DPS sequences that are time-limited to Ibl as the basis vectors.
They are calculated by [22]

ui [m] =
1

λi

M ′−1∑
l=0

C [l−m] ui [l] , m ∈ Z \ Ibl. (18)

The ME band-limited prediction of a time-varying frequency-
flat channel can be expressed as [22]

ĥSP [m] = fT [m] γ̂ =
D−1∑
i=0

γ̂i ui [m] , m ∈ Z \ Ibl (19)

where f [m] = [u0[m], . . . , uD−1[m]]
T .

IV. DOWNLINK RECEIVE ANTENNA SELECTION

ALGORITHM

We propose the following training-based “one out of K”
receive AS algorithm for time-varying channels for per-packet
switching:

1) Following an AS request, each AE is trained using L ≥
2 pilot symbols. The spacing between consecutive AS
training pilots transmitted for each AE is Tt = αK Ts.
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To keep the AS training phase as short as possible, α is
chosen as

α =

⌈
Tsw

Ts

⌉
+ 1 (20)

where Tsw is the antenna switching time.
2) On receiving these AS training pilots, the receiver then:

a) Obtains the preliminary channel gain estimates{
h̃k [m] |m ∈ T k

tr

}K

k=1
using (8).

b) Performs channel prediction for each AE over the
data time interval Idt via (19)

ĥSP
k [m] = fT [m] γ̂k =

D−1∑
i=0

γ̂k,i ui [m] (21)

where 1 ≤ k ≤ K , m ∈ Idt, and D is calculated
from (15) (with L replacing J). Slepian prediction
sequences {ui [m] |m ∈ Idt}D−1

i=0 are calculated

from (18), and γ̂k
�
=

[
γ̂k,0, γ̂k,1, . . . , γ̂k,D−1

]T
is

of size D × 1 and contains the basis expansion
coefficients for AE k which are estimated via (16)(
with T k

tr replacing J )
.

c) Selects its receive AE ι̂ which maximizes the post-
processing SNR over the data time interval Idt,
which consists of N symbol durations, as

ι̂ = argmax
1≤k≤K

M+N−1∑
m=M

∣∣∣ĥSP
k [m]

∣∣∣2 . (22)

3) The single-antenna BS then sends out a length-N data
packet which consists of N − L′ data symbols plus L′

post-selection pilot symbols interleaved according to (9).
Using the Ltot = L + L′ pilots, refined channel gain
estimates

{
ĥSE
ι̂ [m] |m ∈ Idt

}
are obtained by

ĥ
SE
ι̂ = U ′ γ̂ ι̂ =

D−1∑
i=0

γ̂ι̂,i u
′
i (23)

where the N × 1 vector ĥ
SE
ι̂

�
=[

ĥSE
ι̂ [M ] , ĥSE

ι̂ [M + 1] , . . . , ĥSE
ι̂ [M +N − 1]

]T
, D is

obtained from (15) (with Ltot replacing J), the D × 1

vector γ̂ ι̂
�
=

[
γ̂ι̂,0, . . . , γ̂ι̂,D−1

]T
contains AE ι̂ basis

expansion coefficients which are estimated using (16)

(with T ι̂
tot replacing J ), U ′ �

=
[
u′
0, . . . ,u

′
D−1

]
is the N × D submatrix of the complete
(M +N) × D DPS sequences matrix U . The vector

u′
i
�
=

[
ui [M ] , ui [M + 1] , . . . , ui [M +N − 1]

]T
is of

size N × 1.
We note that while other selection criteria may alternatively

be used [20]; we consider the maximum total post-processing
SNR criterion in (22).

Remark: In symbol-by-symbol AS, for each symbol an
AE is selected. Since different AEs might be selected during
the data transmission phase Idt, L′ pilots should be sent
to each AE in the data transmission phase so that refined
channel gain estimates can be obtained for each AE. Thus,
the number of pilots is now KL′. Note that we still have
Idt = {M,M + 1, . . . ,M +N − 1} since the switching time
is less than the symbol duration. The above algorithm is

converted into a symbol-by-symbol receive AS algorithm as
follows: (i) In Step 2(c) the receiver then selects its receive
AE, ι̂m, for the data symbol at time m according to

ι̂m = argmax
1≤k≤K

∣∣∣ĥSP
k [m]

∣∣∣2 . (24)

To denote this alternative AS strategy, symbol index m has
been added to ι̂ in (24). (ii) In Step 3 the BS sends out a length-
N data packet which consists of N −KL′ data symbols plus
KL′ pilots for the K AEs. Note that no AS is employed during
the transmission of the KL′ pilots. Thus, in total, Ltot = L+
L′ pilot symbols are received by each AE. From these Ltot

pilots, refined channel gain estimates
{
ĥSE
ι̂m

[m] |m ∈ Idt

}
are

obtained using the Slepian basis estimator and used to decode
data. To reduce overhead L′ can be set to 1.

V. SYMBOL ERROR PROBABILITY (SEP) ANALYSIS

In this section, we analyze the proposed receive AS al-
gorithm from Section IV as well as the symbol-by-symbol
receive AS, to evaluate the SEP of MPSK in time-varying
channels.

A. Prediction and Estimation CSI Models

To derive closed-form expressions for the variances of the
predicted/estimated channel gains and prediction/estimation
errors, we first define the CSI uncertainty model for Slepian
basis expansion estimation as

ĥSE
k [m] = hk [m] + eSE

k [m] , 1 ≤ k ≤ K, m ∈ Idt (25)

where ĥSE
k [m] is the estimated channel gain, hk [m] is the

true channel gain, and eSE
k [m] is the estimation error. We

assume the variables hk [m] and eSE
k [m] are uncorrelated. The

true channel gain hk [m] is modeled as a zero-mean circularly
symmetric complex Gaussian random variable (RV) with unit-
variance. The true channel gain is correlated over time.
From (25), the variance of the channel gain estimate ĥSE

k [m]
can be expressed as

σ2
ĥSE
k

[m] = σ2
hk

[m] + σ2
eSE
k
[m] = 1 +MSESE

k [m] (26)

where MSESE
k [m] is the MSE per sample for the Slepian basis

expansion estimator of AE k.
The MSE per sample of the Slepian basis expansion estimator
for AE k takes the form [22]

MSESE
k [m] =

(
biasSE

k [m]
)2

+ varSE
k [m] (27)

where biasSE
k [m] and varSE

k [m] are the bias and variance
terms, respectively. In (27), the squared bias term can be
expressed as [22]

(
biasSE

k [m]
)2

=

∫ + 1
2

− 1
2

ESE
k [m, ν] Sh (ν) dν (28)

where Sh (ν) is the power spectral density (PSD) of the time-
varying channel {h [m]}, and ESE

k [m, ν] is the instantaneous
error characteristic given by

ESE
k [m, ν] =

∣∣1−GSE
k [m, ν]

∣∣2 . (29)
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Here, the instantaneous amplitude frequency response
GSE

k [m, ν] is given by

GSE
k [m, ν] = fT [m] G−1

k

∑
l∈Tk

tot

f∗ [l] exp (−j2πν (m− l)) .

(30)
In (27), varSE

k [m] can be well approximated by [23]

varSE
k [m] ≈ N0 f

† [m] G−1
k f [m] . (31)

The CSI model for the Slepian basis expansion predictor can
be obtained from (25)–(31) by replacing superscript (·)SE by
(·)SP and T k

tot by T k
tr in (30).

B. SEP Analysis

1) SEP of Per-Packet Basis Selection: We now analyze the
SEP of an MPSK symbol received at time m of a system which
employs the per-packet basis receive AS algorithm in Sec. IV.

Note that the predicted channel gains
{
ĥSP
k [m] |m ∈ Idt

}K

k=1
are used to select AE ι̂ to receive the length-N data packet,
while the estimated channel gain ĥSE

ι̂ [m] is used to decode the
received symbol at time m. The maximum-likelihood (ML)
soft estimate for the symbol received by AE ι̂ at time m can
be expressed as

rι̂ [m] =
(
ĥSE
ι̂ [m]

)∗
yι̂ [m]

=
∣∣∣ĥSE

ι̂ [m]
∣∣∣2 d [m]−

(
ĥSE
ι̂ [m]

)∗
d [m] eSE

ι̂ [m]

+
(
ĥSE
ι̂ [m]

)∗
nι̂ [m] (32)

where the last equality follows from substitution of (12), (13),
and (25). Conditioned on ĥSE

ι̂ [m] and d [m], rι̂ [m] in (32) is
a complex Gaussian RV whose conditional mean μrι̂ [m] and
variance σ2

rι̂ [m], as shown in the Appendix, are given by

μrι̂ [m]
�
= E

{
rι̂ [m]

∣∣ ĥSE
ι̂ [m] , d [m]

}
=

∣∣∣ĥSE
ι̂ [m]

∣∣∣2 d [m] ζSE
ι̂ [m] (33)

σ2
rι̂ [m]

�
= var

{
rι̂ [m]

∣∣ ĥSE
ι̂ [m] , d [m]

}
=

∣∣∣ĥSE
ι̂ [m]

∣∣∣2 |d [m]|2 (
1− ζSE

ι̂ [m]
)

+N0

∣∣∣ĥSE
ι̂ [m]

∣∣∣2 (34)

where E {·} and var {·} denote statistical expectation and

variance, respectively. ζSE
ι̂ [m]

�
= 1

1+σ2

eSE
ι̂

[m]
= 1

1+MSESE
ι̂ [m]

,

and the other symbols are defined in (13) and (26).

Conditioned on

{{
ĥSP
k [m]

}M+N−1

m=M

}K

k=1

, ι̂, and ĥSE
ι̂ [m],

the SEP of an MPSK symbol received at time m

SEPm

({{
ĥSP
k [m]

}M+N−1

m=M

}K

k=1

, ι̂, ĥSE
ι̂ [m]

)
, which is de-

noted by SEPm (κ), is [20], [24]

SEPm (κ) =
1

π

∫ M−1
M π

0

exp

(
− |μrι̂ [m]|2 sin2

(
π
M

)
σ2
rι̂ [m] sin2 (θ)

)
dθ

=
1

π

∫ M−1
M π

0

exp

⎛
⎜⎝−

∣∣∣ĥSE
ι̂ [m]

∣∣∣2 bSE
ι̂ [m]

sin2 (θ)

⎞
⎟⎠ dθ

(35)

where bSE
k [m]

�
=

(ζSE
k [m])

2
sin2(π

M )
(1−ζSE

k [m])+ 1
η

and the last equality follows

from substitution of (33) and (34). Note that the SEP expres-
sion above depends only ι̂ and ĥSE

ι̂ [m]. We shall, therefore,

denote (35) by SEPm

(
ι̂, ĥSE

ι̂ [m]
)

henceforth.
Now averaging over the index ι̂ to get

SEPm

({{
ĥSP
k [m]

}M+N−1

m=M

}K

k=1

,
{
ĥSE
k [m]

}K

k=1

)
, which

is denoted by SEPm (Ξ), yields

SEPm (Ξ) =

K∑
k=1

Pr

(
ι̂ = k

∣∣∣∣
{{

ĥSP
k [m]

}M+N−1

m=M

}K

k=1

)

×SEPm

(
ι̂ = k, ĥSE

ι̂ [m]
)

=
1

π

K∑
k=1

⎛
⎜⎝ K∏

l=1
l�=k

Pr

(
M+N−1∑
m=M

∣∣∣ĥSP
l [m]

∣∣∣2 <
M+N−1∑
m=M

∣∣∣ĥSP
k [m]

∣∣∣2
∣∣∣∣∣{{

ĥSP
k [m]

}M+N−1

m=M

}K

k=1

))

×
∫ M−1

M π

0

exp

⎛
⎜⎝−

∣∣∣ĥSE
k [m]

∣∣∣2 bSE
k [m]

sin2 (θ)

⎞
⎟⎠ dθ.

(36)

After averaging over fading (i.e., Ξ), the SEP as a function
of the SNR per branch η = Es

N0
is

SEPm (η) =
1

π

K∑
k=1

∫ M−1
M π

0

∫ ∞

0

∫ ∞

0

exp

(−x′ bSE
k [m]

sin2 (θ)

)

×fX′
k,Y

′
k
(x′, y′)

K∏
l=1
l�=k

FY ′
l
(y′) dx′dy′dθ (37)

where fX′
k
, Y ′

k
(x′, y′) is the joint probability distribution of

the exponentially distributed RV X ′
k

�
=

∣∣∣ĥSE
k [m]

∣∣∣2 and RV

Y ′
k

�
=

M+N−1∑
m=M

∣∣∣ĥSP
k [m]

∣∣∣2. Thus, Y ′
k is the sum of correlated

exponentially distributed RVs, and FY ′
k
(y′) denotes its cu-

mulative distribution function (CDF). Deriving a closed-form
expression for SEPm (η) in (37) is analytically intractable
since closed-form expressions for fX′

k
,Y ′

k
(x′, y′) and FY ′

k
(y′)

do not exist. Therefore, Monte Carlo averaging techniques [25]
are used to evaluate the fading-averaged SEP SEPm (η) from
SEPm (Ξ).
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We now derive the SEP of MPSK for a system that performs
receive AS on a symbol-by-symbol basis. As shown in the
next section, symbol-by-symbol AS is analytically tractable
and provides insights for per-packet AS.

2) Symbol-By-Symbol AS SEP For MPSK: Receive AS is
on an instantaneous symbol-by-symbol basis according to (24)
with the channel gain estimate ĥSE

ι̂m
[m] used to decode the

MPSK symbol received at time m.

Theorem 1 The SEP of an MPSK symbol received at time m
in a time-varying channel for a system with one transmit and
K receive antennas employing selection criterion (24) with
channel gain estimate ĥSE

ι̂m
[m] to decode an MPSK symbol

received at time m is given by

SEP′
m (η) =

1

π

K∑
k=1

K−1∑
r=0

K∑
l0,...,lr=1

l0=1, l1 �=...�= lr �=k

(−1)
r

r!
(
4σ2

k,c1
[m]

)

× 1

σ2
k,c2

[m]
(
1−

[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])
∫ M−1

M π

0

∫ ∞

0

∫ ∞

0

exp

(
−x bSE

k [m]

sin2 (θ)

−y
r∑

j=1

ζSP
lj [m]−

[
x

σ2
k,c1

[m]
+

y

σ2
k,c2

[m]

]

× 1

2
(
1−

[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])
)

×I0
( √

ρ2k,c1c2 [m] + ρ2k,c1s2 [m](
1−

[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])

×
√
xy

σk,c1 [m]σk,c2 [m]

)
dxdy dθ (38)

where the notation
K∑

l0,...,lr=1
l0=1, l1 �=...�= lr �=k

compactly denotes

1∑
l0=1

K∑
l1=1
(l1 �=k)

K∑
l2=1

(l2 �=k,l2 �=l1)

. . .
K∑

lr=1
(lr �=k, lr �=l1,..., lr �=lr−1)

, ζSP
lj

[m]
�
=

1
σ2

ĥSP
lj

[m]
= 1

1+σ2

eSP
lj

[m]
= 1

1+MSESP
lj

, bSE
k [m]

�
=

(ζSE
k [m])

2
sin2( π

M )
(1−ζSE

k [m])+ 1
η

,

and I0 (·) is the zeroth-order modified Bessel function
of the first kind. In (38), ρk,c1c2 [m] and ρk,c1s2 [m] de-
note the correlation coefficients of (Xk,c1 [m] , Xk,c2 [m])

and (Xk,c1 [m] , Xk,s2 [m]), respectively, where Xk
�
=∣∣∣ĥSE

k [m]
∣∣∣2 = Xk,c1 [m] + jXk,s1 [m] and Yk

�
=

∣∣∣ĥSP
k [m]

∣∣∣2 =

Xk,c2 [m] + jXk,s2 [m], and (Xk,c1 [m] , Xk,s1 [m]) and
(Xk,c2 [m] , Xk,s2 [m]) are i.i.d. zero-mean Gaussian RVs with
variances σ2

k,c1
[m] = σ2

k,s1
[m] and σ2

k,c2
[m] = σ2

k,s2
[m],

respectively.

Proof: The proof is given in the Appendix.

VI. SIMULATIONS

We now present numerical results to gain further insight
into the previous analysis and study performance over time-
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1  (1,2) DFT method & AS
1  (1,2) no prediction & AS
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1  (1,2) proposed AS algorithm
1  (1,2) perfect CSI & AS

Fig. 3. PER performance of the proposed AS algorithm for a 1 × (1, 2)
system. (4PSK, data packet length N = 40, training pilots L = 2, post-
selection pilots L′ = 2, and Tp = 3Ts).

varying channels. In the sequel, a system with one transmit and
one receive antenna is denoted as 1× 1, while a system with
one transmit and K receive antennas out of which only one is
selected is denoted as 1 × (1,K). Unless otherwise stated, a
1× (1,K) system is simulated with the following parameters:
(i) symbol duration Ts = 20.57 μs chosen according to [23],
(ii) packet size N = 40 symbols, (iii) packet duration of
0.8228 ms, (iv) user velocity vmax = 100 km/h = 27.8m/s,
(v) carrier frequency fc = 2GHz, (vi) normalized Doppler
bandwidth νmax = 3.8×10−3, (vii) symmetric spectral support
W = (−νmax, νmax), (viii) MPSK modulation with Gray
labeling, and (ix) channel gains generated assuming plane-
wave propagation [26], i.e.,

h [m] =

P−1∑
p=0

ap exp(j2πνpm) (39)

where the number of propagation paths is set to P = 30, the
normalized Doppler shift per path νp = νmax cosαp, where
path angles αp are uniformly distributed over [−π π), the
path weights are ap = 1√

P
exp(jψp), and ψp is uniformly

distributed over [−π π). We note that the random path
parameters ap and νp are assumed to be constant over an
AS cycle time interval Icycle = {0, 1, . . . ,M +N − 1} but
change independently from cycle to cycle. The covariance
function of {h [m]} converges to Rh [Δm] = J0 (2πνmaxΔm)
for P → ∞, where J0 (·) is the zeroth order Bessel function of
the first kind [22]. The channel model in (39) is also suitable
for the evaluation of channel prediction algorithms [22].

Figs. 3 and 4 show the PER of the proposed receive AS
algorithm as a function of average SNR for 1 × (1, 2) and
1×(1, 4) systems, respectively. For comparison, we also show
the PER performance of (i) a 1 × 1 system with perfect CSI
and no AS, (ii) a 1 × 1 system employing Slepian basis
expansion channel prediction and no AS, (iii) 1 × (1, 2) and
1×(1, 4) systems employing discrete Fourier transform (DFT)
basis expansion channel prediction and AS according to the
maximum total post-processing SNR selection criterion, as
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Fig. 4. PER performance of the proposed AS algorithm for a 1 × (1, 4)
system. (4PSK, data packet length N = 40, training pilots L = 2, post-
selection pilots L′ = 2, and Tp = 3Ts).

in (22). DFT channel estimation is used for data decoding, (iv)
1×(1, 2) and 1×(1, 4) systems employing AS without channel
prediction. We note that the antenna with the highest channel
gain estimate h̃k [m] in (8) is selected since no channel pre-
diction is used, (v) 1×(1, 2) and 1×(1, 4) systems employing
Slepian channel prediction and AS according to (22), with the
predicted channel gains

{
ĥSP
k [m] |m ∈ Idt

}
used not only for

selection but also data decoding, (vi) 1× (1, 2) and 1× (1, 4)
systems employing the AS algorithm proposed in Sec. IV.
Now the predicted channel gains are used for AE selection,
while the refined channel gain estimates

{
ĥSE
ι̂ [m] |m ∈ Idt

}
are used for decoding, and (vii) 1 × (1, 2) and 1 × (1, 4)
systems with perfect CSI and employing AS according to (22)(
with hk [m] replacing ĥSP

k [m]
)
. Inspection of Figs. 3 and 4

reveal that the 1 × (1, 2) and 1 × (1, 4) systems employing
the proposed AS algorithm achieve SNR performance gains in
excess of 3 dB and 9 dB over the 1×1 system with perfect CSI
and no AS, respectively, at a PER equal to 10−2. To highlight
the importance of channel estimation, the performance of the
same proposed 1 × (1, 2) and 1 × (1, 4) systems are about 5
dB and 6 dB worse than 1 × (1, 2) and 1 × (1, 4) systems
employing AS with perfect CSI at the same PER of 10−2,
respectively. Also, error-floors exist at moderate to high SNR
for the 1× (1, 2) and 1× (1, 4) systems employing AS either
with DFT basis expansion or without channel prediction. In
contrast, no error-floors arise with Slepian basis expansion.

Fig. 5 shows the PER of the proposed receive AS algorithm
for a 1 × (1, 2) system with L = 3 AS training pilots rather
than L = 2 as in Fig. 3. Comparison of Figs. 3 and 5 confirms
an SNR performance gain of about 1 dB at a PER = 10−2

due to the addition of one AS training pilot.
The analytical and simulation results for the sample mean

of the Slepian estimator and predictor for AE k denoted

by MSESE
k,N

�
= 1

N

M+N−1∑
m=M

MSESE
k [m] and MSESP

k,N
�
=

1
N

M+N−1∑
m=M

MSESP
k [m], respectively, are depicted in Fig. 6.
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Fig. 5. PER performance of the proposed AS algorithm for a 1 × (1, 2)
system. (4PSK, data packet length N = 40, training pilots L = 3, post-
selection pilots L′ = 2, and Tp = 3Ts).
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Fig. 6. Sample mean MSEN of the basis expansion predictor and estimator
for a 1 × (1, 2) system. (Prediction/Estimation horizon N = 15, training
pilots L = 2, post-selection pilots L′ = 2, and Tp = 5Ts).

The sample mean is plotted for a 1 × (1, 2) system with
a packet length N = 15, L = 2 training pilot symbols,
L′ = 2 post-selection pilot symbols, and Tp = 5Ts. That
is, AS training symbols for AE 1 and AE 2 are received at
time indices T 1

tr = {0, 10} and T 2
tr = {5, 15}, respectively.

To evaluate the MSE per sample MSESE
k [m] and MSESP

k [m],
given in Sec. V-A, we use Clarke’s spectrum:

Sh (ν) =

{ 1

πνmax

√
1−( ν

νmax )
2

|ν| < νmax,

0 otherwise.
(40)

It can be observed that: (i) there is a very good match between
the analytical and simulation results, (ii) the sample mean of
the estimator is less than the sample mean of the predictor,
(iii) the sample mean MSESP

2,N of AE 2 is slightly less than
the sample mean MSESP

1,N of AE 1. This is expected since the
AS training pilots for AE 2 are received closer in time to the
prediction horizon Idt = {20, 21, . . . , 34} than the AS training
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Fig. 7. Comparison of the simulated and calculated expressions for the basis
expansion error variance for a 1× 1 system at an average SNR η = 20 dB.
(Prediction/Estimation horizon N = 40, training pilots L = 2, post-selection
pilots L′ = 2, and Tp = 5Ts).

symbols for AE 1, and (iv) there are upward transitions in the
estimation and prediction MSE curves which occur in the 2−4
and 10 − 12 dB ranges, respectively, which are the result of
an increase of the subspace dimension D in (15). In addition,
they indicate that D is suboptimal in these intervals.

Fig. 7 compares the simulated and analytically obtained
variances of the estimation and prediction errors in Sec. V-A.
It can be observed that: (i) these variances are close to each
other, and (ii) not surprisingly, the MSE per sample of the
predicted MSESP [m], in contrast to the MSE per sample of the
estimated MSESE [m], increases with the prediction horizon,
which is consistent with the behavior of typical prediction
algorithms.

Fig. 8 shows the SEP of the 20-th 4PSK symbol as a
function of average SNR for 1 × (1, 2) systems employing
the proposed receive AS algorithm and the symbol-by-symbol
instantaneous receive AS scheme, which is analyzed in The-
orem 1. It can be observed that the curves are close to each
other. Since the SEP behaviour might be slightly different for
the N = 40 different symbols of the data packet, we plot
the SEP for the first 4PSK symbol in Fig. 9. A gap can be
observed between the curves at moderate to high SNRs since
channel prediction for the first symbol is much better than
channel prediction for the 20-th symbol, which clearly affects
the selection decision and, thus, the SEP. Similarly, there is a
slight upward shift of the proposed AS scheme’s SEP curve in
Fig. 9, due to the fact that the first symbol is located far from
the post-selection pilots P = {11, 31}. We also observe from
Figs. 8 and 9 and from other simulations (not included) that
the SEP of the first few symbols in a packet for a system which
uses symbol-by-symbol instantaneous receive AS is lower than
that of the AS algorithm proposed in Sec. IV, while the SEPs
of remaining symbols are close to one another.

VII. CONCLUSIONS

The downlink of a cellular radio system consisting of
a single-antenna base station transmitting to a K-antenna

0 5 10 15 20 25
10

−4

10
−3

10
−2

10
−1

10
0

 SNR (dB)

 S
ym

bo
l e

rr
or

 p
ro

ba
bi

lit
y 

(S
E

P
)  

1  (1,2) symbol−by−symbol AS (sim.)
1  (1,2) symbol−by−symbol AS (Theorem 1)
1  (1,2) proposed AS algorithm (sim.)

Fig. 8. SEP for the 20-th 4PSK data symbol as a function of the average
SNR for a 1 × (1, 2) system. (Data packet length N = 40, training pilots
L = 2, post-selection pilots L′ = 2, and Tp = 5Ts).

0 5 10 15 20 25
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

 SNR (dB)

 S
ym

bo
l e

rr
or

 p
ro

ba
bi

lit
y 

(S
E

P
)

 

 

1  (1,2) symbol−by−symbol AS (sim.)
1  (1,2) symbol−by−symbol AS (Theorem 1)
1  (1,2) proposed AS algorithm (sim.)

Fig. 9. SEP for the first 4PSK data symbol as a function of the average
SNR for a 1 × (1, 2) system. (Data packet length N = 40, training pilots
L = 2, post-selection pilots L′ = 2, and Tp = 5Ts).

mobile station is considered, where only one receive antenna
is selected. By explicitly accounting for practical constraints
imposed by next-generation wireless standards such as training
and packet reception for antenna selection (AS), a single
receive AS method is proposed for time-varying channels
using the low-complexity Slepian basis expansion channel
predictor and estimator. Closed-form expressions are derived
for the channel prediction and estimation error as well as the
SEP of MPSK with receive AS. It is shown that, in spite of the
aforementioned realistic limitations, the proposed AS scheme
outperforms ideal conventional SISO systems with perfect
channel knowledge and no AS at the receiver and conventional
complex basis based estimation. Although the focus was on
single carrier communication over time-varying frequency-
flat channels, the proposed AS scheme may be extendible to
OFDM systems. The extension to the case where subsets of
more than one receive antenna are selected in time-varying
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frequency-selective channels remains as an important topic for
future research.

APPENDIX

A. Derivation of the Conditional Mean and Variance

If A and B are zero-mean jointly complex Gaussian,
then [20], [21]

E

{
A
∣∣B}

= E {AB∗} (E {BB∗})−1
B (41)

var
{
A
∣∣B}

= var {A} − E {AB∗} (E {BB∗})−1
E {BA∗} .

(42)
From (41), it follows that E

{
eSE
ι̂ [m] | ĥSE

ι̂ [m]
}

=

σ2

eSE
ι̂

[m]

1+σ2

eSE
ι̂

[m]
ĥSE
ι̂ [m] and E

{
nι̂ [m] | ĥSE

ι̂ [m]
}

= 0.

Substituting and simplifying yields the desired
conditional mean result in (33). Similarly, from (42)

we get that var
{
eSE
ι̂ [m] | ĥSE

ι̂ [m]
}

=
σ2

eSE
ι̂

[m]

1+σ2

eSE
ι̂

[m]
and

var
{
nι̂ [m] | ĥSE

ι̂ [m]
}

= N0. Substituting and simplifying
yields the conditional variance result in (34).

B. Proof of Theorem 1

From (32), the ML soft estimate for the symbol received
by AE ι̂m at time m can be modified to

rι̂m [m] =
∣∣∣ĥSE

ι̂m [m]
∣∣∣2 d [m]−

(
ĥSE
ι̂m [m]

)∗
d [m] eSE

ι̂m [m]

+
(
ĥSE
ι̂m [m]

)∗
nι̂m [m] . (43)

Conditioned on ĥSE
ι̂m

[m] and d [m], rι̂m [m] in (43) is a
complex Gaussian RV whose conditional mean μrι̂m [m] and
variance σ2

rι̂m
[m] are given by

μrι̂m [m] =
∣∣∣ĥSE

ι̂m [m]
∣∣∣2 d [m] ζSE

ι̂m [m] (44)

σ2
rι̂m

[m] =
∣∣∣ĥSE

ι̂m [m]
∣∣∣2 |d [m]|2 (

1− ζSE
ι̂m [m]

)
+N0

∣∣∣ĥSE
ι̂m [m]

∣∣∣2 (45)

where ζSE
ι̂m

[m]
�
= 1

1+σ2

eSE
ι̂m

[m]
= 1

1+MSESE
ι̂m

.

Conditioned on
{
ĥSP
k [m]

}K

k=1
, ι̂m, and ĥSE

ι̂m
[m],

the SEP of an MPSK symbol received at time m

SEP′
m

({
ĥSP
k [m]

}K

k=1
, ι̂m, ĥ

SE
ι̂m

[m]

)
, which is denoted

by SEP′
m (κ), is [20]

SEP′
m (κ) =

1

π

∫ M−1
M π

0

exp

(
− ∣∣μrι̂m [m]

∣∣2 sin2
(
π
M

)
σ2
rι̂m

[m] sin2 (θ)

)
dθ

=
1

π

∫ M−1
M π

0

exp

⎛
⎜⎝−

∣∣∣ĥSE
ι̂m

[m]
∣∣∣2 bSE

ι̂m
[m]

sin2 (θ)

⎞
⎟⎠dθ

(46)

where bSE
k [m]

�
=

(ζSE
k [m])2 sin2( π

M )
(1−ζSE

k [m])+ 1
η

, and the last equality

follows from substituting (44) and (45). Note that the SEP

expression above depends only on ι̂m and ĥSE
ι̂m

[m]. Therefore,

we shall denote it by SEP′
m

(
ι̂m, ĥ

SE
ι̂m

[m]
)

henceforth.
Now averaging over the index ι̂m to get

SEP′
m

({
ĥSP
k [m]

}K

k=1
,
{
ĥSE
k [m]

}K

k=1

)
, denoted for brevity

by SEP′
m (Ξ), yields

SEP′
m (Ξ) =

K∑
k=1

Pr

(
ι̂m = k

∣∣ {ĥSP
k [m]

}K

k=1

)

×SEP′
m

(
ι̂m = k, ĥSE

ι̂m [m]
)

=
1

π

K∑
k=1

⎛
⎜⎝ K∏

l=1
l�=k

Pr

(∣∣∣ĥSP
l [m]

∣∣∣2 < ∣∣∣ĥSP
k [m]

∣∣∣2
∣∣∣∣∣

{
ĥSP
k [m]

}K

k=1

))

×
∫ M−1

M π

0

exp

⎛
⎜⎝−

∣∣∣ĥSE
k [m]

∣∣∣2 bSE
k [m]

sin2 (θ)

⎞
⎟⎠ dθ.

(47)

The expression for the SEP, when averaging over fading
(i.e., Ξ), becomes

SEP′
m (η) =

1

π

K∑
k=1

∫ M−1
M π

0

∫ ∞

0

∫ ∞

0

exp

(−x bSE
k [m]

sin2 (θ)

)

×fXk,Yk
(x, y)

K∏
l=1
l�=k

FYl
(y) dxdydθ (48)

where fXk, Yk
(x, y) is the joint PDF of the two correlated

exponentially distributed RVs Xk
�
=

∣∣∣ĥSE
k [m]

∣∣∣2 = Xk,c1 [m]+

jXk,s1 [m] and Yk
�
=

∣∣∣ĥSP
k [m]

∣∣∣2 = Xk,c2 [m] + jXk,s2 [m]

given by [27]

fXk,Yk
(x, y) =

1

4 σ2
k,c1

[m] σ2
k,c2

[m]

× 1(
1−

[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])

× exp

([
x

σ2
k,c1

[m]
+

y

σ2
k,c2

[m]

]

× −1

2
(
1−

[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])
⎞
⎠

×I0
⎛
⎝

√
ρ2k,c1c2 [m] + ρ2k,c1s2 [m](

1−
[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])
×

√
xy

σk,c1 [m]σk,c2 [m]

)
(49)

where x, y ≥ 0, I0 (·) is the zeroth-order modified
Bessel function of the first kind, (Xk,c1 [m], Xk,s2 [m])
and (Xk,c2 [m] , Xk,s2 [m]) are i.i.d. zero-mean Gaus-
sian RVs with variances σ2

k,c1
[m] = σ2

k,s1
[m] and
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σ2
k,c2

[m] = σ2
k,s2

[m], respectively. ρk,c1c2 [m] and ρk,c1s2 [m]
are the correlation coefficients of (Xk,c1 [m] , Xk,c2 [m]) and
(Xk,c1 [m] , Xk,s2 [m]), respectively, and lie in (−1, 1).

In (48), FYl
(y) is the CDF of the exponentially distributed

RV Yl
�
=

∣∣∣ĥSP
l [m]

∣∣∣2, and is given by

FYl
(y) =

{
1− exp

(−ζSP
l [m] y

)
, y ≥ 0

0, y < 0
(50)

where the rate parameter is ζSP
l [m]

�
= 1

1+σ2

eSP
l

[m]
=

1
1+MSESP

l [m]
.

Substituting (50) and (49) into (48) yields

SEP′
m (η) =

1

π

K∑
k=1

∫ M−1
M π

0

∫ ∞

0

∫ ∞

0

exp

(−x bSE
k [m]

sin2 (θ)

)
×fXk,Yk

(x, y)

×
K∏
l=1
l�=k

(
1− exp

(−ζSP
l [m] y

))
dxdy dθ

=
1

π

K∑
k=1

K−1∑
r=0

K∑
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l0=1, l1 �=...�= lr �=k

(−1)r

r!
(
4σ2
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[m]

)

× 1

σ2
k,c2

[m]
(
1−

[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])
∫ M−1

M π

0

∫ ∞

0

∫ ∞

0

exp

(−x bSE
k [m]

sin2 (θ)

−y
r∑

j=1

ζSP
lj [m]−

[
x

σ2
k,c1

[m]
+

y

σ2
k,c2

[m]

]

× 1

2
(
1−

[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])
⎞
⎠

×I0
⎛
⎝

√
ρ2k,c1c2 [m] + ρ2k,c1s2 [m](

1−
[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])
×

√
xy

σk,c1 [m]σk,c2 [m]

)
dxdy dθ (51)

where the identity
∏K

l=1
l�=k

(
1− exp

(−ζSP
l [m] y

))
=

K−1∑
r=0

(−1)r

r!

K∑
l0,...,lr=1

l0=1, l1 �=...�= lr �=k

exp

(
−y

r∑
j=1

ζSP
lj

[m]

)
is used in

the last equality [20].
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