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Abstract— Opportunistic transmission schemes improve the
lifetime of conventional wireless sensor networks (WSNs) by
reducing the number of transmissions. However, this comes at the
expense of performance since fewer measurements are available.
We show that in energy harvesting (EH) WSNs, in which the
sensor nodes harvest energy from the environment, this trade-
off is fundamentally different. For a general model in which the
nodes experience independent and non-identical fading and the
EH process at a node is stationary and ergodic, we present lower
bounds on the mean squared error (MSE) for two important
classes of channel-based opportunistic transmission schemes,
namely, censoring and ordered transmissions. For the latter,
we present two novel variants that arise depending on whether
the energy in the battery of an EH sensor node is accounted
for before ordering or not. For censoring, the lower bound leads
to an insightful and explicit characterization of the optimum
censoring threshold for each node. For ordered transmissions,
it helps determine the optimal number of nodes that should
be selected to transmit. We find that the ordered transmission
schemes can outperform the censoring scheme. We also propose
a hybrid scheme that combines the best features of the above
schemes for EH WSNs.

Index Terms— Energy harvesting, wireless sensor networks,
estimation, censoring, ordered transmissions.

I. INTRODUCTION

W IRELESS sensor networks (WSNs) are finding increas-
ing use in applications such as environmental mon-

itoring, military surveillance, and healthcare due to their
low cost and ease of deployment. However, the nodes in a
conventional WSN are constrained by their limited on-board
battery energy capacity. Hence, devising energy-conserving
strategies to increase the lifetime of WSNs is an active and
important area of research.

Several lifetime improvement schemes such as
clustering [2], data correlation [3], beamforming [4], and
opportunistic transmissions [5], [6] have been explored in
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the literature. Censoring [5] and ordered transmissions [6]
are two well known opportunistic transmission schemes
that adopt different approaches to improve the energy
efficiency. Censoring is a node-specific scheme in which
each node decides to transmit or not on the basis of a
local metric that it computes. For example, the likelihood
ratio of a node’s observation is used as the metric in the
detection problem considered in [5]. In estimation problems,
a node’s measurement is the metric in [7], and the node’s
channel power gain is the metric in [8]. Instead, in ordered
transmissions, which is a group-based scheme, a node’s
decision to transmit depends on the other nodes in the
network. In it, the nodes transmit one after another in the
decreasing order of their metrics. This can be realized in
practice in a distributed manner without any node knowing
any other node’s metric using the timer-based selection
scheme [9]. Ordered transmissions has been studied for
detection in [6] and estimation in [10], with the metric being
the likelihood ratio of a node’s observation.

Energy harvesting (EH) is a green, alternate solution that
eliminates the problem of limited lifetime in WSNs. In it,
the nodes are equipped with rechargeable batteries and an EH
circuitry that enables them to harvest energy from renewable
sources, such as solar, vibration, and wind, to replenish their
energy buffers. However, since the energy available is random,
the nodes can occasionally be unavailable due to lack of
energy, which affects performance.

A. Literature Survey on EH WSNs

The literature on EH WSNs has studied problems related
to parameter estimation and data transmission. We summarize
the most pertinent ones below.

• Estimation: The literature on estimation in EH WSNs can
be broadly classified into the following two categories:

– Single Sensor Estimation: In [11], for a time-slotted
system, mean squared error (MSE) is minimized
by optimally adapting the transmit power of the
EH sensor node in each slot. This is done for
deterministic energy arrivals, in which the amount
of energy harvested in a slot is known beforehand,
and stochastic energy arrivals, in which the harvested
energy is random and is only known up to the current
slot. For stochastic energy arrivals, [12] proposes an
optimal communication scheduling and estimation
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strategy that minimizes the expected communication
and distortion costs using dynamic programming.
In [13], the effect of time correlation between signals
is modeled, and the optimal transmit power that
minimizes the MSE is determined.

– Multi-sensor Estimation: In [14], the optimal power
allocation for finite and infinite horizon estimation
problems assuming Markovian energy harvesting
processes and Markovian fading channels are solved
using dynamic programming. In [15], scheduling of
nodes and transmit power control are employed to
minimize the MSE averaged over a finite time hori-
zon assuming deterministic energy arrivals. In [16],
for stochastic energy arrivals, the optimal transmit
power of the nodes when they share their observa-
tions with each other and also when they send their
accumulated observations to the fusion node (FN) is
determined. In [17], for deterministic and stochastic
energy arrivals, the goal is to determine the transmit
power of each node and the energy that they share
with each other in each slot.

• Data Transmission: A game-theoretic framework is pro-
posed to optimize the sleep and wake-up probabilities
of a single solar-powered EH node in [18]. Learning
algorithms are used to determine the optimal transmission
policy in [19], and are used to determine the optimal
transmit power in [20] and [21] to maximize the number
of bits transmitted over a point-to-point communication
link. A learning-theoretic framework that optimizes the
transmit power to maximize the data packet arrival rate
under average delay and delay outage constraints is
studied in [22]. A battery energy based censoring scheme
is considered in [23], in which a discounted Markov
decision process framework is used to maximize the
number of messages a node transmits. A single EH node
system is considered in [24]. It uses a hidden Markov
model for the solar energy, which is obtained from real
deployments, and focuses on adapting the transmit power
level and the modulation scheme to maximize the number
of bits sent.

There is a fundamental difference between the problems
of data transmission and parameter estimation. In the former,
the goal is to maximize the number of bits transmitted, while in
the latter, the goal is to accurately estimate a random physical
parameter from the observations received from the EH nodes,
which is measured using performance metrics such as the
MSE. We focus on the estimation aspect of EH WSN design.
The focus of the above papers on this aspect has primarily been
on determining the transmit power of the sensor nodes. How-
ever, the efficacy of classical energy-conserving opportunistic
transmission schemes like censoring and ordered transmissions
in EH WSNs has not been thoroughly investigated.

B. Focus and Contributions

We make the following contributions:
• We derive a tractable and insightful lower bound on

the MSE for the censoring scheme, and then provide
an explicit characterization of the optimal censoring

thresholds for each node that jointly minimize the bound.
We show that the optimum censoring threshold for an EH
node is the point where the node transitions from being
energy constrained to being energy unconstrained. Here,
an EH node is said to be energy unconstrained if it has
sufficient energy to transmit its observation to the FN in
a slot with probability 1. Else, it is said to be energy
constrained.

• For the channel-based ordering scheme, we present two
novel variations that are unique to EH WSNs:

– Order then Active (OTA): In this scheme, the nodes
are ordered based on their channel power gains irre-
spective of whether they are active or inactive. The K
best nodes are selected for transmission. Among the
selected nodes, only the active ones transmit. Here,
an EH node is active in a slot if it has sufficient
energy to transmit its observation to the FN, else it
is inactive.

– Active then Order (ATO): In this scheme, only the
active nodes are ordered. Among them, the K best
nodes transmit their observations to the FN.

For both variants, we discuss how these can be physically
realized with low complexity. We then derive tractable
lower bounds on the MSE for them and use them to
numerically determine the optimal subset size that mini-
mizes the bound. A counter-intuitive observation that our
study leads to is that OTA outperforms ATO, especially
when the nodes are energy constrained.

• We then propose a new two-stage hybrid scheme
that combines observation-based censoring with
channel-based ordering. It outperforms both OTA and
censoring, especially when the average energy harvested
per slot is small.

The above results are general in the following two respects.
First, they apply to the general class of stationary and ergodic
EH processes, which includes the widely used independent
and identically distributed (i.i.d.) [17], Bernoulli [25], and
Markovian EH models [11], [14], [26]. Second, they apply
to the general, practically relevant case where the nodes
experience statistically non-identical fading. This happens,
for example, when the nodes are at different distances from
the FN. While we focus on a WSN with multiple EH
nodes, [19], [20], [22], [24] focus on a WSN with one EH
node. Furthermore, the focus in [19]–[24] is on data transport,
while ours is on estimation, which leads to a fundamentally
different model, analysis, and results.

In conventional WSNs, a monotonic trade-off exists
between lifetime and performance for these schemes. For
example, increasing the censoring threshold reduces the num-
ber of times a node transmits its observations to the FN.
Doing so increases lifetime, but it also increases the MSE.
However, as we show, this no longer holds in EH WSNs
for both node-specific and group-based schemes, since an EH
node can replenish itself even after its battery energy runs low.

C. Organization and Notations

This paper is organized as follows. Section II presents
the system model. Section III analyzes the MSE of the
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Fig. 1. An EH WSN consisting of N EH nodes that observe an unknown
parameter s[t] and subsequently transmit their readings to an FN, which
generates an estimate ŝ[t].

transmission schemes. Simulation results are presented in
Section IV, and are followed by our conclusions in Section V.

Notations: The probability of an event A is denoted
by Pr[A]. The conditional probability of A given event B
is denoted by Pr[A|B]. The joint probability of events A
and B is denoted by Pr[A, B]. The probability density func-
tion (PDF) of a random variable (RV) X is denoted by fX (·).
We denote the expectation with respect to X by EX[·]. Sim-
ilarly, the expectation conditioned on an event A is denoted
by EX[·|A]. The notation X ∼ CN(σ2) means that X is a
zero-mean circularly symmetric complex Gaussian RV with
variance σ2. Matrices and vectors are denoted using boldface
characters. AT denotes the transpose of a vector A. For a
set B, its cardinality is denoted by |B|, its complement by Bc,
and its power set by P [B]. For a complex number c, c∗ and |c|
denote its complex conjugate and absolute value, respectively.
The indicator function 1{a} equals 1 if a is true and is
0 otherwise.

II. SYSTEM MODEL

Fig. 1 shows a time-slotted EH WSN consisting of a set
N = {1, 2, . . . , N} of N EH nodes and an FN. The models
for sensor node readings, energy harvesting storage, channel
fading processes, transmission, and reception are as follows.

A. Sensor Readings

The observation xi[t] at the ith EH node in the tth time
slot is

xi[t] = s[t] + vi[t] , for 1 ≤ i ≤ N, (1)

where s[t] is the parameter to be estimated in the tth time slot.
It has a mean of zero and a variance of σ2

s , and is i.i.d. across t.
The observation noise vi[t] ∼ CN(σ2

v) is independent of s[t]
and is i.i.d. across i and t. The observation model in (1) is
justified when the physical phenomenon to be sensed remains
unchanged over the region where the EH nodes are being
deployed. It has also been studied in [14], [15], [17], and [27].

B. EH and Storage Model

The EH process at a node is assumed to be stationary and
ergodic with mean H̄ > 0 per slot, and is i.i.d. across nodes.
As mentioned, this general model encompasses several other
models studied in the literature [14], [16], [28]. The energy is
harvested at the beginning of a slot and is stored in an energy
buffer for use in that slot and subsequent slots. The capacity of
the buffer is assumed to be infinite in order to ensure analytical
tractability [11], [16].

C. Channel Model

Let hi[t] be the channel power gain between the ith node
and the FN in the tth time slot. It is an exponential RV with
mean λi, which models Rayleigh fading. We assume a general
block fading model in which the channel fades are i.i.d. across
time and independent across nodes, and different nodes have
different mean channel power gains. This is justified since
the nodes are geographically separated and are at different
distances from the FN. We also assume that the EH and
channel fading processes are mutually independent [14]. Let
h (t) = (h1 (t) , . . . , hN (t)) denote the vector of channel
power gains in the tth time slot.

D. Transmission Model

The nodes amplify and forward their observations to the
FN over a set of orthogonal channels.1 Each node transmits
its observation with a fixed power P . This model enables
an energy-efficient design of power amplifiers, which is an
important issue in sensor nodes [30]. When a node transmits
its observation to the FN, the energy it consumes is given
by PTtx, where Ttx is the transmission duration. Let

ρ =
H̄

PTtx

. (2)

As mentioned, a node is active in a slot if it has sufficient
energy to transmit, else it is inactive. A node i knows hi[t] in
slot t perfectly [14], [15], [27].

The opportunistic transmission schemes are as follows:
• Censoring: In this scheme, the ith node first checks

if its channel power gain exceeds a censoring thresh-
old θi. If so, it transmits provided it is active. Let
θ = (θ1, . . . , θN ) denote the censoring vector. Since an
EH node only compares its channel power gain with a
threshold, the scheme is simple to implement.

• Ordered Transmissions: Two variants arise for this
scheme in EH WSNs:

– Order then Active (OTA): It can be implemented in a
distributed manner with low complexity as follows.
Each node maintains a timer that is a monotone
non-increasing function of its channel power gain.
When its timer expires, the node transmits in its
orthogonal channel for a duration Ttx with power P

1We do not consider the alternate model in which all nodes transmit
simultaneously over the same channel, such that their signals arrive simul-
taneously and combine coherently at the FN [29]. This model requires tight
synchronization between sensor nodes and the FN, and is difficult to realize
in practice in WSNs.
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its corresponding observation if it is active, and a
low energy pilot signal if it is inactive.2 Once the
FN receives K data or pilot transmissions, it sends
out a broadcast message asking the remaining nodes
to halt their timers. Thus, only the K best nodes can
transmit.

– Active then Order (ATO): In contrast with OTA, in a
slot, only the active nodes start their timers. Once
a node’s timer expires, it transmits its observations
to the FN for a duration Ttx with power P in its
orthogonal channel. Upon receiving K data trans-
missions, the FN broadcasts a message informing the
remaining nodes to stop their timers. If the number of
active nodes is less than K , the FN ends up waiting
until the end of the slot and the number of data
transmissions it receives is less than K . Thus, ATO
can also be implemented in a distributed manner with
low complexity.

The probability that two timers expire very close to each other
is assumed to be negligible [6].

E. Reception Model

The signal received by the FN from the ith node in the
tth time slot is given by

yi[t] =
√

αhi[t]xi[t] ejφi[t] + wi[t] , for 1 ≤ i ≤ N, (3)

where α = P
/ (

σ2
s + σ2

v

)
, φi[t] is the phase of the ith channel,

and wi[t] ∼ CN(σ2
w) is the noise at the receiver for the

ith channel in the tth time slot. The noise at the receiver is
i.i.d. across nodes and slots. Since the signal, noise, channel
fading, and EH processes are stationary, we drop the time
parameter t henceforth. Let T denote the set of nodes that
transmit in a slot.

F. Estimation at FN

Based on the received signal vector, the FN computes a
linear minimum mean squared error (LMMSE) estimate of
s based on its knowledge of hi, for i ∈ T , and the first
and second order statistics of the signal and noise. We denote
the instantaneous MSE, which averages over the signal and
noise but not the channel fading, as MSE (T ). It equals
[31, Ch. IV]

MSE (T ) = Es,ŝ

[
|s − ŝ|2|T

]
. (4)

III. MSE ANALYSIS

For the ith node, let Ai be the event that the node is active,
Si be the event that it is selected, and Ti be the event that
it transmits. Let ζi = Pr[Ai]. Node i is said to be energy
unconstrained if ζi = 1. Else, it is energy constrained.

2The energy consumed by the pilot signal is much lower than PTtx. The
sensor node can maintain a small energy reserve for supporting pilot signal
transmissions even if it is inactive for several time slots.

A. Censoring Scheme

When the nodes in T transmit their observations to the FN,
the MSE is given by [31, Ch. IV]

MSE (T ) = σ2
s

(
σ2

s

σ2
v

∑

i∈T
f(hi) + 1

)−1

, (5)

where

f(hi) =
hi

hi + σ2
w

P

(
σ2

s

σ2
v

+ 1
) .

In (5), there are two sources of randomness: T , which is
affected by the randomness in the EH processes, and the
channel power gains. The average MSE, denoted by MSE, is

MSE =
∑

T ⊆N
Eh

[
MSE (T )

∣∣
∣T
]

Pr[T ] . (6)

Evaluating (6) is analytically intractable. To gain insights,
we derive a lower bound on MSE. We first state the following
lemma.

Lemma 1: Node i is energy constrained if

θi < −λi log ρ, (7)

and is energy unconstrained otherwise. Furthermore, the prob-
ability Pr[Ti] that node i transmits is given by

Pr[Ti] =

{
ρ, if θi < −λi log ρ,

e
− θi

λi , otherwise.
(8)

Proof: The proof is given in Appendix A.
We see that as θi increases, i.e., node i is censored more,

it becomes energy unconstrained. This is because its energy
usage decreases. Lemma 1 leads to the following lower
bound.

Result 1: Let C be the set of energy constrained nodes and
U be the set of energy unconstrained nodes, as determined
from Lemma 1. Then, MSE is lower bounded by

MSE ≥ Υ, (9)

where

Υ = σ2
s

⎛

⎝σ2
s

σ2
v

∑

i∈C
m (θi, λi) ρ

+
σ2

s

σ2
v

∑

j∈U
m (θj , λj) e

− θj
λj + 1

⎞

⎠

−1

, (10)

and

m (θ, λ) =
1
λ

∞∫

θ

f(x)e−
(x−θ)

λ dx. (11)

Proof: The proof is given in Appendix B.
Using Gauss-Laguerre quadrature [32, Ch. 25], m (θ, λ)

is computed using a finite series as follows: m (θ, λ) ≈
n∑

i=1

zig (ai), where g (y) = f(θ + λy), zi and ai are the

weights and abscissas, respectively, and n is the number
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of terms. The lower bound also leads to the following elegant
characterization of the optimal censoring threshold vector.

Result 2: The optimal censoring vector θ∗
LB that minimizes

the lower bound Υ is

θ∗
LB = (−λ1 log ρ,−λ2 log ρ, . . . ,−λN log ρ) . (12)

Proof: The proof is given in Appendix C.
Remark 1: From Result 2 and Lemma 1 we see that at θ∗

LB,
each node becomes energy unconstrained. Note that the opti-
mal censoring thresholds for different nodes are different.

1) Insights From I.I.D. Case: To gain more insights,
we now consider the special case where the channel fad-
ing processes of the nodes are statistically identical. Hence,
λ1 = · · · = λN = λ. By symmetry, we also have
θ1 = · · · = θN = θ. From Results 1 and 2, we get the
following.

Corollary 1: The MSE lower bound Υ simplifies to

Υ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

σ2
s

(
Nρσ2

s

σ2
v

m (θ, λ) + 1
)−1

, if θ < −λ log ρ,

σ2
s

(
Ne−

θ
λ σ2

s

σ2
v

m (θ, λ) + 1

)−1

, otherwise.

(13)

The censoring threshold vector that minimizes Υ is given
by θ∗

LB = (−λ log ρ, . . . ,−λ log ρ).

B. OTA Scheme

As mentioned earlier, in this scheme, the K best nodes are
selected and the ones that are active among them transmit.
Using order statistics notation, let hi:N be the ith largest
channel power gain among all the nodes N in the network
and i : N be its corresponding index. Thus, the instantaneous
MSE, denoted by MSE, is given by

MSE = σ2
s

(
σ2

s

σ2
v

K∑

i=1

f(hi:N )1{Ai:N } + 1

)−1

, (14)

where, as per our notation, Ai:N is the event that the ith best
node in N is active. The indicator term 1{Ai:N } arises because
the ith best node i :N transmits only if it is active. Averaging
over h1:N , . . . , hK:N and 1{A1:N }, . . . , 1{AK:N } yields

MSE = EhK:N ,aK:N

⎡

⎣σ2
s

(
σ2

s

σ2
v

K∑

i=1

f(hi:N )1{Ai:N } + 1

)−1
⎤

⎦,

(15)

where hK:N = (h1:N , . . . , hK:N ) and aK:N =(
1{A1:N }, . . . , 1{AK:N }

)
.

Evaluating (15) is analytically intractable. We, therefore,
derive a lower bound for it. Let the probability Pr[i = (j : N )]
that the ith node is the jth best in N be denoted by νij .
A closed-form expression for νij is given by the following
lemma.

Lemma 2: νij is given by

νij =
1
λi

∑

R∈Gj−1[N\{i}]

⎡

⎢
⎣

∑

Q∈P[N\(R∪{i})]
(−1)|Q|

×

⎛

⎝ 1
λi

+
∑

m∈R

1
λm

+
∑

p∈Q

1
λp

⎞

⎠

−1
⎤

⎥
⎦, (16)

where Gj−1[N \ {i}] denotes the set of all subsets of cardi-
nality j − 1 of the set N \ {i}. The probability ζi that node i
is active is then given by

ζi = min

⎧
⎪⎨

⎪⎩
1, ρ

⎛

⎝
K∑

j=1

νij

⎞

⎠

−1
⎫
⎪⎬

⎪⎭
. (17)

Proof: The proof is given in Appendix D.
Let SN be the set of all permutations of the vector

(λi : i ∈ N ) and η ∈ SN be a particular permutation that
permutes the vector (λ1, . . . , λN ) to (η1, . . . , ηN ). Using
Lemma 2, we get the following lower bound on MSE of OTA.

Result 3: MSE of OTA is lower bounded as

MSE ≥ ΩK = σ2
s

⎛

⎝1 +
σ2

s

σ2
v

K∑

i=1

f(E[hi:N ])
N∑

j=1

ζjνji

⎞

⎠

−1

,

(18)

where

E [hi:N ]

=
N∑

n=i

∑

η∈SN

N∏

q=1

⎡

⎣η−1
q

(
q∑

r=1

η−1
r

)−1
⎤

⎦

(
n∑

p=1

η−1
p

)−1

. (19)

Proof: The proof is given in Appendix E.
The optimal K that minimizes ΩK is then found numerically.

1) Insights From I.I.D. Case: As before, to gain insights,
we consider the special case where λ1 = · · · = λN = λ. This
implies ζ1 = · · · = ζN = ζ. Then, (19) simplifies to

E [hi:N ] = λ

N∑

j=i

j−1. (20)

Furthermore, (16) simplifies to νij = 1/N . For the i.i.d. case,
we get the following elegant characterization of the regions in
which the nodes are energy constrained and unconstrained.

Lemma 3: All the nodes are energy constrained if and only
if K > Nρ, in which case the probability that a node is active
is given by ζ = Nρ/K .

Proof: The proof is similar to that for Lemma 1, and is
not repeated here.

The simplified lower bound for the i.i.d. case is as follows.
Corollary 2: MSE is lower bounded as

MSE ≥ ΩK =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

σ2
s

(
σ2

s

σ2
v

K∑

i=1

ai + 1

)−1

, if K ≤ Nρ,

σ2
s

(
Nρσ2

s

Kσ2
v

K∑

i=1

ai + 1

)−1

, otherwise,

(21)
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where ai =

(

λ
N∑

j=i

j−1

)
/
(

λ
N∑

j=i

j−1 + σ2
w

P

(
σ2

s

σ2
v

+ 1
)
)

.

From Corollary 2, when K ≤ Nρ, we see that ΩK decreases
as K increases. However, when K > Nρ, ΩK increases
as as K increases. Thus, the optimal value of K is either
�Nρ� or 	Nρ
. This can be understood as follows. For small
K , fewer nodes transmit, as a result of which the estimation
error is large. When K increases, a node is selected more
often, which eventually decreases the probability that it is
active and, thus, increases the estimation error. The optimal K
provides a balance between the above two conflicting trends.

C. ATO Scheme

Recall that in this scheme, the K best active nodes transmit
their observations to the FN. Let Na be the set of all active
nodes. If |Na| ≤ K , then all the active nodes transmit their
observations to the FN. Let hNa be the vector of channel
power gains of nodes that are active and hi:Na be the ith largest
element in hNa . Let hK:Na = (h1:Na , . . . , hK:Na). For the
ATO scheme, the instantaneous MSE, denoted by MSE (Na),
is given by

MSE (Na) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

σ2
s

(
σ2

s

σ2
v

∑

i∈Na

f(hi) + 1

)−1

, if |Na|≤K,

σ2
s

(
σ2

s

σ2
v

K∑

i=1

f(hi:Na) + 1

)−1

, otherwise.

(22)

The above two cases arise because when |Na| ≤ K , ordering
the nodes does not affect the MSE. Hence, averaging over the
channel power gains and the set of active nodes, we get

MSE =
∑

Na⊆N :
0≤|Na|≤K

EhNa

⎡

⎣σ2
s

(
σ2

s

σ2
v

∑

i∈Na

f(hi) + 1

)−1 ∣
∣
∣Na

⎤

⎦

× Pr[Na] +
∑

Na⊆N :
K+1≤|Na|≤N

Pr[Na]

×EhK:Na

⎡

⎣σ2
s

(
σ2

s

σ2
v

K∑

i=1

f(hi:Na) + 1

)−1 ∣
∣
∣Na

⎤

⎦.

(23)

In ATO, it is intractable to even derive Pr[Na] because
the battery energies of the EH nodes are coupled, which is
unlike OTA. This is because the selection of a node, which
is a function of its battery energy, depends on how many
other nodes are active and, thus, their battery energy levels.
To circumvent this challenge, we employ the widely used
decoupling approximation [33], as per which the event that
node i is active is independent of whether the other nodes are
active. As we shall see below, the coupling between the nodes
gets captured by the statistical parameters. Therefore,

Pr[Na] =

⎛

⎝
∏

j∈Na

ζj

⎞

⎠
∏

l∈N c
a

(1 − ζl) . (24)

Next, we derive a lower bound on the average MSE given
in (23). The first step in this comes from the following two
lemmas, which leads to a set of equations solving which
yields ζi. In a slot, let A be a set of active nodes such that
A ⊆ N \ {i}. The conditional probability Pr[Si|A ∪ {i}] that
node i is selected when the set of active nodes is A ∪ {i} is
given by the following lemma.

Lemma 4: The conditional probability that node i is
the jth best node in the set of active nodes A ∪ {i},
Pr [i = j : (A∪ {i}) |A ∪ {i}], is as follows:

Pr[i = j : (A∪ {i}) |A ∪ {i}]

=
1
λi

∑

R∈Gj−1[A]

⎡

⎢
⎣

∑

Q∈P[A\R∪{i}]
(−1)|Q|

×

⎛

⎝ 1
λi

+
∑

m∈R

1
λm

+
∑

p∈Q

1
λp

⎞

⎠

−1
⎤

⎥
⎦. (25)

Recall that Gj−1[A] denotes the set of all subsets of cardinality
j−1 of the set A. Furthermore, conditioned on the set of active
nodes A∪ {i}, probability that node i is selected is given by

Pr[Si|A ∪ {i}] =
K∑

j=1

Pr[i = j : (A ∪ {i}) |A ∪ {i}] . (26)

Proof: The proof is similar to Appendix D, except that
the probabilities are calculated with respect to the set A∪{i}
instead of N . We skip its details to conserve space.

Lemma 5: The probability Pr[Ti] that node i transmits is

Pr[Ti] =
∑

A⊆N\{i}:
0≤|A|≤K−1

Pr[A ∪ {i}]

+
∑

A⊆N\{i}:
K≤|A|≤N−1

Pr[Si|A ∪ {i}] Pr[A∪ {i}] , (27)

where Pr[Si|A ∪ {i}] is given in Lemma 4 and Pr[A ∪ {i}] =(
∏

j∈A∪{i}
ζj

)
∏

l∈N\(A∪{i})
(1 − ζl).

Proof: The proof is given in Appendix F.
When node i is energy constrained, along lines similar to

Lemma 1, it can be shown that Pr[Ti] = ρ. Then, Lemma 5
leads to N non-linear equations in ζ1, . . . , ζN , which are
solved numerically as follows. It is easy to see that nodes
with higher mean channel power gains will be selected more
often and will, thus, become inactive with a higher probability.
Formally, if λm < λn then ζm ≥ ζn, for any m, n ∈ N
and m = n. Therefore, if m ∈ C then n ∈ C. We first set
C = N . If this leads to a consistent solution in the numerical
computation, then we terminate. Else, we successively exclude
the nodes in the increasing order of λi, for i ∈ N , from C,
and repeat the procedure until a consistent solution is found.
Using Lemmas 4 and 5, we obtain the following lower bound
on MSE for ATO.
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Result 4: MSE for ATO is lower bounded as

MSE ≥ ΨK

=
∑

Na⊆N :
0≤|Na|≤K

σ2
s

(
σ2

s

σ2
v

∑

i∈Na

m (0, λi) + 1

)−1

Pr[Na]

+
∑

Na⊆N :
K+1≤|Na|≤N

Pr[Na]

×σ2
s

(
σ2

s

σ2
v

K∑

i=1

f(E[hi:Na |Na]) + 1

)−1

. (28)

Here, m (0, λi) is given by (11), Pr[Na] is given by (24), and

E [hi:Na |Na] =
|Na|∑

n=i

∑

η∈SNa

|Na|∏

q=1

[

η−1
q

(
q∑

r=1
η−1

r

)−1
]

n∑

p=1
η−1

p

, (29)

where SNa is the set of all permutations of the vector
(λi : i ∈ Na).

Proof: The proof is given in Appendix G.
1) Insights From I.I.D. Case: In this case, λ1 = · · · =

λN = λ. Hence, ζ1 = · · · = ζN = ζ. Similar to
OTA, the nodes will be energy unconstrained if and only if
K ≤ �Nρ�. Utilizing Lemma 5 and Pr[Ti] = ρ, we get

ρ = ζ (1 − ζ)N−1

[
K−1∑

i=0

(
N − 1

i

)(
ζ

1 − ζ

)i

+ K

N−1∑

i=K

1
i + 1

(
N − 1

i

)(
ζ

1 − ζ

)i
]

. (30)

ζ is obtained by solving (30) numerically, using, for example,
fsolve in Matlab.

Remark 2: From (30), it can be seen that ρ > ζK/N . This
yields ζ < Nρ/K . Comparing this with the expression for ζ
for OTA that is obtained from Lemma 3, we see that when all
the nodes are energy constrained, the probability of them being
active is greater in OTA than ATO. This happens because the
probability that an active node is selected is greater in ATO,
which makes the EH nodes inactive more often.

Substituting λ1 = · · · = λN = λ and ζ1 = · · · = ζN = ζ
in Result 4, we get the following.

Corollary 3: MSE for ATO is lower bounded by

MSE ≥ ΨK =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

σ2
s

(
σ2

s

σ2
v

K∑

i=1

ai + 1

)−1

, if K ≤ Nρ,

σ2
s

⎛

⎝
K∑

j=0

Cj

bj
+

N∑

j=K+1

Cj

dj

⎞

⎠ , otherwise,

(31)

where bj = 1 +
(
jσ2

sm (0, λ) /σ2
v

)
, Cj =

(
N
j

)
ζj(1 − ζj)N−j ,

dj = σ2
s

σ2
v

K∑

i=1

λ
j�

r=i

r−1

λ
j�

r=i

r−1+
σ2

w
P

�
σ2

s
σ2

v
+1

� + 1, and ai is given in

Corollary 2.

Fig. 2. Censoring, i.i.d. case: MSE as a function of θ for different values
of ρ (N = 30).

D. Comments

We see from the analysis that the parameter ρ in (2) drives
the performance of the opportunistic transmission schemes.
It is a function of only the first moment H̄ of the EH process.
Therefore, the above analysis can be applied to a quasi-static
scenario in which the time scale at which the statistics of
the EH process change is larger than that of small-scale
fading. In practical WSNs, static energy consumption also
occurs to keep the nodes active. This can be approximately
incorporated in our framework by replacing ρ = H̄/ (PTtx)
with ρ =

(
H̄ − Est

)
/ (PTtx), where Est is the static energy

consumed per slot.

IV. NUMERICAL RESULTS

We now present results from Monte Carlo simulations and
compare them with our analysis. The simulations are run for
a duration of 105 time slots and the Bernoulli EH model
is simulated [30]. For the purpose of illustration, we set
s ∼ CN(1), σ2

s/σ2
v = 20 dB, P/σ2

w = 23 dB, and Ttx =
50 ms.3 To model independent and non-identically distributed
(i.n.i.d.) fading, we set the mean channel power gain of node i
as λi = βi, where β ≤ 1. The smaller the β, the more
statistically non-identical are the channel power gains of the
nodes. We first study the schemes separately and then compare
them.

A. Censoring Scheme

1) I.I.D. Case: Fig. 2 plots MSE as a function of the
censoring threshold θ for N = 30 and two values of ρ, which
correspond to two values of H̄ . Also plotted is the lower bound
derived in (13). We can see from the plot that the lower bounds
track the simulation curves well. Furthermore, the censoring
thresholds that minimize the lower bounds are the same as

3For example, this corresponds to a transmit power of 10 dBm, carrier
frequency of 2.4 GHz, path-loss exponent of 3.8, reference distance of 1 m,
and the distance between the transmitter and receiver of 40 m. At the receiver,
the noise figure is 10 dB, the bandwidth is 100 kHz, and the temperature
is 300 K.
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Fig. 3. Censoring, i.n.i.d. case: Minimum MSE as a function of ρ for
different values of β (N = 30).

the ones that minimize MSE, which illustrates the utility of
optimizing the tractable lower bound. Vertical lines in the
figure demarcate the regions in which all the nodes are energy
constrained or unconstrained. We see that when θ increases,
MSE decreases, which is unlike conventional WSNs. This is
because as the nodes are censored more, they conserve energy
and become available for transmission more often. The optimal
censoring threshold lies at the boundary between energy
constrained and unconstrained regions. Beyond this point,
MSE increases because censoring prevents the nodes from
transmitting. As ρ decreases, the minimum MSE increases
due to less energy being harvested. Notably, as ρ decreases,
the optimal censoring threshold increases, as can also be
inferred from Lemma 1.

2) I.N.I.D. Case: Fig. 3 plots the minimum MSE as a
function of ρ for different values of β for N = 30. The
minimum MSE is obtained by numerically finding the optimal
censoring threshold vector for each β and ρ, which turns out
to be the same as that in (12). Also shown is the lower bound,
in which (10) is evaluated at the optimal censoring threshold
vector given in (12). Similar to Fig. 2, we see that the lower
bound tracks the simulation curve well. Furthermore, the gap
between the two decreases as ρ increases. As β decreases,
the channels become weaker, due to which the minimum
MSE increases. Similar to the i.i.d. case, as ρ increases,
the minimum MSE decreases.

B. Ordered Transmissions Scheme

1) I.N.I.D. Case: Fig. 4 plots MSE as a function of
K for ATO and OTA for N = 8. Although the lower
bounds become loose for large K , we see that they both
track the simulation curves well and accurately identify the
optimal K . Notably, OTA yields a lower minimum MSE
than ATO. This is counter-intuitive at first sight because
ATO uses extra information about the nodes’ battery energy
levels before ordering them. We investigate this further
in Fig. 6.

2) I.I.D. Case: Fig. 5 plots MSE as a function of K for
OTA and ATO for N = 30. As in Fig. 4, the lower bound

Fig. 4. Ordered transmissions, i.n.i.d. case: MSE as a function of K for
ATO and OTA (N = 8, β = 0.9, and ρ = 0.6).

Fig. 5. Ordered transmissions, i.i.d. case: MSE as a function of K for OTA
and ATO (N = 30 and ρ = 0.6).

tracks the simulation curves well and accurately identifies
the optimal point for both. Now, all the nodes are either
energy constrained or energy unconstrained. For small K ,
increasing it decreases MSE because more readings reach
the fusion node. However, once all the nodes become energy
constrained, increasing K increases MSE because it increases
the probability that they are inactive. When the nodes are
energy constrained, i.e., when K ≥ 19, OTA outperforms
ATO. Otherwise, the performance of ATO and OTA is the
same.

Fig. 6 plots the probability ζ from simulations that a node
is active as a function of K for OTA and ATO. When the
nodes are energy unconstrained or when K = N , ζ is the
same for both schemes and so is MSE. However, as stated
in Remark 2, once the nodes become energy constrained,
i.e., when K > Nρ, the probability of a node being active is
greater for OTA than for ATO. Furthermore, when the nodes
are energy constrained, ζ for OTA is more sensitive to K than
ATO. This explains why MSE of OTA is more sensitive to K
than ATO when K > Nρ.
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Fig. 6. Ordered transmissions, i.i.d. case: ζ as a function of K for OTA and
ATO for different values of ρ (N = 30).

Fig. 7. Performance benchmarking: Minimum MSE as a function of ρ for
censoring, OTA, and OCCO for different values of N (β = 0.9).

C. Hybrid Scheme and Performance Benchmarking

Having studied the node-specific and group-based schemes
separately, we now compare all of them. We also propose a
new two-stage hybrid scheme that combines observation-based
censoring with channel-based ordering (OCCO). First,
the nodes are censored based on their observations. Node i
will not transmit if |xi| < δ, where δ is the observation-based
censoring threshold. The second stage is similar to OTA,
where the nodes are ordered in the decreasing order of their
channel power gains, and among the K best, the active ones
transmit. From the observations, the FN computes the LMMSE
estimate, which depends on δ and the first and second order
statistics of the signal and noise. Similar to OTA, OCCO can
also be realized in a distributed manner using timer-based
selection.

Fig. 7 plots the minimum MSE for censoring, OTA, and
OCCO as a function of ρ. For OCCO, the minimum MSE
is obtained by jointly optimizing δ and K numerically for
each value of ρ. As N and ρ increase, the performance of all
the schemes improves. When N is small and ρ is also small,
i.e., when the energy harvested is scarce, OCCO outperforms
OTA, which, in turn, outperforms censoring. The reasons

for this are as follows. When energy harvested is scarce,
the probability that no node transmits is the dominant factor
that determines the minimum MSE. From Lemma 1, this turns
out to be (1 − ρ)N for censoring. For small ρ and N , it is
significantly larger than the probability that no node transmits
for OTA. Hence, OTA yields a lower minimum MSE than
censoring, although the average number of transmissions for
both of them are approximately equal. Unlike OTA, OCCO
ensures that the magnitudes of the observations that reach
the FN contribute to a better estimate of the signal, which
lowers the minimum MSE. For larger N = 30 and ρ > 0.20,
censoring outperforms OCCO and OTA, but this difference is
negligible.

V. CONCLUSIONS

We analyzed the performance of both node-specific cen-
soring and group-based ordered opportunistic transmission
schemes for an EH WSN. We saw that the performance of the
OTA and ATO ordered transmission schemes, which differed
in their consideration of the battery energy state at the time
of ordering and selection, was different. We derived insightful
lower bounds on MSE for the above schemes for the general
class of stationary and ergodic EH processes, which led to a
characterization of the optimal operating point for censoring
and an easy computation of the optimal number of nodes to be
selected for OTA and ATO. When the EH nodes were energy
starved, OTA outperformed ATO and censoring, which implied
that group-based techniques that took the channel states of all
the nodes into account in a distributed manner were preferable.
We also saw that combining observation-based censoring with
channel-based ordering lowered the average MSE further in
this region, but had a negligible impact when the nodes were
not energy starved or large in number.

Several interesting avenues for research exist. One avenue
is characterizing the performance of the opportunistic trans-
mission schemes for more general correlation models, such
as the full-rank and rank-one models of [29]. Another
avenue is incorporating the effect of imperfect channel state
information.

APPENDIX

A. Proof of Lemma 1

Let Ēi be the average energy consumed by node i in a slot.
Clearly, Ēi = PTtxPr[Ti]. A node transmits if it is active and
it is not censored. Hence,

Pr[Ti] = Pr[Ai ∩ Si] . (32)

At the beginning of a slot, a node’s battery energy level is
a function of its channel power gains in the previous slots.
As the channel fading process is independent across time and
the EH and fading processes are independent of each other,
Pr[Ai ∩ Si] = Pr[Ai] Pr[Si]. Since hi is an exponential RV with
mean λi, the probability that node i is not censored is given
by Pr[Si] = Pr[hi > θi] = e−θi/λi . Hence, (32) becomes

Pr[Ti] = ζie
− θi

λi . (33)

From the law of conservation of energy, we know that

Ēi ≤ H̄. (34)
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Substituting (33) in (34) yields PTtxζie
−θi/λi ≤ H̄. Consider

the following three cases:
1) When θi > −λi log ρ: Substituting ρ = H̄/ (PTtx) and

rearranging the terms in the inequality θi > −λi log ρ, we get
Ēi < H̄ζi. We now prove that ζi = 1. Assume that ζi < 1.
Then, Ēi < H̄ . Thus, node i accumulates an average energy
of H̄ − Ēi > 0 in its battery in every slot. Hence, the energy
stored in its battery will become infinite almost surely and the
node is energy unconstrained. This contradicts our assumption
that ζi < 1. Hence, ζi = 1.

2) When θi = −λi log ρ: Rearranging terms and substitut-
ing ρ = H̄/ (PTtx) yields Ēi = H̄ζi. As above, we can prove
that ζi = 1.

3) When 0 ≤ θi < −λi log ρ: In this case, Ēi > H̄ζi.
It is easy to see that ζi = 1 is not possible since this violates
the inequality in (34). Thus, ζi < 1. Also, from the law of
conservation of energy, we get Ēi = H̄ .

Evaluating Pr[Ti]: When node i is energy unconstrained,
by definition ζi = 1. Therefore, from (33), we get Pr[Ti] =
e−θi/λi . On the other hand, when node i is energy constrained,
Ēi = H̄. Using Ēi = PTtxPr[Ti] and rearranging the terms
gives ζi = ρeθi/λi . Substituting this in (33) yields (8).

B. Proof of Result 1

For a positive-valued RV X and an event A, from Jensen’s
inequality, we know that

EX

[
1
X

∣∣
∣A
]
≥ 1

EX [X |A]
. (35)

Hence,

Eh

⎡

⎣σ2
s

(
σ2

s

σ2
v

∑

i∈T
f(hi) + 1

)−1 ∣
∣
∣T

⎤

⎦

≥ σ2
s

(
σ2

s

σ2
v

∑

i∈T
Ehi

[
f(hi)

∣
∣
∣hi ≥ θi

]
+ 1

)−1

. (36)

Since hi is an exponential RV with mean λi, we get

Ehi

[
f(hi)

∣
∣
∣hi ≥ θi

]
=

1
λi

∞∫

θi

f(x)e−
(x−θi)

λi � m (θi, λi) .

(37)

Thus, from (6), (36), and (37), we get

MSE ≥ ET

⎡

⎣σ2
s

(
σ2

s

σ2
v

∑

i∈T
m (θi, λi) + 1

)−1
⎤

⎦ . (38)

Considering all possibilities that track whether each node
transmits or not, which can be written in terms of indicator
functions 1{T1}, . . . , 1{TN}, (38) can be recast as

MSE ≥

E1{T1},...,1{TN}

⎡

⎣σ2
s

(
σ2

s

σ2
v

N∑

i=1

m (θi, λi) 1{Ti} + 1

)−1
⎤

⎦ .

(39)

Using (35) and the equality E
[
1{Ti}

]
= Pr[Ti], we get

MSE ≥ σ2
s

(
σ2

s

σ2
v

N∑

i=1

m (θi, λi) Pr[Ti] + 1

)−1

. (40)

Substituting the expression for Pr[Ti] from Lemma 1 in (40)
yields the lower bound in (10).

C. Proof of Result 2

Minimizing Υ is the same as maximizing its denominator,
which is given by

σ2
s

σ2
v

∑

i∈C
m (θi, λi) ρ +

σ2
s

σ2
v

∑

j∈U
m (θj , λj) e

− θj
λj + 1. (41)

It is easy to see that

max
θ1,...,θN

⎧
⎨

⎩
ρ
∑

i∈C
m (θi, λi) +

∑

j∈U
m (θj , λj) e

− θj
λj

⎫
⎬

⎭

≤ ρ
∑

i∈C
max

θi

{m (θi, λi)} +
∑

j∈U
max

θj

{
m (θj , λj) e

− θj
λj

}
.

(42)

As shown below, this upper bound is achievable when

θi = −λi log ρ, for 1 ≤ i ≤ N. (43)

Lemma 6: m (θi, λi) is a monotonically increasing function
of θi, for i ∈ C, and m (θj , λj) e−θj/λj is a monotonically
decreasing function of θj , for j ∈ U .

Proof: Differentiating m (θi, λi) with respect to θi, for
i ∈ C, and subsequently performing some algebraic manipu-
lations, we get

∂m (θi, λi)
∂θi

=
1
λ2

i

∞∫

θi

f(x)e−
(x−θi)

λi dx − f(θi)
λi

. (44)

We can recast (44) as follows:

∂m (θi, λi)
∂θi

=
1
λ2

i

∞∫

θi

(f(x) − f(θi)) e
− (x−θi)

λi dx ≥ 0. (45)

Hence, m (θi, λi) is increasing in θi for i ∈ C.
To show that m (θj , λj) e−θj/λj is decreasing in θj , for

j ∈ U , consider ∂
∂θj

(
m (θj , λj) e−θj/λj

)
:

∂

∂θj

(
m (θj , λj) e

− θj
λj

)

=
∂

∂θj

⎛

⎜
⎝

e
− θj

λj

λj

∞∫

θj

f(x)e−
1

λj
(x−θj)

dx

⎞

⎟
⎠,

= −e
− θj

λj

λj
f(θj) ≤ 0. (46)

The inequality follows because θj ≥ 0. Hence, the result
follows.
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D. Proof of Lemma 2

For the ith node to be the jth best, the channel power gains of
exactly j−1 nodes must exceed hi and those of the remaining
N − j nodes should be less than hi. Let these j − 1 nodes
constitute the set R. To obtain νij , we sum over all possible R.
Thus,

νij =
∑

R∈Gj−1[N\{i}]

∞∫

0

[
∏

m∈R
Pr[hm > y|hi = y]

]

×

⎡

⎣
∏

l∈N\(R∪{i})
Pr[hl < y|hi = y]

⎤

⎦ phi (y) dy, (47)

where Gj−1[N \ {i}] is the collection of all subsets of N \{i}
of size j − 1. Since hi is an exponential RV with mean λi,

νij =
∑

R∈Gj−1[N\{i}]

1
λi

∞∫

0

[
∏

m∈R
e−

y
λm

]

×

⎡

⎣
∏

l∈N\(R∪{i})

(
1 − e

− y
λl

)
⎤

⎦ e
− y

λi dy. (48)

Expanding the product terms in (48) gives

νij =
∑

R∈Gj−1[N\{i}]

1
λi

∞∫

0

e
−
�

y
λi

+
�

m∈R
y

λm

�

×

⎡

⎣
∑

Q∈P[N\(R∪{i})]
(−1)|Q|

(
e
−
�

p∈Q
y

λp

)
⎤

⎦ dy, (49)

where P [N \ (R∪ {i})] is the power set of N \ (R∪ {i}).
Integrating (49) and rearranging the terms yields (16).

Evaluating Pr[Si]: Node i will be selected to transmit if it
is the jth best node, for some 1 ≤ j ≤ K . Therefore,

Pr[Si] = Pr [(i = (1:N )) ∪ · · · ∪ (i = (K :N ))] . (50)

The events i = (1:N ) , . . . , i = (K :N ) are mutually
exclusive. Thus, applying the law of total probability to (50)
gives

Pr[Si] =
K∑

j=1

Pr[i = (j :N )] =
K∑

j=1

νij . (51)

Evaluating Pr[Ai]: As we saw before, Si and Ai are inde-
pendent. Hence, Ēi can be written as

Ēi = PTtxPr[Ai] Pr[Si] = PTtxζiPr[Si] . (52)

Thus, (34) can be recast as

PTtxζiPr[Si] ≤ H̄. (53)

When node i is energy unconstrained, ζi = 1. When it is
energy constrained, ζi < 1 and Ēi = H̄ . Substituting this
in (52), using (51), and finally solving for ζi gives (17).

E. Proof of Result 3

From (15), we know that

MSE = EhK:N ,aK:N

⎡

⎣σ2
s

(
σ2

s

σ2
v

K∑

i=1

f(hi:N )1{Ai:N } + 1

)−1
⎤

⎦.

Using (35),

MSE ≥ σ2
s

(
σ2

s

σ2
v

K∑

i=1

Ehi:N ,1{Ai:N }
[
f(hi:N )1{Ai:N }

]
+1

)−1

.

(54)

The RV hi:N is determined by the channel power gains of all
the nodes in the current slot. On the other hand, the RV 1{Ai:N }
is a function of the channel power gains in the previous
slots and the EH process upto the current slot. Since the
channel fading process is independent across slots and is also
independent of the EH process, the RVs h1:N and 1{Ai:N } are
independent. Hence,

Ehi:N ,1{Ai:N }
[
f(hi:N )1{Ai:N }

]
= E[f(hi:N )] E

[
1{Ai:N }

]
.

(55)

Since f(hi:N ) is a concave function of hi:N , applying Jensen’s
inequality in (55) gives

Ehi:N [f(hi:N )] E
[
1{Ai:N }

]
≤ f(E[hi:N ])Pr[Ai:N ] . (56)

From the results on order statistics of i.n.i.d. exponential
RVs in [34], it can be shown that

E [hi:N ] =
N∑

n=i

∑

η∈SN

N∏

q=1

⎡

⎣η−1
q

(
q∑

r=1

η−1
r

)−1
⎤

⎦
(

n∑

p=1

η−1
p

)−1

.

(57)

Using (55) and (56) in (54) yields

MSE ≥ σ2
s

(
σ2

s

σ2
v

K∑

i=1

f(E[hi:N ])Pr[Ai:N ] + 1

)−1

. (58)

Evaluating Pr[Ai:N ]: The probability of the event Ai:N that
the ith best node in N is active can be written as

Pr[Ai:N ]
= Pr [((1 = (i :N )) ∩ A1) ∪ · · · ∪ ((N = (i :N )) ∩ AN )] .

(59)

The events (1 = (i :N )) ∩ A1, . . . , (N = (i :N )) ∩ AN are
mutually exclusive. Hence,

Pr[Ai:N ] =
N∑

j=1

Pr[(j = (i :N )) ∩ Aj ] . (60)

For any node j, the event j = (i : N ) is a function of the
channel power gains of all the nodes in the current slot. On the
other hand, Aj is determined by the channel power gains in
the previous slots and the EH process upto the current slot.
Hence, by the same reasoning as above about the independence
between hi:N and 1{Ai:N }, it can be inferred that for any
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node j, the events j = (i :N ) and Aj are independent.
Thus, (60) becomes

Pr[Ai:N ] =
N∑

j=1

Pr[j = (i : N )] Pr[Aj ] . (61)

Substituting the expressions for Pr[j = (i :N )] and Pr[Aj ]
from (16) and (17), respectively, in (61), and then substituting
the expression for Pr[Ai:N ] in (58) yields (18).

F. Proof of Lemma 5

For the ATO scheme, the probability Pr[Ti] that node i
transmits can be written as

Pr[Ti] = Pr[Si|Ai] Pr[Ai] = ζiPr[Si|Ai] . (62)

Recall that A is a set of active nodes such that A ⊆ N \ {i}.
Hence, writing in terms of the number of nodes m other than
i that are active, we get

Pr[Si|Ai] =
N−1∑

m=0

Pr[Si, |A| = m|Ai]. (63)

We can rewrite (63) using the relation Pr[Si, |A| = m|Ai] =
Pr[Si|Ai, |A| = m] Pr[|A| = m|Ai]. Thus,

Pr[Si|Ai] =
N−1∑

m=0

Pr[Si|Ai, |A| = m] Pr[|A| = m|Ai]. (64)

We break the summation in (64) into two parts. The first
one is for the cases in which |A| ≤ K − 1, and the second
one is for |A| ≥ K . Thus,

Pr[Si|Ai] =
K−1∑

m=0

Pr[Si|Ai, |A| = m] Pr[|A| = m|Ai]

+
N−1∑

m=K

Pr[Si|Ai, |A| = m] Pr[|A| = m|Ai].

(65)

As per the decoupling approximation, Pr[A|Ai] = Pr[A]
since i /∈ A. Furthermore, when m ≤ K − 1, we have
Pr[Si|Ai, |A| = m] = 1. Thus, (65) can be written as

Pr[Si|Ai] =
K−1∑

m=0

Pr[|A| = m]

+
N−1∑

m=K

Pr[Si|Ai, |A| = m] Pr[|A| = m] . (66)

For m ≤ K − 1,

Pr[|A| = m] =
∑

A⊆N\{i}:
|A|=m

⎛

⎝
∏

j∈A
ζj

⎞

⎠
∏

l∈N\(A∪{i})
(1 − ζl) .

(67)

Similarly, for m ≥ K , we can show that

Pr[Si|Ai, |A| = m] Pr[|A| = m]

=
∑

A⊆N\{i}:
|A|=m

Pr[Si|A ∪ {i}]

⎛

⎝
∏

j∈A
ζj

⎞

⎠
∏

l∈N\(A∪{i})
(1 − ζl) .

(68)

Therefore, (66) simplifies to

Pr[Si|Ai] =
∑

A⊆N\{i}:
0≤|A|≤K−1

⎛

⎝
∏

j∈A
ζj

⎞

⎠
∏

l∈N\(A∪{i})
(1 − ζl)

+
∑

A⊆N\{i}:
K≤|A|≤N−1

Pr[Si|A ∪ {i}]

⎛

⎝
∏

j∈A
ζj

⎞

⎠

×
∏

l∈N\(A∪{i})
(1 − ζl) . (69)

Substituting (69) in (62) yields the desired result in (27).

G. Proof of Result 4

Using the inequality in (35), the first term in (23) yields

EhNa

⎡

⎣σ2
s

(
σ2

s

σ2
v

∑

i∈Na

f(hi) + 1

)−1 ∣
∣
∣Na

⎤

⎦

≥ σ2
s

(
σ2

s

σ2
v

∑

i∈Na

Ehi [f(hi)] + 1

)−1

, (70)

= σ2
s

(
σ2

s

σ2
v

∑

i∈Na

m (0, λi) + 1

)−1

. (71)

Note that in (70), the conditioning on Na is dropped because,
as argued before, hi is independent of Na. Applying Jensen’s
inequality to the second term in (23), we get

EhK:Na

⎡

⎣σ2
s

(
σ2

s

σ2
v

K∑

i=1

f(hi:Na) + 1

)−1 ∣
∣
∣Na

⎤

⎦

≥ σ2
s

(
σ2

s

σ2
v

K∑

i=1

Ehi:Na

[
f(hi:Na)

∣
∣∣Na

]
+ 1

)−1

. (72)

Since f(hi:Na) is a concave function of hi:Na , applying
Jensen’s inequality to (72) gives

σ2
s

(
σ2

s

σ2
v

K∑

i=1

Ehi:Na

[
f(hi:Na)

∣
∣
∣Na

]
+ 1

)−1

≥ σ2
s

(
σ2

s

σ2
v

K∑

i=1

f(E[hi:Na |Na]) + 1

)−1

. (73)

The expression for E[hi:Na |Na] is given in (29).
Furthermore, from the decoupling approximation, Pr[Na] =(
∏

j∈Na

ζj

)
∏

l∈N c
a

(1 − ζl). Substituting this expression and

using (71), (72), and (73) in (23) yields (28).
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