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Revisiting and Optimizing the Design of the
Timer-Based Distributed Selection Scheme

for Tackling Imperfect Power Control
Vikas Kumar Dewangan and Neelesh B. Mehta, Senior Member, IEEE

Abstract— Opportunistic selection improves the performance
of a multi-node wireless system by exploiting multi-user or spatial
diversity. In it, the nodes are sorted in the descending order
of their metrics, which captures the utility of a node to the
system if selected, and the best node with the highest metric
is selected. We analyze the effect of imperfect power control
on the conventional timer with power control scheme, which
selects the best node in a distributed manner, and quantify
the extent by which it reduces the probability of selecting the
best node and increases the probability of selecting a non-best
node. We then redesign it to ameliorate the impact of imperfect
power control. Our systematic approach eschews several ad hoc
assumptions implicit in the design of the conventional timer
scheme, and jointly optimizes its various parameters to maximize
the probability of selecting the best node in the presence of
imperfect power control. We present several structural insights,
including asymptotic ones, about the optimal scheme, which
also enable it to be determined with much lower computational
complexity. Our benchmarking results show that it is scalable
and outperforms the conventional schemes.

Index Terms— Selection, capture, power control, medium
access control, timer.

I. INTRODUCTION

OPPORTUNISTIC selection improves the performance of
many multi-node wireless systems by selecting one node

among the available nodes for data transmission. For example,
in a cooperative relaying system, selecting the relay that
maximizes the signal-to-noise ratio (SNR) at the destination
to forward the source’s message to the destination achieves
the same diversity order as having all the relays forward the
message simultaneously, while avoiding the tight synchro-
nization requirement among the relays [1], [2]. In cellular
systems, selecting the mobile with the highest downlink chan-
nel power gain increases the spectral efficiency and through-
put [3, Ch. 14]. In wireless sensor networks, selecting the
sensor node based on its battery energy increases network
lifetime and reduces energy consumption [4].
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Opportunistic selection can be formally defined as fol-
lows. Each node possesses a real-valued metric, which is
application-dependent and measures its ability to improve the
system performance if selected. In the cooperative relaying
system example above, a relay’s metric is its end-to-end SNR.
In the cellular system example above, a mobile’s metric is its
downlink channel power gain. We note that even user fairness
can be incorporated into this framework by suitably defining
the metric [5]. The best node, which is the node that needs to
be selected, is defined as the node with the largest metric.

While opportunistic selection is appealing, identifying the
best node is a practical challenge because a node only knows
its metric. Therefore, no node in the network initially knows
who the best node is. Consequently, a selection scheme
is required to identify the best node. For example, in the
centralized polling scheme [6], [7], each node sequentially
conveys its metric to a coordinating node, which can then
identify the best node. However, its drawback is that the time
taken to convey the metrics of all the nodes grows linearly
in the number of nodes. This overhead degrades the overall
system performance and makes it sensitive to time variations
in the channel. Therefore, distributed and scalable selection
schemes are necessary. The timer scheme is one such widely
used scheme [6]–[10], and is the focus of this paper.

A. Timer Scheme Overview

In it, a node j sets its timer as a function of its metric μ j ,
and transmits its packet to a coordinating node called sink
when its timer expires [8], [9]. The metric-to-timer mapping
is monotone non-increasing, which ensures that the best node
always transmits first. In a practical system, the timer packets
have a non-zero duration. Hence, if the best node’s transmis-
sion overlaps with another node’s transmission, which happens
if their timers expire within a time interval �v [6], [7], [10],
then a collision is said to occur and the scheme fails to
select the best node. This model has been extensively used
in the multiple access literature [6], [8], [11]–[14], and �v is
often referred to as the vulnerability window. If the nodes
employ carrier sense multiple access with collision avoidance
(CSMA/CA), then�v is determined by propagation delays and
time synchronization errors between the nodes, and switching
times, as explained in detail in [7] and [8]. When the nodes
lack the CSMA/CA capability, then �v also accounts for the
packet duration and, hence, is larger.
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While the timer scheme is simple, we saw that it can
fail to select the best node for some realizations of the
metrics. Hence, the probability that the best node gets selected,
which we shall henceforth refer to as the success probability,
is an important performance measure for it. The following
techniques have been employed to improve it.

• Optimization of Metric-to-Timer Mapping: For a selection
duration Tmax, which the system allocates for selection,
an optimal mapping is derived in [6] that maps the met-
rics into discrete timer values, namely 0,�v , . . . , N�v ,
where N = �Tmax/�v� and �·� denotes the floor function.
Furthermore, it is characterized in a recursive manner.
We shall refer to this as the conventional timer (CT)
scheme. It is shown in [6] that the CT scheme markedly
outperforms the popular inverse timer (IT) scheme [8].

• Power Control: In the conventional timer with power
control (CTPC) scheme, a node not only sets its timer
based on its metric but also controls its transmit power
to achieve a pre-specified target receive power level
at the sink [14]. The target receive power levels are
designed to exploit the capture effect, as per which a
node gets selected even if other nodes interfere with
it as long as its SNR or signal-to-interference-plus-
noise-ratio (SINR) exceeds a decoding threshold γ [15],
[16], [17, Ch. 8].1 This SINR-based decoding model
is more realistic than the conventional collision model
that has been used in most papers on timer-based selec-
tion [6]–[8]. The latter assumes that when one node
transmits, a success inevitably occurs, and when the
transmissions of two or more nodes overlap in time, then
a collision inevitably occurs.

However, several open questions remain about the efficacy
of power control in practical systems, especially when it is
imperfect. Imperfect power control affects the timer scheme’s
performance because it can cause a node’s receive power
to deviate from its target. Consequently, the receiver can
fail to decode the packet from the best node if its receive
signal strength decreases or the interference from other nodes
increases sufficiently.

B. Contributions, Connections, and Differences from
Related Works

In this paper, we first analyze the impact of imperfect power
control on the CTPC scheme [14]. We focus on the CTPC
scheme as it achieves the highest success probability among
all the known timer schemes and it does so by exploiting
power control. We then develop a formal methodology to
optimize the timer scheme’s performance in the presence of
imperfect power control that eschews several assumptions
implicitly made by the CTPC scheme. While the impact of
imperfect power control on many wireless systems, which
includes multiple access control (MAC) protocols and the
splitting-based selection scheme, has been well studied, its

1The threshold γ depends on the modulation and coding scheme, and is
of the order of 8 to 10 dB. Code division multiple access systems require
lower decoding thresholds, but at the expense of extra bandwidth. We do not
consider these systems in this paper. Thus, in our model at most one node
can get selected.

impact on the timer scheme has not been characterized to the
best of our knowledge [18]–[21].

1) Analysis of CTPC Scheme: We first characterize and
quantify the effect of imperfect power control on the CTPC
scheme. For this, we employ a theoretically and practically
well-motivated lognormal power control error model that
captures the combined effect of imperfect channel estima-
tion and a multitude of non-idealities at the transmitter and
receiver. We show that imperfect power control reduces the
scheme’s success probability. It also causes the probability of
selecting a non-best node, which is zero under perfect power
control, to become non-zero.

2) Optimization of Timer Scheme: Our second contribution
is the design of an optimal imperfect power control-aware
timer scheme. For this, we optimize the metric-to-timer-and-
power mapping to maximize the success probability under
imperfect power control. We focus on the two target receive
power levels scenario because it is tractable and insightful,
and since increasing the number of power levels further yields
marginal gains [14]. We also optimize the lower target receive
power level as a function of the timer value. This is unlike the
CTPC scheme, in which it is an ad hoc constant that needs to
be pre-specified. In order to enable a fair comparison across
schemes and to capture the hardware constraints imposed by
the dynamic range of power levels that the receiver circuitry
can handle, this design is done given a high target receive
power level H .

Our formal approach explores the following trade-off that
arises between the success probability and the lower target
receive power level L. When the best node transmits alone
and targets a receive power level L, the success probability
increases as L increases since it improves the odds that the
resultant SNR exceeds γ . On the other hand, when the best
node transmits and targets the receive power level H , and other
nodes transmit simultaneously and target the receive power
level L, the success probability decreases as L increases since
the interference power is proportional to L. Controlling this
interference is one of the key issues that drives the design of
the optimal scheme.

As we shall see, the optimization is more challenging than
for CTPC because the number of variables is larger and since
the physical layer model is more sophisticated. We show
that the optimal parameters can be efficiently computed in a
recursive manner. Finally, we show that its success probability
is higher than several other timer schemes.

3) Asymptotic Analysis: To gain significant insights, we
analyze the asymptotic regime of a large number of nodes.
We derive an insightful perturbation-theoretic result that
explicitly reveals how the statistics of imperfect power control
affect the optimal parameters.

C. Organization

The paper is organized as follows. Section II presents the
system model. The impact of imperfect power control on
the CTPC scheme is analyzed in Section III. In Section IV,
we optimize the timer scheme to tackle imperfect power
control and analyze its performance. Numerical results are
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presented in the Section V, and are followed by our conclu-
sions in Section VI.

II. PRELIMINARIES AND SYSTEM MODEL

We shall use the following notation. The probability of
an event E is denoted by Pr {E}. The conditional probability
of E given F is denoted by Pr {E|F }. A Gaussian random
variable (RV) X with mean μ and variance σ 2 is denoted
by X ∼ N (μ, σ 2). For a lognormal RV Z , the mean and
standard deviation of ln(Z), which is a Gaussian RV, shall
be referred to as the log-mean and the log-deviation, respec-

tively, of Z . The multinomial term

(
K

j1, j2, . . . , jn

)
stands for

K !/ ( j1! j2! . . . jn!(K − j1 − j2 − . . .− jn)!).
Consider a multi-node system with K ≥ 2 nodes. Each

node j has a real-valued metric μ j , which only it knows. The
metrics are assumed to be independent and identically distrib-
uted (i.i.d.) RVs [6], [14], [22]. The independence assumption
is justified, for example, when the metrics depend on the
channel gains and the nodes are spaced many wavelengths
apart. The assumption about statistically identical metrics
makes the optimization problem tractable, and is also made
in [6], [7], [14], and [22]–[24]. Let μ j have a continuous
cumulative distribution function (CDF) C(·). Then, consider
the following new metric κ j = C(μ j ) for node j . It is
uniformly distributed between [0, 1) and preserves order [25].
We, therefore, assume without loss of generality (w.l.o.g.) that
the metric is uniformly distributed in [0, 1). Since the CDF
changes at a rate that is several orders of magnitude slower
than the metrics, it can be estimated accurately with minimal
signaling overhead [26].

Following order statistics notation, let [ j ] denote the node
with the j th largest metric μ[ j ]. Therefore, μ[1] ≥ μ[2] ≥
· · · ≥ μ[K ]. Here, [1] is the best node and [2], . . . , [K ] are
non-best nodes. During the selection process, which lasts for a
duration Tmax, the sink receives the transmissions of the nodes.
The nodes transmit on the same MAC channel and, therefore,
interfere with each other if their timers expire within the time
interval �v of each other. The target receive power level of
node [ j ] is denoted by q[ j ].

A. Background: CTPC

We first summarize below the CTPC scheme, which was
proposed in [13], to set up key notation and to enumerate
the key concepts behind combining power control with the
timer scheme. For a given selection duration Tmax, every node
transmits only at discrete time instants 0, �v, . . . , N�v , where
N = �Tmax/�v�.2 Given the equivalence between N and Tmax,
we shall henceforth refer to N also as the selection duration.
The scheme is characterized by an interval length vector (ILV)
αN = [αN [0], αN [1], . . . , αN [N]], which determines when
a node transmits, and a power distribution vector (PDV)
fN = [ fN [0], fN [1], . . . , fN [N]], which determines its target

2In practice, the nodes need not be perfectly synchronized. As discussed
in Section I-A, the synchronization error and propagation delays are captured
in �v .

Fig. 1. Illustration of the metric-to-timer-and-power mapping of the CTPC
scheme and how different metrics lead to different timers and target receive
power levels. The shaded vertical bars represent target receive power levels.

receive power level when it transmits. Specifically, as illus-
trated in Fig. 1, a node transmits at time t = i�v if its metric
lies in the interval

AN [i ] � [τN [i ], τN [i ] + αN [i ]), (1)

where τN [i ] = 1 − ∑i
l=0 αN [l], for 0 ≤ i ≤ N , αN [l] ≥ 0,

and
∑N

l=0 αN [l] ≤ 1. It means that nodes whose metrics lie
in [1 − αN [0], 1) transmit at time 0, nodes whose metrics lie
in [1 − αN [0] − αN [1], 1 − αN [0]) transmit at time �v , and
so on. Nodes whose metrics lie in [0, 1 −∑N

i=0 αN [i ]) do not
transmit. We shall refer to i as the interval index. Since the
metric-to-timer mapping here is monotonically non-increasing,
the best node always transmits first.

Furthermore, as shown in Fig. 1, the interval AN [i ] is sub-
divided into two sub-intervals. A node that transmits at time
i�v sets its target receive power level as L if its metric lies
in [τN [i ], τN [i ] + αN [i ] fN [i ]), and as H otherwise. Clearly,
0 ≤ fN [i ] ≤ 1, for 0 ≤ i ≤ N . The scheme is specified
in terms of the target receive power levels because it is the
receive power level of the transmitting node(s) that ultimately
determines their SNR or SINR. It is also for this reason
that classical power control schemes are designed for a target
receive power level [3, Ch. 13]. The target receive power levels
are specified in [14] as

L = γ σ 2 and H = γ (ηL + σ 2), (2)

where σ 2 is the noise power. This setting of H ensures that the
best node is decoded if it transmits and has receive power level
H and even if up to η other nodes transmit simultaneously and
each of them has receive power level L. And, L is set so that
the best node gets decoded if it transmits alone and its receive
power level is L. The parameter η is known as the adversary
order. Equations (1) and (2) ensure that the best node transmits
no later than any other node and that it targets a receive power
level that is no less than that of any other node that transmits
simultaneously with it. Hence, the scheme guarantees that a
node, if selected, is the best node. As (αN , fN ) specifies the
mapping, we will henceforth use the tuple (αN , fN ) to refer
to the scheme itself.

1) Transmit Power Setting: In order to achieve a target
receive power level q[ j ], node [ j ] sets its transmit power P tx[ j ]
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as q[ j ]/h[ j ], where h[ j ] is the channel power gain from the
node to the sink. Consequently, the signal power Prx[ j ] at the
receiver is equal to

Prx[ j ] = h[ j ] P tx[ j ] = h[ j ]
q[ j ]
h[ j ]

= q[ j ]. (3)

In time division duplexing (TDD), a node can know its channel
power gain by exploiting reciprocity; no feedback is required.
In frequency division duplexing (FDD), periodic feedback
from the sink is required.

2) Optimal Parameters: The optimal αN and fN that maxi-
mize the success probability of the CTPC scheme depend on η;
they are not known in general. However, in [14], the optimal
solution is given in a recursive form for η = 1, and a solution
that maximizes a lower bound on the success probability is
given for η = 2.

B. Imperfect Power Control: Model and Implications

In practice, due to an inaccurate estimate of the channel
power gain, imperfect RF chain calibration in case of TDD,
feedback errors and delays in case of FDD, and non-idealities
at the transmitter such as quantization effects, power control
algorithm used, rate of adaptation of power, and dynamic range
of the transmitter [18], the transmit power of node [ j ] ends up
getting set as P tx[ j ] = (

q[ j ]/ĥ[ j ]
)
εtx[ j ], where ĥ[ j ] is the estimate

of h[ j ] available at node [ j ] and εtx[ j ] is the net contribution
of the non-idealities at the transmitter of node [ j ]. Hence,
the received signal power Prx[ j ] of node [ j ] is equal to

Prx[ j ] = h[ j ]P tx[ j ]εrx[ j ] = q[ j ]
h[ j ]
ĥ[ j ]

εtx[ j ]εrx[ j ], (4)

where εrx[ j ] is the net contribution of the non-idealities at the
receiver due to quantization, receiver-side filtering, etc. [27].
The factor

(
h[ j ]/ĥ[ j ]

)
εtx[ j ]εrx[ j ] is defined as the power control

error. Extensive experimental measurement campaigns and
theoretical investigations show that the power control error is
well modeled as a lognormal RV [27]–[31]. Hence, Prx[ j ] can
be written as

Prx[ j ] = q[ j ]el[ j ] , (5)

where l[ j ] ∼ N (0, σ 2
l ). Typically, σl is of the order of 0.23

to 0.46.3 Henceforth, when we say that node [ j ] targets a
receive power level q[ j ] at time i�v , we mean that it transmits
with power

(
q[ j ]/ĥ[ j ]

)
εtx[ j ] at time i�v and, consequently, its

receive power is equal to q[ j ]el[ j ] .
When the best node transmits alone, its SNR is equal

to q[1]el[1]/σ 2. And, in general, when the M nodes
[1], [2], . . . , [M] transmit simultaneously and target the
receive power levels q[1], . . . , q[M], respectively, the SINR of
node [ j ], which is denoted by SINR[ j ], equals

SINR[ j ] = q[ j ]el[ j ]

M∑
k=1,k �= j

q[k]el[k] + σ 2

, for 1 ≤ j ≤ M. (6)

3In the lognormal literature, dB units are typically used. For a log-deviation
of σl , the standard deviation in dB is equal to 10σl/ ln(10). It is reported as
being of the order of 1-2 dB [18], [30], which corresponds to the values
mentioned above.

The best node gets selected only if SINR[1] exceeds γ . Since
q[1] ≥ q[2] ≥ · · · ≥ q[M], it follows for perfect power
control (σl = 0) that SINR[ j ] < 1 < γ , for 2 ≤ j ≤ M .
Thus, a non-best node never gets selected with perfect power
control. However, imperfect power control can cause SINR[ j ]
to exceed γ , for some non-best node and lead to its selection.

III. ANALYSIS OF IMPACT OF IMPERFECT

POWER CONTROL

We now analyze the impact of imperfect power control
on the CTPC scheme. To do so, we define Sm,n(i) as the
event that nodes [1], . . . , [n] target the receive power level
H and nodes [n + 1], . . . , [n + m] target the receive power
level L at time i�v . Further, in order to make analysis
tractable, we make the following two intuitive approximations
and illustrate their accuracy with an example in which K = 10,
η = 1, N = 14, γ = 10, σ = 1, and σl = 1. They are as
follows: (i) The probability that four or more nodes transmit
simultaneously is negligible. For the above example, it turns
out to be just 0.005. (ii) If three nodes target the same receive
power level simultaneously, then the probability that any of
them gets selected can be neglected. For the above example,
this probability is just 0.0015.

The following two results characterize the impact of imper-
fect power control on the CTPC scheme.

Result 1: The success probability PN of the CTPC scheme
in the presence of imperfect power control is given by

PN =
N∑

i=0

K∑
m=0

K−m∑
n=0


m,n

(
K

m, n

)
(τN [i ])K−(m+n)

× (αN [i ])m+n ( fN [i ])m (1 − fN [i ])n, (7)

where 
(m,n) is the probability of success given the event
Sm,n(i) and is given by


m,n =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0, m = 0, n = 0,

Q

(
1

σl
ln
(
γ σ 2

q̃

))
, m + n = 1,

Q

⎛
⎝ ln (γ /q̃)+ μ′

m,n√
σ 2

l + σ ′2
m,n

⎞
⎠ , otherwise.

(8)

Here, Q(x) is the Gaussian Q-function, and q̃ = H , if n ≥ 1,
and q̃ = L, if n = 0. Furthermore,

σ ′2
m,n =

⎧⎪⎪⎨
⎪⎪⎩

ln

(
g(n − 1,m)

(h(n − 1,m))2
+ 1

)
, n ≥ 1,

ln

(
g(0,m − 1)

(h(0,m − 1))2
+ 1

)
, otherwise,

(9)

μ′
m,n =

⎧⎪⎪⎨
⎪⎪⎩

ln (h(n − 1,m))− σ ′2
m,n

2
, n ≥ 1,

ln (h(0,m − 1))− σ ′2
m,n

2
, otherwise,

(10)

g(n,m) = eσ
2
l

(
eσ

2
l − 1

) (
nH 2 + mL2

)
, and h(n,m) =

eσ
2
l /2 (nH + mL)+ σ 2.

Proof: The proof is relegated to Appendix A.
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Explanation: In (7), the term

(
K

m, n

)
(τN [i ])K−(m+n)

(αN [i ])m+n ( fN [i ])m (1 − fN [i ])n is the probability of
Sm,n(i). And, in (8), μ′

m,n and σ ′
m,n are the log-mean and log-

deviation, respectively, of the interference plus noise power
while decoding the transmission of the best node given the
event Sm,n(i).

Result 2: The probability Pother
N that a non-best node gets

selected is

Pother
N =

N∑
i=0

K∑
m=0

K−m∑
n=0


 ′
m,n

(
K

m, n

)
(τN [i ])K−(m+n)

× (αN [i ])m+n ( fN [i ])m (1− fN [i ])n , (11)

where 
 ′
(m,n) is the probability that a non-best node gets

selected given the event Sm,n(i) and is given by


 ′
m,n =

⎧⎪⎪⎨
⎪⎪⎩

0, m + n ≤ 1,

Q

⎛
⎝ ln (γ /q̃)+ μ′′

m,n√
σ 2

l + σ ′′2
m,n

⎞
⎠ , otherwise.

(12)

Here, q̃ is H , if n ≥ 2, and is L, otherwise. Furthermore,

σ ′′2
m,n =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ln

(
g(1,m − 1)

(h(1,m − 1))2
+ 1

)
, n = 1,

ln

(
g(n − 1,m)

(h(n − 1,m))2
+ 1

)
, n ≥ 2,

ln

(
g(0,m − 1)

(h(0,m − 1))2
+ 1

)
, otherwise,

(13)

μ′′
m,n =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

ln (h(1,m − 1))− σ ′′2
m,n

2
, n = 1,

ln (h(n − 1,m))− σ ′′2
m,n

2
, n ≥ 2,

ln (h(0,m − 1))− σ ′′2
m,n

2
, otherwise.

(14)

Proof: The proof is relegated to Appendix B.
In (12), μ′′

m,n and σ ′′
m,n are the log-mean and log-deviation,

respectively, of the interference plus noise power while decod-
ing the transmission of the non-best node given Sm,n(i).

IV. OPTIMAL TIMER SCHEME FOR IMPERFECT

POWER CONTROL

We now redesign the timer scheme to maximize its success
probability for imperfect power control for a given selection
duration N ∈ Z

+, and for a given H > 0. Instead of pre-
specifying parameters such as η and L in an ad hoc manner,
we jointly optimize αN , fN , and the lower target receive power
level L N [i ] ≤ H for each interval index i . Thus, a node that
transmits at i�v targets a receive power level that belongs to
the set {L N [i ], H }. Let the lower power vector (LPV) LN be
defined as

LN � [L N [0], L N [1], . . . , L N [N]] . (15)

We shall use the triplet (αN , fN , LN ) to refer to the
scheme itself, and shall denote its success probability by

PN (αN , fN , LN ). The total number of variables to be opti-
mized jointly is 3(N + 1). Let P∗

N denote the optimal success
probability, and let α∗

N , f ∗
N , and L∗

N denote the optimal ILV,
PDV, and LPV, respectively, that achieve it. We now derive a
general recursion that governs the optimal parameters and the
optimal success probability for imperfect power control.

General Recursion: From the law of total probability,
PN (αN , fN , LN ) is given by

PN (αN , fN , LN )

= Pr {S0(αN [0], fN [0], L N [0])} + (1 − αN [0])K

× PN−1(α
′
N−1, f ′

N−1, L′
N−1), (16)

where S0(x, y, z) is the success event at time 0 when
αN [0] = x , fN [0] = y, and L N [0] = z and
(1−αN [0])K PN−1(α

′
N−1, f ′

N−1, L′
N−1) is the probability that

a success occurs later.
Equation (16) follows because a success at a later time

instant can occur only if no node transmits at time t = 0,
for which no node’s metric must lie in the interval
[1 − αN [0], 1). This happens with probability (1 − αN [0])K .
Given this event, the metrics of the K nodes are i.i.d.
and uniformly distributed in [0, 1 − αN [0]), and the
total time available for the selection process decreases to
Tmax −�v , for which the success probability is, by defin-
ition, PN−1(α

′
N−1, f ′

N−1, L′
N−1). Here, the elements of the

N-length vectors α′
N−1, f ′

N−1, and L′
N−1 are given as follows,

for 0 ≤ i ≤ N − 1:

α′
N−1[i ] = αN [i + 1]

1 − αN [0] , (17a)

f ′
N−1[i ] = fN [i + 1], (17b)

L ′
N−1[i ] = L N [i + 1]. (17c)

As shown in Appendix C, Pr {S0(x, y, z)} is given by

Pr {S0(x, y, z)}
= K x(1 − x)K−1(yε1(z)+ (1 − y)ε1(H ))

+
(

K
1, 1

)
(1 − x)K−2x2(1 − y)yε2(z). (18)

Here, ε1(z) = Q
(
ln
(
σ 2γ /z

)
/σl

)
is the success probability

given that only node [1] transmits and its target receive
power level is q[1] = z. And, ε2(z) is the success probability
given that only nodes [1] and [2] transmit, and q[1] = H
and q[2] = z. It is equal to Q

((
ln (γ /H )+ μ̀

)
/σ̀
)
, where

σ̀ 2 = ln

(
z2eσ

2
l

(
eσ

2
l − 1

)
/
(

zeσ
2
l /2 + σ 2

)2 + 1

)
and μ̀ =

ln
(

zeσ
2
l /2 + σ 2

)
− σ̀ 2/2.

Equation (16) implies the following recursion that involves
just three variables:

(
α∗

N [0], f ∗
N [0], L∗

N [0])
= argmax

0≤x,y≤1, 0≤z≤H

{
Pr {S0(x, y, z)} + (1 − x)K P∗

N−1

}
, (19)
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and the optimal success probability is given by

P∗
N = Pr

{
S0(α

∗
N [0], f ∗

N [0], L∗
N [0])}+ (1 − α∗

N [0])K P∗
N−1,

(20)

with P∗−1 � 0. This recursion is similar to that for the
CTPC scheme with perfect power control [14, (11)] though
the models are different.

Result 3: The following statements show that only one
variable L N [0] needs to be numerically optimized, while the
other two optimal parameters can be deduced from it:

1) Given αN [0] = x and L N [0] = z, the fraction
fN [0] that maximizes the success probability is equal to
1/2 − (1 − x) (ε1(H )− ε1(z)) / (2(K − 1)xε2(z)).

2) Given L N [0] = z, the interval length αN [0] that
maximizes the success probability is a solution of the
following quadratic equation:

a(z)x2 + b(z)x + c = 0, (21)

where

a(z) = K

(
χ1(z)− χ2(z)

2
− χ3(z)

2

)
− P∗

N−1,

b(z) = χ2(z)+ Kχ3(z)− (K + 1)χ1(z)+ 2P∗
N−1,

c(z) = χ1(z)− Kχ3(z)

2
− P∗

N−1,

χ1(z) = (ε1(z) + ε1(H ))/2, χ2(z) = (K − 1) ε2(z)/2,
and χ3(z) = (ε1(z)− ε1(H ))2/(2(K − 1)ε2(z)).

Proof: The proof is given in Appendix D.
Comments:

• By the virtue of (19) and Result 3, the total number of
variables that need to be jointly optimized numerically
decreases from 3(N + 1) to 1. The only variable that
needs to be optimized numerically is L N [0], which is
determined in terms of the parameters optimized for
N − 1. The optimal parameters need to be obtained only
once at the beginning of the selection process, and can
be conveyed to all the nodes.

• Under perfect power control, if L∗
N [0] ≥ γ σ 2 and

H = γ (L∗
N [0] + σ 2), then ε1(L∗

N [0]) = ε1(H ) =
ε2(L∗

N [0]) = 1. Substituting these values in Result 3,
one can show that the optimal parameters are the same
as those of the CTPC scheme with η = 1. Thus, the CTPC
scheme is optimal when the power control is perfect, but
is sub-optimal otherwise.

• From Result 3, we see that f ∗
N [0] ≤ 1/2, because

0 ≤ x ≤ 1, ε2(z) > 0, and ε1(z) ≤ ε1(H ).
• For the CTPC scheme with η = 1, αN [0] is one specific

solution of a quadratic equation, whose other solution is
provably sub-optimal [14]. However, this is no longer the
case with imperfect power control. Both solutions of (21)
need to be checked for.

Performance Analysis: Unlike the CTPC scheme, the lower
target receive power level in the optimal scheme is a func-
tion of the interval index i . Now, Sm,n(i) denotes the event
that nodes [1], . . . , [n] target the receive power level H
and nodes [n + 1], . . . , [n + m] target the receive power
level L N [i ] at time i�v . Let μ′

m,n(i) and σ ′
m,n(i) denote

the log-mean and log-deviation, respectively, of the inter-
ference plus noise power while decoding the transmis-
sion of the best node given Sm,n(i). The optimal suc-
cess probability can also be obtained from Result 1 except
that αN [i ], τN [i ], fN [i ], 
m,n , σ ′

m,n , μ′
m,n , g(n,m), and

h(n,m) are replaced by α∗
N [i ], τ ∗

N [i ], f ∗
N [i ], 
m,n(i),

σ ′
m,n(i), μ′

m,n(i), eσ
2
l

(
eσ

2
l − 1

) (
nH 2 + m(L∗

N [i ])2), and

eσ
2
l /2

(
nH + mL∗

N [i ]) + σ 2, respectively. The probability of
selecting a non-best node can also be obtained by making
similar substitutions in Result 2.

In order to gain insights, we now study the asymptotic
regime in which the number of users K is large. We define
βN = lim

K→∞ KαN and characterize it below. Intuitively, this

makes sense because the interval length shrinks as the number
of users increases. Otherwise, the probability that a sufficiently
large number of nodes transmit and, therefore, the best node
cannot be decoded would increase to one.

Result 4: When K → ∞, the optimal success probability
is given by

P∗
N = (β∗

N [0], f ∗
N [0], L∗

N [0]), (22)

where (x, y, z) = e−x
(
x (yε1(z)+ (1 − y) ε1(H ))+ x2y

(1 −y)ε2(z)+ P∗
N−1

)
. Furthermore, β∗

N [0] and f ∗
N [0] can be

determined in terms of L∗
N [0] as follows:

1) Given L N [0] = z, the scaled interval
length βN [0] that maximizes the success
probability is equal to

(
ε2(z) − ε1(z) − ε1(H )

+
√

4ε1(z)ε1(H )+ (ε2(z))2 − 4P∗
N−1ε2(z)

)
/ε2(z).

2) Given βN [0] = x ′ and L N [0] = z, the fraction
fN [0] that maximizes the success probability is equal to
1/2 − (ε1(H )− ε1(z)) /

(
2x ′ε2(z)

)
.

Furthermore, for 1 ≤ i ≤ N ,

β∗
N [i ] = β∗

N−1[i − 1], f ∗
N [i ] = f ∗

N−1[i − 1],
L∗

N [i ] = L∗
N−1[i − 1]. (23)

Proof: The proof is given in Appendix E.
The above result reduces the number of possibilities to be

examined for finding L∗
N [0] by a factor of two compared to

Result 3(2). This is because it explicitly gives the optimal
scaled interval length βN [0] for a given L N [0] instead of the
two roots that needed to be checked for earlier. More impor-
tantly, it also leads to the following perturbation-theoretic
result that brings out how the statistics of imperfect power
control affect the optimal parameters. For this, we first recall
the following result. For the CTPC scheme with η = 1,
the optimal scaled interval length βN [0] and the optimal
fraction fN [0] are given by [14]:

βN [0] = −1 +
√

5 − 4P∗
N−1 and fN [0] = 1

2
. (24)

Corollary 1: Let ε1(L∗
N [0]) = 1 − δ1, ε1(H ) = 1 − δ2, and

ε2(L∗
N [0]) = 1 − δ3, and δ1, δ2, δ3 ≥ 0. If δ1, δ2, and δ3 are
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Fig. 2. Failure probability of CTPC scheme as a function of the lower target
receive power level L for different values of η and σl (K = 10, H = 150,
and N = 14).

infinitesimally small, then

β∗
N [0] = −1 +

√
5 − 4P∗

N−1 + ψ (δ1, δ2, δ3) , (25)

f ∗
N [0] = 1

2
− δ1 − δ2

2β∗
N [0] , (26)

where ψ (δ1, δ2, δ3) = (δ1 + δ1)
(

1 − 2/
√

5 − 4P∗
N−1

)
+

δ3

(√
5 − 4P∗

N−1 − 2 − (
1 − 2P∗

N−1

)
/
√

5 − 4P∗
N−1

)
.

Proof: The proof is given in Appendix F.
Comments: We see that ψ (δ1, δ2, δ3) in (25) and

(δ1 − δ2) /
(
2β∗

N [0]) in (26) are the perturbation terms that
arise due to imperfect power control. We also see that f ∗

N [0]
increases when δ1 decreases, i.e., when the success probability
of the event in which the best node targets the lower receive
power level and transmits alone increases.

V. RESULTS

We now evaluate the efficacy of the proposed scheme for
different system parameter settings. We verify the analytical
results with Monte Carlo simulation results, which are gen-
erated using 50 000 runs. In each run, the metrics of the K
nodes are generated as independent, uniformly distributed RVs
that lie in [0, 1). Their power control errors are generated as
independent, lognormal RVs with a log-deviation σl . We nor-
malize all the target receive power levels with respect to σ 2,
which we set w.l.o.g. to 1, and represent them in linear scale.
We set γ = 10 dB. To ensure better clarity in the figures,
we shall often plot the failure probability, which is one minus
the success probability. Maximizing the success probability is
equivalent to minimizing the failure probability.

A. Performance of Conventional Timer Scheme With
Imperfect Power Control

Figure 2 plots the failure probability of the CTPC scheme
in logarithmic scale for η = 1 and 2, and for different values
of the lower target receive power level L, in the presence of
imperfect power control. We make the following observations.
First, increasing η leads to only a marginal decrease in the
failure probability. Second, for L ≤ 5, the failure probability

Fig. 3. Zoomed-in view of probability of non-best node selection of the
CTPC scheme as a function of N for different σl (η = 1, K = 10, L = 13,
and H = 150).

is close to 0.5 because the best node is unlikely to be decoded
when it targets such a low L. Third, the behavior of the failure
probability as a function of L is different for σl = 0.1 and 0.5.
For σl = 0.1 and η = 1 or 2, the failure probability initially
decreases as L increases, attains its lowest value of 0.074 at
L = 13, and marginally increases again as L increases further.
On the other hand, it decreases monotonically for σl = 0.5.
However, in both cases, it levels off at 0.1 as L increases.
This is because for larger L, the event in which only the
best node transmits alone contributes the most to the success
probability. Fourth, for L ≤ 9, the failure probability for
σl = 0.5 is less than that for σl = 0.1. This is because the
failure probability of the event in which only the best node
transmits and targets the receive power level L, which is equal
to 1 − Q

(
ln
(
γ σ 2/L

)
/σl

)
, decreases as σl increases. This is

the dominant event when any node targets the receive power
level L.

Figure 3 plots the probability that a non-best node gets
selected as a function of the selection duration N for differ-
ent σl . It increases as σl increases. Given σl , it decreases as
N increases because the probability that multiple nodes trans-
mit simultaneously at any time instant decreases. The marginal
gap between the analysis and simulation results arises due
to the Fenton-Wilkinson (F-W) method-based approximations
[32, Ch. 3] made in Appendix B.

B. Performance and Benchmarking

We now benchmark the performance of the optimal scheme
with the widely used IT scheme that uses the mapping
f (μ) = c/μ to set the timer of a node [8], CT scheme [6], and
CTPC scheme with η = 1 that exploits power control but is
designed assuming that it is perfect [14]. In order to maximize
the success probabilities of the CT and IT schemes and ensure
a fair comparison, we set the target receive power level as H
for both of them. Furthermore, we numerically optimize c for
each selection duration for the IT scheme.

Figures 4(a) and 4(b) plot the failure probabilities in log-
arithmic scale of the above mentioned schemes for σl = 0.1
and 0.5, respectively, as a function of N for K = 10 and



DEWANGAN AND MEHTA: REVISITING AND OPTIMIZING THE DESIGN OF THE TIMER-BASED DISTRIBUTED SELECTION SCHEME 7653

Fig. 4. Performance benchmarking: Failure probability as a function of the
selection duration N (K = 10 and H = 150).

H = 150. The metric is a unit mean exponential RV.4 Also
plotted is the failure probability of the CTPC scheme with
perfect power control (σl = 0). Figure 4(a) plots both analysis
and simulation results for the optimal scheme. We see that
there is a good match between the two, which validates the
analysis. The same observation holds for Fig. 4(b), in which
only analysis results for the optimal scheme are shown in order
to avoid clutter.

We observe in Fig. 4(a), in which σl is 0.1, that the optimal
scheme outperforms the IT, CT, and CTPC schemes. For
example, for N = 14, the failure probabilities of the optimal,
IT, CT, and CTPC schemes are 0.073, 0.24, 0.10, and 0.30,
respectively. The performance of the CTPC scheme degrades
by 25.0% compared to that with perfect power control.
However, for the optimal scheme, this degradation is
only 1.1%. In Fig. 4(b), in which σl is 0.5, the optimal scheme
markedly outperforms IT and CTPC, and marginally outper-
forms CT. For example, at N = 14, the failure probabilities of
the optimal, IT, CT, and CTPC schemes are 0.10, 0.24, 0.10,
and 0.30, respectively.

These two figures bring out several noteworthy points. First,
there is a significant increase in the failure probability of
the CTPC scheme due to imperfect power control. This is

4While the performances of the CT, CTPC, and optimal schemes do not
depend on the probability distribution of the metric, the performance of the
IT scheme does depend on it. Hence, we specify the probability distribution
here.

Fig. 5. Asymptotic behavior and scalability: Zoomed-in view of success
probability as a function of the number of nodes K for different N and
different settings of αN (σl = 0.5 and H = 150).

due to its choice of the lower target receive power level L
as γ σ 2 (cf. (2)). When the best node transmits alone and
targets the receive power level L, the probability that its SNR
falls below γ is now 1 − Q(0) = 1/2. Secondly, the failure
probabilities of the IT and the CT schemes are insensitive
to σl . This is because of our choice of H as the target
receive power level for them. Third, we see that for σl = 0.5,
the performance of the CT scheme approaches that of the
optimal scheme. This is because the optimal scheme needs
to tackle the following two counteracting trends. Increasing
L N [i ] increases the probability that the best node gets selected
if it happens to transmit alone in i th interval. However, doing
so reduces the odds that the best node gets selected if it targets
the receive power level H and m other nodes target L N [i ] in
the i th interval. For large σl , L∗

N [i ] turns out to be close to H
in order to tackle the first trend, which dominates the success
probability. In this regime, the performance of the system is,
therefore, just as good as using only one target power level
H , which is the case with the CT scheme. However, when
σl is small, L∗

N [i ] is small relative to H and both the trends
contribute to the success probability. Here, the optimal scheme
does outperform CT, as is seen in Fig. 4(a).

1) Asymptotics: Figure 5 plots P∗
N as a function of the

number of nodes K for two different selection durations.
It also plots the success probability of the timer scheme when
its ILV, PDV, and LPV are set as αN = β∗

N /K , fN = f ∗
N ,

and LN = L∗
N , where β∗

N , f ∗
N , and L∗

N are given in Result 4.
We observe that the asymptotic regime manifests itself even
when K is as small as 10. We also observe that the pro-
posed scheme is scalable even with imperfect power control,
since its success probability levels off at 0.89 and 0.74 for
N = 14 and 4, respectively, and does not decrease to 0 as K
increases. This is because the α∗

N [i ], which drives how many
nodes transmit at time i�v , decreases as K increases.

C. Insights About Structure of Optimal Mapping

Figure 6 plots the interval lengths of the optimal, CT,
and CTPC schemes as a function of the interval index i
for different values of σl for N = 14. In all the schemes,
the interval length increases with i . This implies that all
the schemes are initially conservative and cause fewer nodes,
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Fig. 6. Effect of power control error log-deviation on optimal interval lengths
α∗

N [i] as a function of interval index i (H = 150, N = 14, and K = 10).

Fig. 7. Optimal lower target receive power level L∗
N [i] normalized with

respect to γ as a function of interval index i for different power control error
log-deviations (H = 150, N = 14, and K = 10).

on average, to transmit. However, as the time remaining for
selection decreases, the lengths of the remaining intervals
increase to increase the odds of a transmission.

Figure 7 plots the optimal lower target receive power level
L∗

N [i ] normalized with respect to γ as a function of the interval
index i for different σl . We see that for any i , L∗

N [i ] increases
as σl increases. This ensures that the probability that the best
node gets selected when it transmits alone and targets L∗

N [i ]
does not decrease as power control becomes more imperfect.
Furthermore, given σl , L∗

N [i ] decreases as i increases. This is
because, as we saw in Fig. 6, the average number of nodes that
transmit at time i�v increases as i increases. Consequently,
a decrease in L∗

N [i ] increases the selection probability of the
best node when it targets H and the other nodes target L∗

N [i ]
at time i�v . For example, for σl = 1, which corresponds to
a relatively large power control error, L∗

N [i ] saturates at the
highest possible value H for i ≤ 9 and decreases thereafter.

Figure 8 plots the optimal fraction of nodes f ∗
N [i ] that target

the receive power level L∗
N [i ] as a function of the interval

index i for different σl . For a given i , we see that f ∗
N [i ] for

σl = 0.1 is greater than that for σl = 0.5. This is due to
the decrease in L∗

N [i ] as σl decreases, which we observed
in Fig. 7. A lower L∗

N [i ] increases the probability that the
best node is decoded when it targets H and the interfering
nodes target L∗

N [i ]. A higher f ∗
N [i ] then facilitates the capture

of the best node if it were to target H by increasing the prob-
ability that the interfering nodes target L∗

N [i ] instead of H .

Fig. 8. Zoomed-in view of the optimal fraction of nodes f ∗
N [i] that target

the receive power level L∗
N [i] as a function of interval index i for different

power control error log-deviations (H = 150, N = 14, and K = 10).

We also see that f ∗
N [i ] increases as i increases for both

σl = 0.5 and 0.1. However, the trends for σl = 1 are
different. Instead of remaining constant, f ∗

N [i ] now decreases
as i increases. The reason for this is as explained in the
previous paragraph.

VI. CONCLUSIONS

We analyzed the success probability of the CTPC scheme
and saw that it was quite sensitive to the log-deviation of
the power control error, which was modeled as a lognormal
RV on the basis of the extensive set of results reported in
the literature. It also varied over a wide range depending
on the choice of its parameters, which were specified in an
ad hoc manner. We then developed a new distributed timer
scheme, in which the lower target receive power level and the
metric-to-timer-and-power mapping were jointly optimized,
in order to maximize the success probability given imperfect
power control. We presented a recursive computation that
significantly reduced the number of variables that had to be
jointly optimized, and made a numerical computation of the
optimal parameters feasible. Under imperfect power control,
the proposed scheme was scalable and achieved a higher
success probability than the timer schemes studied in the
literature, with the extent of gain depending on the log-
deviation of the power control error.

An interesting avenue for future work is to evaluate the
system-level trade-offs associated with the use of the timer
scheme, with or without power control. These include the
power cost and protocol overheads of using power control,
feedback overheads, and the spectral efficiency cost of imple-
menting the selection scheme itself. Evaluating the impact of
the peak power constraint is another relevant problem.

APPENDIX

A. Proof of Result 1

The success probability PN is given by

PN =
N∑

i=0

Pr {S(i)} , (27)

where S(i) denotes the success event at time instant i�v .
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It occurs if node [1] transmits at time instant i�v and gets
selected. From the law of total probability, we have

Pr {S(i)} =
K∑

m=0

K−m∑
n=0


m,nPr
{

Sm,n(i)
}
, (28)

where 
(m,n) is the probability of success given the event
Sm,n(i). Furthermore,

Pr
{

Sm,n(i)
} =

(
K

m, n

)
(τN [i ])K−(m+n) (αN [i ])m+n

× ( fN [i ])m (1 − fN [i ])n . (29)

We now calculate 
m,n for different m and n. When no
node transmits, i.e., m + n = 0, we have 
m,n = 0. When
only node [1] transmits, i.e., when m + n = 1, we have
SINR[1](m, n) = q[1]el[1]/σ 2, where SINR[ j ](m, n) denotes
the SINR of node [ j ] given Sm,n(i). Hence,


m,n = Pr

{
q[1]el[1]

σ 2 ≥ γ

}
= Q

(
1

σl
ln

(
γ σ 2

q[1]

))
. (30)

When multiple nodes transmit simultaneously, i.e., when
m + n ≥ 2, we have

SINR[1](m, n) = q[1]el[1]∑m+n
k=2 q[k]el[k] + σ 2

≈ q[1]el[1]

el′m,n
. (31)

This follows from the Fenton-Wilkinson method [32, Ch. 3],
which approximates

∑m+n
k=2 q[k]el[k] + σ 2 by a lognormal RV

el′m,n , where l ′ ∼ N
(
μ′

m,n, σ
′2
m,n

)
. The values of σ ′2

m,n and

μ′
m,n for different m and n are given in (9) and (10), respec-

tively. Hence, we get 
(m, n) ≈ Pr
{

q[1]el[1]/el′m,n ≥ γ
}

,
which simplifies to (8).

B. Proof of Result 2

From assumption (ii) in Section III, the probability that
node [ j ] is selected is zero for j ≥ 3. Therefore, the proba-
bility Pother

N that a non-best node is selected is

Pother
N = Pr {Node [2] selected} ,

=
N∑

i=0

K∑
m=0

K−m∑
n=0

Pr
{

Sm,n(i)
}

 ′
(m,n), (32)

where
 ′
(m,n) = Pr

{
SINR[2](m, n) ≥ γ

}
is the probability that

node [2] is selected given Sm,n(i).
When m + n ≤ 1, node [2] does not transmit. Hence,


 ′
(m,n) = 0. When multiple nodes transmit at time t = i�v ,

the SINR of node [2] is

SINR[2](m, n) = q[2]el[2]∑m+n
k=1,k �=2 q[k]el[k] + σ 2

≈ q[2]el[2]

el′′m,n
. (33)

As before,
∑m+n

k=1,k �=2 q[k]el[k] + σ 2 is approximated using

the F-W method by a lognormal RV el′′m,n , where l ′′m,n ∼
N
(
μ′′

m,n, σ
′′2
m,n

)
. The values of σ ′′2

m,n and μ′′
m,n for different

m and different n are given in (13) and (14), respectively.
Hence, for m + n ≥ 2, 
 ′

(m,n) is as given in (12).

C. Computation of Pr {S0(x, y, z)}
From the law of total probability, the probability of success

at t = 0 is given by

Pr {S0(αN [0], fN [0]), L N [0])}
=

K∑
m=0

K−m∑
n=0

Pr
{

Sm,n(0)
}

Pr
{
Success|Sm,n(0)

}
, (34)

where Sm,n(i) denotes the event in which nodes [1], . . . , [n]
target the receive power level H and nodes [n + 1], . . . ,
[n + m] target L N [i ] at time i�v . Given Sm,n(0), we have
SINR[1](m, n) = q[1]el[1]/

(∑m+n
k=2 q[k]el[k] + σ 2

)
, where

q[k] ∈ {L N [0], H }, for 1 ≤ k ≤ m + n. Thus,

Pr
{
Success|Sm,n(0)

}=Pr

{
q[1]el[1]∑m+n

k=2 q[k]el[k] +σ 2
≥γ

}
. (35)

A success occurs at time t = 0 if: (i) Only node [1]
transmits at t = 0 and it targets receive power level H , which
occurs with probability KαN [0] (1 − αN [0])K−1 (1 − fN [0]),
and SINR[1] = H el[1]/σ 2 ≥ γ . The probability that
SINR[1] exceeds γ is ε1(H ) = Q

(
ln
(
σ 2γ /H

)
/σl

)
.

Hence, the probability of this event is KαN [0](1 −
αN [0])K−1(1 − fN [0])ε1(H ). Or, (ii) Only node [1] transmits
at t = 0 and it targets receive power level L N [0], and
SINR[1] = L N [0]el[1]/σ 2 ≥ γ . The probability of this
event is KαN [0](1−αN [0])K−1 fN [0]ε1(L N [0]). Or, (iii) Only
nodes [1] and [2] transmit at t = 0 and they target
H and L N [0], respectively, which occurs with probabil-

ity

(
K

1, 1

)
(αN [0])2(1 − αN [0])k−2(1 − fN [0]) fN [0], and

SINR[1] ≥ γ . Here,

SINR[1] = H el[1]

L N [0]el[2] + σ 2
≈ H el[1]

el̀
, (36)

where el̀ is the lognormal approximation of L N [0]el[2] + σ 2

using the F-W method and l̀ ∼ N (μ̀, σ̀ 2). The values of
μ̀ and σ̀ 2 for L N [0] = z are given below (18). Hence,

the probability of this event is

(
K

1, 1

)
(αN [0])2(1 − αN [0])k−2

(1 − fN [0]) fN [0]ε2(L N [0]).
We neglect the negligible contributions from the following

remaining events: a) three or more nodes transmit simultane-
ously, and b) nodes [1] and [2] target same receive power level
and a success occurs. Summing the above three probabilities
yields (18).

D. Proof of Result 3

We first state the following two intermediate results before
computing the optimal parameters:

1) α∗
N [0] ∈ (0, 1): We prove this by showing that

α∗
N [0] = 0 or 1 is sub-optimal.

a) Proof that α∗
N [0] = 0 is Sub-optimal: Let

UN (x, y, z) = Pr {S0(x, y, z)} + (1 − x)K P∗
N−1. (37)

Recall from Section IV that Pr {S0(x, y, z)} = K x (1 −
x)K−1(yε1(z) + (1 − y)ε1(H )) +

(
K

1, 1

)
x2(1 − x)K−2(1 −

y)yε2(z). From (16), (18), and the fact that P∗
N−1 ≥

PN−1 (αN−1, fN−1, LN−1) , for any ILV αN−1, PDV fN−1,
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and LPV LN−1, we see that UN (x, y, z) is the maximum suc-
cess probability given αN [0] = x , fN [0] = y, and L N [0] = z.
When α∗

N [0] = 0, we see from (20) that P∗
N = P∗

N−1. Now,
consider the parameters αN [0] = δ, where 0 < δ � 1,
fN [0] = 1/2, and L N [0] = H . For these parameters, we get

UN

(
δ,

1

2
, H

)
= K δ(ε1(H )− P∗

N−1)+ P∗
N−1 + O

(
δ2
)

> P∗
N−1 = P∗

N . (38)

This is because P∗
N−1 < ε1(H ) since ε1(H ) is the same as

the success probability of a genie-aided scheme that always
makes the best node transmit alone with H . Hence, α∗

N [0] = 0
is sub-optimal.

b) Proof that α∗
N [0] = 1 is Sub-optimal: Consider first

the case where K ≥ 3. From (20), it follows that P∗
N = 0 for

α∗
N [0] = 1. It is obvious from (37) that UN (1 − δ, 1/2, H/2),

where 0 < δ < 1, is greater than P∗
N . Hence, α∗

N [0] = 1 is
sub-optimal.

The only other case is K = 2. When α∗
N [0] = 1, we have

P∗
N = 2(1− f ∗

N [0]) f ∗
N [0]ε2(L∗

N [0]), which is maximized when
f ∗
N [0] = 1/2. Hence, P∗

N = ε2(L∗
N [0])/2. Now, consider the

success probability for the parameters αN [0] = 1 − δ, where
0 < δ � 1, fN [0] = 1/2, and L N [0] = L∗

N [0]:

UN

(
1 − δ,

1

2
, L∗

N [0]
)

= 2δ

(
ε1(L∗

N [0])
2

+ ε1(H )

2

)
+ (2−4δ)ε2(L∗

N [0])
4

+O(δ2),

= δ(ε1(L
∗
N [0])+ε1(H )−ε2(L

∗
N [0]))+ P∗

N +O(δ2). (39)

By definition of ε1(·), we know that ε1(H ) ≥ ε2(L∗
N [0]).

Hence, UN (1 − δ, 1/2, L∗
N [0]) > P∗

N . Hence, α∗
N [0] = 1 is

sub-optimal for all K ≥ 2.
2) f ∗

N [0] ∈ (0, 1): Its proof is similar to that above, and is
skipped to conserve space.

The second result above implies that the derivative
∂UN

(
α∗

N [0], y, L∗
N [0])/∂y must be equal to 0 at y = f ∗

N [0].
The partial derivative of the success probability UN (x, y, z)
with respect to y equals

∂UN (x, y, z)

∂y
= K x(1 − x)K−2 ((1 − x)(ε1(z)− ε1(H ))

+(K − 1)x(1 − 2y)ε2(z)). (40)

Equating it to zero yields y = 1/2−(1 − x) (ε1(H )− ε1(z)) /
(2(K − 1)xε2(z)), which is Result 3(1). For this value of y,
let hN (x, z) = UN (x, 1/2 − (1 − x)(ε1(H ) − ε1(z))/
(2x(K − 1)ε2(z)) , z). The first result above implies that
∂hN (x, L∗

N [0])/∂x = 0 at x = α∗
N [0]. The partial derivative

of hN (x, z) with respect to x is given by

∂hN (x, z)

∂x
=
[K (1 − x)2 χ3(z)

4χ2(z)
− K x2

4
+ x

2

]

× 2Kχ2(z)(1 − x)K−3

+
[
(1 − K x)χ1(z)− K (1 − x)χ3(z)

]
× K (1 − x)K−2 − K (1 − x)K−1 P∗

N−1. (41)

Equating it to zero yields the quadratic equation in (21).

E. Proof of Result 4

In (21), when K → ∞, we have a(z)/K 2 → −ε2(z)/4,
b(z)/K → ε2(z)/2 − χ1(z), and c(z) → χ1(z) − (ε1(z) −
ε1(H ))2/ (4ε2(z))− P∗

N−1. For a given L N [0] = z, the optimal
interval length is one of the two solutions of (21), which we
denote by ρa1(z) and ρa2(z). When K → ∞, we have

lim
K→∞ Kρa1(z) = ξ1(z)+ ξ2(z), (42a)

lim
K→∞ Kρa2(z) = ξ1(z)− ξ2(z), (42b)

where ξ1(z) = (ε2(z)− ε1(z)− ε1(H )) /ε2(z) and ξ2(z) =√
4ε1(z)ε1(H )+ (ε2(z))2 − 4P∗

N−1ε2(z)/ε2(z). We see that

ξ1(z) < 0 because ε1(H ) > ε2(z). This implies that
limK→∞ Kρa2(z) < 0. Hence, for a given L N [0] = z, the
optimal scaled interval length is ξ1(z) + ξ2(z), which yields
Result 4(1). This also shows that α∗

N [0] → 0 as K → ∞.
Result 4(2) directly follows from Result 3(1).

From (16), (17), and (20), we see that α∗
N [i ] =

α∗
N−1[i − 1](1 − α∗

N [0]), f ∗
N [i ] = f ∗

N−1[i − 1], and L∗
N [i ] =

L∗
N−1[i − 1], for 1 ≤ i ≤ N . This and the fact that

α∗
N [0] → 0 as K → ∞ directly lead to the recursions for

the remaining elements of β∗
N , f ∗

N , and L∗
N that are given

in (23). Lastly, we evaluate the success probability P∗
N .

Since β∗
N [0] = limK→∞ Kα∗

N [0], substituting limK→∞
(1 − α∗

N [0])K = limK→∞
(
1 − β∗

N [0]/K
)K = e−β∗

N [0] in (20)
yields (22).

F. Proof of Corollary 1

Substituting ε1(L∗
N [0]) = 1 − δ1, ε1(H ) = 1 − δ2,

and ε2(L∗
N [0]) = 1 − δ3 in the expression for β∗

N [0] =
limK→∞ Kρa1(L∗

N [0]) in (42a), and using the fact that δ1,
δ2, δ3 � 1, we get

β∗
N [0] ≈ (1 − δ3)

−1
(
−1 + δ1 + δ2 − δ3

+
√

4(1 − δ1 − δ2)+ 1 − 2δ3 − 4P∗
N−1(1 − δ3)

)
,

= (1 − δ3)
−1
(
−1 + δ1 + δ2 − δ3

+
√

5−4P∗
N−1

√
1− 4δ1 + 4δ2 + 2δ3 − 4P∗

N−1δ3

5 − 4P∗
N−1

)
.

Using the binomial approximations (1 − δ3)
−1 ≈ 1 + δ3 and(

1 − (
4δ1 + 4δ2 + 2δ3 − 4P∗

N−1δ3
)
/
(
5 − 4P∗

N−1

))1/2 ≈ 1 −(
2δ1 + 2δ2 + δ3 − 2P∗

N−1δ3
)
/
(
5 − 4P∗

N−1

)
, we get

β∗
N [0] ≈ (1 + δ3)

(
−1 + δ1 + δ2 − δ3

+
√

5−4P∗
N−1

[
1− 2δ1 + 2δ2 + δ3 − 2P∗

N−1δ3

5 − 4P∗
N−1

])
,

≈ −1 +
√

5 − 4P∗
N−1 + ψ(δ1, δ2, δ3),

where ψ(δ1, δ2, δ3) is defined in Corollary 1. Lastly,
the expression for f ∗

N [0] in (26) follows by substituting z =
L∗

N [0] and x ′ = β∗
N [0], and using (1 − δ3)

−1 ≈ 1 + δ3 in
Result 4(2).
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