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Abstract— Rate adaptation and scheduling are essential in
ensuring that contemporary orthogonal frequency division multi-
plexing systems achieve high downlink spectral efficiencies. They
depend upon reduced feedback schemes to efficiently feedback
channel state information from the users to the base station (BS).
In the popular threshold-based quantized feedback scheme,
a user feeds back to the BS the quantized value of the signal-
to-noise ratio for each subchannel. For this scheme, we derive
a novel, throughput-optimal discrete rate adaptation (TORA)
policy, which enables a system designer to reduce the feedback
overhead. We present it in closed form for different multi-antenna
diversity modes for the exponentially correlated subchannel gains
model. We also develop a computationally simpler suboptimal
variant of it. We derive an insightful lower bound for the fading-
and user location-averaged throughput gain achieved by TORA
over conventional rate adaptation for 1-bit feedback. We present
extensive results to benchmark the system-level performance of
TORA for different numbers of feedback bits and modulation
and coding schemes available at the BS, and various schedulers,
quantizers, and multi-antenna modes.

Index Terms— OFDM, discrete rate adaptation, quantized
feedback, scheduling, correlation.

I. INTRODUCTION

ORTHOGONAL frequency division multiplex-
ing (OFDM) is the physical layer technology of choice

in contemporary wideband communication standards such as
4G Long Term Evolution (LTE), IEEE 802.11 wireless local
area networks (WLAN), and IEEE 802.16 WiMAX [1], [2].
In it, the system bandwidth is divided into several narrow
bandwidth orthogonal subcarriers, which are aggregated
to form subchannels (SCs). For example, in LTE, twelve
adjacent subcarriers are grouped together into a physical
resource block (PRB), which has a bandwidth of 180 kHz [2].

In order to achieve high spectral efficiencies, these standards
employ rate adaptation and scheduling, which exploit the
different channel fades seen by different users and also
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the time-variations in them. In scheduling, the base sta-
tion (BS) determines which user to allocate to each SC. In rate
adaptation, the BS determines the modulation and coding
scheme (MCS) to be used for transmission to the scheduled
user for each SC. To facilitate this, the rate of each SC for each
user ideally needs to be fed back to the BS. Such feedback is
needed not just in frequency-division duplexing systems but
also in time division duplexing systems, when the uplink and
downlink interferences are asymmetric.

Even in current generation OFDM systems, the uplink band-
width available for feedback is scarce and cannot support the
feeding back of all the above channel state information (CSI).
In order to significantly reduce the feedback overhead, sev-
eral reduced or partial CSI feedback schemes have been
proposed in the literature and adopted in standards such as
LTE [2]. These include best-m feedback [3]–[6], threshold-
based quantized feedback [4], [7]–[12], SC clustering [13],
and opportunistic splitting [14]. For example, in the best-m
scheme, each user reports the m SCs that can support the
highest rates among all the SCs and the corresponding rates.
In threshold-based quantized feedback, each user feeds back
a quantized value of the signal-to-noise-ratio (SNR) of each
SC. In the SC clustering scheme, non-overlapping clusters of
SCs are formed and one bit is fed back per SC cluster [13].

LTE employs a multitude of feedback schemes that are
adaptations and combinations of the above schemes. Specifi-
cally, in wideband feedback, only one 4-bit wideband channel
quality indicator (CQI) value is fed back for the entire system
bandwidth. In eNodeB-configured sub-band feedback, multiple
PRBs are grouped into sub-bands, and CQI is fed back for each
sub-band. In UE-selected sub-band feedback, only the CQIs of
a few dynamically selected sub-bands are fed back [2, Ch. 10].
Thus, the feedback overhead per PRB is much less than 4 bits.

A. Literature on Threshold-Based Quantized Feedback

Threshold-based quantized feedback schemes have been
widely studied in the literature given their simplicity and
effectiveness, and are the focus of this paper. A comprehensive
survey of the literature on threshold-based quantized feedback
is provided in [3]. In [4], the average and outage capacities of
a multiple-input-multiple-output (MIMO)-OFDM system with
B-bit quantized feedback are derived for the round-robin (RR)
scheduler. In [7], the effect of feeding back quantized SNR
on the throughput of the greedy scheduler, which exploits
multi-user diversity, is studied. In [8], bit error rate (BER)
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expressions are derived for binary phase shift keying with
B-bit quantized feedback that is optimized to minimize the
BER.

The 1-bit feedback scheme, which has the least feedback
overhead, has attracted considerable attention by itself. In [9],
it is shown that it is sum-rate optimal and achieves the double-
logarithmic capacity growth when the number of users is
sufficiently large. In [10], a two-round feedback scheme for
cumulative distribution function (CDF)-based scheduling is
proposed. 1-bit feedback is used in the first round to select
a user. And, in the second round, the selected user feeds back
its unquantized SNR to the BS.

While [7], [9], and [10] assume continuous rate adapta-
tion, [4], [11], and [12] assume discrete rate adaptation. In the
former, the Shannon capacity formula is used to map the SNR
to the transmit rate, which can take any positive real value.
However, in discrete rate adaptation, the BS transmits using
only a pre-specified set of MCSs. Each MCS has a rate and
an associated SNR threshold, which we shall refer to as the
MCS threshold. A transmission using an MCS can be decoded
successfully so long as the SNR exceeds its MCS threshold.
In [11], a multi-stage threshold-based feedback scheme for
selecting the user with the highest rate is proposed. In [12],
CDF scheduling is considered, and a method to fine-tune the
quantizer that generates feedback for each user is proposed.
However, the sets of MCSs that the BS chooses from can
be different for different users. In practice, the set of MCSs
available at the BS is not user-specific.

It is often implicitly assumed in the above literature [4],
[11], [12], [15], [16] that when the BS receives quantized
feedback from a user, which indicates that its SNR lies
between a lower and an upper quantization level, it chooses
the highest rate MCS whose MCS threshold does not exceed
the lower level. We shall refer to this as conventional rate
adaptation (CRA).

B. Focus and Contributions

In this paper, we propose a novel discrete rate adaptation
policy for OFDM systems that use threshold-based quantized
feedback. The innovation in our approach is that the BS no
longer relies only on the lower quantization level indicated
by the feedback to determine the MCS. Instead, it determines
the throughput-optimal MCS based on the fed back CSI and
the statistical information about each user, such as mean SNR
and correlation between SCs. We show that the throughput-
optimal MCS maximizes the feedback-conditioned goodput,
which is the number of bits that can be correctly decoded by
the user conditioned on the quantized CSI it fed back to the
BS. Consequently, without additional feedback, it leads to a
higher average cell throughput than with CRA, which chooses
the MCS conservatively using only the fed back CSI.

We also address several new design questions that conse-
quently arise, such as which statistical information is most
useful and what form of quantization is most effective for
threshold-based feedback. We make the following specific
contributions:

• We derive the feedback-conditioned goodput for different
multi-antenna diversity modes in closed-form for the

widely used exponentially correlated SC gains model,
which captures the decrease in correlation as the spacing
between SCs increases [17]–[19]. We also present a
novel, low complexity Monte Carlo method that computes
it efficiently. This serves as a fundamental benchmark to
establish the near-optimality of other lower-complexity,
practically-amenable MCS selection policies such as
those that ignore correlation and can, therefore, be easily
implemented at a BS.

• We derive an insightful lower bound on the throughput
gain achieved by the throughput-optimal policy over CRA
for 1-bit feedback.

• We extend our approach to the multi-user setting for
which we present new adaptations of three popular sched-
ulers, which trade-off differently between cell throughput
and user fairness.

• Our study also brings out the key role played by the
manner in which the quantization levels, which map the
real-valued SNRs to feedback bits, are defined. We show
that BS-side rate estimation delivers significant through-
put gains for the widely assumed model in the literature
in which the quantization levels are the same as the
MCSs thresholds [12], [15]. However, the gains with
percentile threshold-based feedback [4], [20], in which
the quantization levels are user-specific and a function of
the CDF of the SNR of the user, are relatively less.

We note that BS-side estimation has been studied for best-m
feedback in [21]. A throughput-optimal rate adaptation policy
for best-m feedback has also been developed in [6]. However,
these works differ from ours in their models, analytical tech-
niques, and results. A scheme that uses a notion of goodput
similar to ours and adapts the transmit rate and power of the
BS based on quantized feedback received in the past is studied
in [16]. However, OFDM is not modeled. A goodput-based,
subcarrier-level fair resource allocation policy is developed for
multi-user OFDM systems in [22]. However, perfect CSI at the
BS is assumed.

C. Organization and Notations

This paper is organized as follows. Section II presents the
system model. Section III develops the throughput-optimal rate
adaptation policy. The overall system throughput implications
and simulation results are presented in Section IV. Our con-
clusions follow in Section V.

Notations: The probability of an event A is denoted by
Pr(A). The conditional probability of A given event B is
denoted by Pr(A | B). The joint probability of events A and
B is denoted by Pr(A, B). The probability density func-
tion (PDF) and CDF of a random variable (RV) X are denoted
by fX (·) and FX (·), respectively. We denote the expectation
with respect to RV X by EX [·]. Similarly, the conditional
expectation with respect to RV X given an event A is denoted
by EX [·|A]. Matrices are denoted using boldface characters.
For a complex number c, c∗ and |c| denote its complex
conjugate and absolute value, respectively. The multinomial( t
w1,...,wN

)
denotes t !/ (w1! . . . wN !). The indicator function

1{a} equals 1 if a is true and is 0 otherwise.
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II. SYSTEM MODEL

We consider an OFDM-based cellular system with one
BS and K users. The system bandwidth is divided into N
orthogonal SCs. The BS has Nt transmit (Tx) antennas and
each user has Nr receive (Rx) antennas. The channel gains
between different transmit antennas of the BS and different
receive antennas of a user are independent and identically
distributed (i.i.d.). This model is valid when the antennas are
spaced sufficiently far apart [23], [24]. We focus on the single-
cell scenario given that our approach is novel even for it and
given the considerable attention that this scenario has received
in the literature [4], [6], [12], [16], [22].

Channel Model: Let Hkn (i, j) denote the complex base-
band gain of downlink SC n for user k between the i th

Tx antenna of the BS and the j th Rx antenna of the user.
We consider Rayleigh fading. This combined with the simpli-
fied path-loss model [23, Ch. 2] implies that the SC power gain
|Hkn (i, j) |2 is an exponential RV with mean βx−α

k , where α
is the path loss exponent, β is a path loss constant, and xk is
the distance between the user and the BS.

For single-input-multiple-output (SIMO) (Nt = 1 and
Nr ≥ 1) with maximal ratio combining, the instantaneous SNR
γkn is given by

γkn = PT
∑Nr

j=1 |Hkn (1, j) |2
σ 2 , (1)

where PT is the transmit power of the BS per SC and σ 2 is the
additive white Gaussian noise power per SC. γkn can be writ-
ten as a gamma RV with PDF fγkn (v) = vd−1e− v

a /
(
� (d) ad

)
,

for v ≥ 0, where � (d) = ∫∞
0 xd−1e−x dx . It has a shape para-

meter d = Nr and a scale parameter a = PT βx−α
k /σ 2 [25].

Single-input-single-output (SISO) (Nt = 1 and Nr = 1) is a
special case of SIMO.

Similarly, for multiple-input-single-output (MISO) with
maximal ratio transmission (Nt > 1 and Nr = 1), the SNR
is γkn = PT

∑Nt
i=1 |Hkn (i, 1) |2/σ 2. It is also a gamma

RV with parameters d = Nt and a = PT βx−α
k /σ 2. For

single-stream MIMO (Nt ≥ 2 and Nr ≥ 2), the SNR
is γkn = PT ζkn/σ 2, where ζkn is the largest singular
value of the channel matrix Hkn . Approximating ζkn as a
gamma RV and using the formulae in [26] for computing
the mean of ζkn , we get that γkn is a gamma RV with

d = Nt Nr and a = PT βx−α
k

(
Nt +Nr
Nt Nr +1

) 2
3
/σ 2 [25]. From

above, the fading-averaged SNR γ̄k of user k for any SC is
equal to PT Nr βx−α

k /σ 2 for SIMO, PT βx−α
k /σ 2 for SISO,

PT Ntβx−α
k /σ 2 for MISO, and PT Nt Nr βx−α

k

(
Nt +Nr

Nt Nr +1

) 2
3
/σ 2

for single-stream MIMO.
Note: For supporting MISO and single-stream MIMO,

two additional quantities, namely, precoding matrix indi-
cator (PMI) and rank indicator (RI) are fed back in
OFDM systems such as LTE [2, Ch. 11]. Given our focus
on quantized CSI for rate adaptation, we do not model
the precoding matrix quantization and its impact on the
SNR. The SNR formulae above for MISO and single-
stream MIMO serve as upper bounds on the SC SNR
that can be achieved in practice. This ensures tractability

Fig. 1. Illustration of BS-side rate estimation and threshold-based quantized
feedback for K = 3 users and N = 4 SCs. The information available at the
BS before and after rate estimation are shown.

and enables us to glean new insights about the system
performance.

The SNRs of all the SCs of a user are statistically identical,
but correlated. This follows from the uncorrelated scatterers
assumption [23, Ch. 3]. To model the correlation between
the SCs, we employ the widely used exponential correlation
model, in which covariance of γkn and γkl is γ̄ 2

k ρ2|n−l|, for
1 ≤ n, l ≤ N and 0 ≤ ρ ≤ 1 [17]–[19]. The SNRs of the SCs
for different users are mutually independent since the users are
located far apart from each other compared to the transmission
wavelength. The statistical parameters γ̄k and ρ are assumed
to be known at the BS. It can determine them using long-
term observations of the signals received from the users since
they change at a timescale that is several orders of magnitude
slower than short-term fading [9], [27].

Threshold-Based Quantized Feedback: User k estimates the
downlink SNR γkn for each SC n and quantizes it to bkn using
a B-bit quantizer that has L = 2B regions. We denote the
quantization levels by 0 = Q1 < · · · < QL < QL+1 = ∞.
We shall refer to the set Q = {Q1, . . . , QL } as the quantizer.
The vector bk = (bk1, . . . , bkN ) is then fed back to the BS.

Discrete Rate Adaptation and MCS Set at BS: The BS maps
the received feedback for each SC from each user to an MCS
drawn from an MCS set M = {1, 2, . . . , M}. MCS m has a
rate Rm and an MCS threshold Tm = (2Rm − 1)/η, where η is
the coding loss of a practical code [28]. A transmission using
MCS m is successful if γkn ≥ Tm . Else, an outage occurs [5],
[16]. Without loss of generality, let 0 = R1 < R2 < · · · < RM

and 0 = T1 < T2 < · · · < TM < TM+1 = ∞. In general, let

kn(bk) denote a rate adaptation policy at the BS for SC n
for user k, which maps the feedback vector bk to an MCS
m ∈ M . The above model is illustrated in Figure 1.

III. THROUGHPUT-OPTIMAL RATE ADAPTATION (TORA)

For ease of notation, we drop the user index k in this section.
Hence, we use 
n(b) instead of 
kn(bk) to denote a rate adap-
tation policy. We first characterize in Lemma 1 the throughput-
optimal rate adaptation policy. It highlights the importance
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of the feedback-conditioned goodput, which we define pre-
cisely below. We then derive closed-form expressions for
it in Result 1. Thereafter, we investigate low compu-
tational complexity approaches to evaluate the feedback-
conditioned goodput. While the expressions in Result 1 turn
out to be involved, they serve as a fundamental bench-
mark to assess the efficacy of the above low complexity
approaches.

A. Characterization of Optimal Policy

The following lemma gives the throughput-optimal MCS
for any MCS set M at the BS.

Lemma 1: The throughput-optimal MCS 
∗
n (b) for SC n

given feedback vector b is


∗
n (b) = arg max

m∈M
{RmPr(γn ≥ Tm |b)} . (2)

Proof: The proof is given in Appendix A.
We shall refer to �

(m)
n (b) = RmPr(γn ≥ Tm |b) as the

feedback-conditioned goodput of MCS m. Thus, TORA max-
imizes the feedback-conditioned goodput. It is unlike CRA,
in which the MCS is determined entirely by the lower quan-
tization level conveyed by the feedback.

We now derive �
(m)
n (b) for exponentially correlated SC

SNRs.
Result 1: For SC n, let qn denote the index of the lower

quantization level of the region in which γn lies, i.e., γn ∈
[Qqn , Qqn+1). The feedback-conditioned goodput �

(m)
n (b) of

MCS m for SISO, SIMO, MISO, and single-stream MIMO is
given by

�(m)
n (b) =

⎧
⎨

⎩

RmCm (n)

Dm (n)
, Tm < Qqn+1,

0, Tm ≥ Qqn+1,
(3)

where Cm (n) is the joint probability of the events γn ≥ Tm

and Qq1 ≤ γ1 < Qq1+1, . . . , QqN ≤ γN < QqN +1, and
Dm (n) is the joint probability of the events Qq1 ≤ γ1 <
Qq1+1, . . . , QqN ≤ γN < QqN +1. To represent Cm (n) and

Dm (n) compactly, let U (y, u) =
(∫∞

y xu−1e−x dx
)

/� (u)

denote the upper incomplete gamma function and let
ν j = Q j d/

(
γ̄ (1 − ρ2)

)
, 
11 = U

(
νq1, w1 + d

)
, 
12 =

U
(
νq1+1, w1 + d

)
, 
 j1 = U

(
νq j (1 + ρ2),w j−1 + w j + d

)
,


 j2 = U
(
νq j +1(1 + ρ2),w j−1 + w j + d

)
, 
N1 =

U
(
νqN , wN−1 + d

)
, 
N2 = U

(
νqN +1, wN−1 + d

)
, τt =

(
N1 − 
N2)/(N − 1)t , and � =∏N−1
j ′=2

�(w j ′−1+w j ′+d)

�(w j ′+d)�(w1+d) .
For n = 1, Cm (1) is given by

Cm (1) =
∞∑

t=0

ρ2t (N − 1)t

t !
∑

w1≥0,...,wN−1≥0,
w1+···+wN−1=t

(
t

w1, . . . , wN−1

)

× τt�

[

U

(
max

{
Tm, Qq1

}
d

γ̄ (1 − ρ2)
,w1 + d

)

− 
12

]

×
⎡

⎣
N−1∏

j=2


 j1 − 
 j2

(1 + ρ2)w j−1+w j +d

⎤

⎦ . (4)

For 2 ≤ n ≤ N − 1, Cm (n) is given by

Cm(n) =
∞∑

t=0

ρ2t (N − 1)t

t !
∑

w1≥0,...,wN−1≥0,
w1+···+wN−1=t

(
t

w1, . . . , wN−1

)

× τt�

(1 + ρ2)wn−1+wn+d

×
⎡

⎣
N−1∏

j=2, j �=n


 j1 − 
 j2

(1 + ρ2)w j−1+w j +d

⎤

⎦

×
[

U

(
max

{
Tm, Qqn

}
(1 + ρ2)d

γ̄ (1 − ρ2)
,

wn−1 + wn + d
)

− 
n2

]
. (5)

For n = N , Cm (N) is given by

Cm(N) =
∞∑

t=0

ρ2t (N − 1)t

t !
∑

w1≥0,...,wN−1≥0,
w1+···+wN−1=t

(
t

w1, . . . , wN−1

)

×
[

U

(
max

{
Tm, QqN

}
d

γ̄ (1 − ρ2)
,wN−1 + d

)

− 
N2

]

× (
11 − 
12)�

(N − 1)t

⎡

⎣
N−1∏

j=2


 j1 − 
 j2

(1 + ρ2)w j−1+w j +d

⎤

⎦. (6)

And, Dm (n), for 1 ≤ n ≤ N , is given by

Dm(n) =
∞∑

t=0

ρ2t (N − 1)t

t !
∑

w1≥0,...,wN−1≥0,
w1+···+wN−1=t

(
t

w1, . . . , wN−1

)

× (
11 − 
12) τt�

⎡

⎣
N−1∏

j=2


 j1 − 
 j2

(1 + ρ2)w j−1+w j +d

⎤

⎦.

(7)

Proof: The proof is given in Appendix B.
Comments: In short, in TORA, the BS uses Result 1 to

calculate the feedback-conditioned goodput for each MCS
given the feedback vector b for all SCs. It then transmits using
the MCS that maximizes the feedback-conditioned goodput,
on each SC. The expressions for Cm (n) and Dm(n) above
capture the fact that due to SC correlation, the feedback bits
for other SCs also carry information about the SNR of a given
SC. The expressions for Cm(n) are different for different SCs
because, in the exponential correlation model, the conditional
probability in (2) is a function of the SC index. The infinite
series in Cm (n) and Dm (n) are typical of analyses involving
the exponential correlation model [17]–[19] and arise due to
the involved forms of the joint PDF and CDF of the SC
SNRs. We have found that 40 terms for ρ = 0.5 and 90
terms for ρ = 0.9 are sufficient to ensure numerical accuracy
for the parameters of interest. The number of terms increases
with ρ because of the presence of the (1 − ρ2) term in the
denominators of the arguments inside the incomplete gamma
functions.

The closed-form expression in Result 1 brings out how
TORA uses the channel statistics parameters γ̄ and ρ, and also
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why CRA is inherently sub-optimal. CRA selects the highest
rate MCS m that has Cm (n) = Dm (n). However, this is only
one among the M possibilities that TORA chooses from.

To gain more insights, we now study the simpler and
analytically insightful case when the SCs are i.i.d., which
happens when ρ = 0. This will also lead to a simpler, compu-
tationally inexpensive, and near-optimal variant of TORA in
Section III-C.

Corollary 1: For ρ = 0, the expressions for Cm (n) and
Dm (n), for 1 ≤ n ≤ N , simplify to

Cm (n) = U

(
max(Tm , Qqn )d

γ̄
, d

)
− U

(
Qqn+1d

γ̄
, d

)
,

Dm (n) = U

(
Qqn d

γ̄
, d

)
− U

(
Qqn+1d

γ̄
, d

)
. (8)

B. Computational Complexity Reduction

We observe that the main computational difficulty in (4)–(7)
arises due to the inner summation that requires enumerating
all n-tuples that sum to t and evaluating the summand for each
of them. The number of such n-tuples is

(N+t−2
N−2

)
, which is

large even for small values of N and t [29, Ch. 6]. In order
to address this challenge, we develop a technique below to
compute Dm(n) in (7). The technique for computing Cm(n)
is similar and is not shown to avoid repetition.

Consider a multinomial random vector W =
(W1, . . . , WN−1). Let w = (w1, . . . , wN−1) be a realization
of W such that

∑N−1
i=1 wi = t . The probability mass function

of W for w1 ≥ 0, . . . , wN−1 ≥ 0, in terms of probabilities
p1, . . . , pN−1, where

∑N−1
i=1 pi = 1, is [29, Ch. 6]

Pr(W1 = w1, . . . , WN−1 = wN−1)

=
(

t

w1, . . . , wN−1

) N−1∏

i=1

pwi
i . (9)

Then, from (7), it follows that Dm(n) can be rewritten as

Dm(n) =
∞∑

t=0

ρ2t (N − 1)t

t ! EW[hm (b, w)], (10)

where hm (b, w) =
[
∏N−1

j=2

 j1−
 j2

(1+ρ2)
w j−1+w j +d

]
(
11 − 
12) �

× (
N1 − 
N2) and p1 = · · · = pN−1 = 1/(N − 1).
The expression in (10) can now be easily computed using
Monte Carlo methods as follows. For each t , we generate
SMC realizations of W. Let these be denoted by wξ , for
1 ≤ ξ ≤ SMC . Then EW[hm (b, w)] is well approximated
by

EW[hm (b, w)] ≈ 1

SMC

SMC∑

ξ=1

hm
(
b, wξ

)
. (11)

The approximation error decreases as O
(
1/

√
SMC

)
[30,

Ch. 2]. We have found that SMC = 300 for ρ = 0.5 and
SMC = 1500 for ρ = 0.9 are sufficient to ensure numerical
accuracy. The computational complexity of this method is
several orders of magnitude lower than numerically computing
Pr(γn ≥ Tm | b).

Fig. 2. Fading-averaged throughputs of TORA and its i.i.d. approximation
as a function of ρ for SISO and SIMO (M = 16 and N = 10).

C. Sensitivity of Average Throughput to ρ and γ̄

We now investigate the sensitivity of the fading-averaged
throughput of TORA to ρ and γ̄ for different multi-antenna
modes. Figure 2 plots it for SISO and SIMO (4 Rx antennas)
as a function of ρ at mean SNRs of γ̄ = 10 dB and
15 dB, respectively. The results for MISO and single-stream
MIMO are similar, and are not shown. Results are shown
for B = 1, 2, and 3 bits, whose corresponding quantization
levels are derived using the LTE MCS set in [2, Table 10.1],
which consists of 16 MCSs. For B = 3, quantization levels
correspond to the MCS thresholds of rates taken alternately
from [2, Table 10.1]. Similarly, for B = 2, the quantization
levels are taken alternately from the above set of thresholds,
and so on. The MCS set at the BS consists of all the above
16 MCSs. Also plotted using markers are the corresponding
results for the i.i.d. approximation of TORA that uses (8) to
compute the feedback-conditioned goodput.

We observe that the average throughput is insensitive to ρ
given B , γ̄ , and the multi-antenna mode. This implies that
using (8) instead of the involved expressions in (4)–(7) for
evaluating feedback-conditioned goodput is near-optimal. This
can be intuitively understood by studying the extreme cases
when ρ takes values 0 and 1. When ρ → 1, for each fade
realization, all the SC SNRs of a user lie within the same
quantization region with high probability. Therefore, given the
feedback bits for an SC, no additional information is provided
about its SNR by the feedback bits of the other SCs, as is the
case with ρ = 0. Thus for any mean SNR, the fading-averaged
throughput is the same for ρ = 0 and 1.

We note that this result is unique to threshold-based quan-
tized feedback, and is not known in the literature to the best
of our knowledge. This behavior is different from best-m
feedback, whose performance is indeed sensitive to ρ [21].

D. Insights: One-Bit Feedback Scheme for SISO

In order to gain more insights, we now analyze 1-bit
feedback for SISO for ρ = 0, given its simpler structure and
given the considerable literature devoted to it [3], [9], [10].
The quantizer is Q = {0, Q2,∞}. For SC n, the feedback bit
bn is 0, if γn < Q2, and is 1, otherwise. From Corollary 1,
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we see that, in TORA, the throughput-optimal MCS 
∗
n (b)

for SC n is chosen as a function of the feedback bit bn as
follows:


∗
n (b) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

arg max
m∈M

⎧
⎨

⎩
Rm

⎡

⎣e− min{Tm ,Q2}
γ̄ − e− Q2

γ̄

1 − e− Q2
γ̄

⎤

⎦

⎫
⎬

⎭
, bn = 0,

arg max
m∈M

{
Rm

[
e− (max{Tm ,Q2}−Q2)

γ̄

]}
, bn = 1.

(12)

On the other hand, CRA sets the MCS index as 1, which has
a rate R1 = 0, if bn = 0. Else, the MCS index is set as m′,
which has a rate Rm′ . Here, m′ = arg max

m∈M

{
Rm1{Tm≤Q2}

}
.

We see that even though both TORA and CRA use only
two MCSs, they differ in their choice of the MCS for both
bn = 0 and 1. For bn = 0, while CRA does not transmit
on the SC, TORA transmits at a non-zero rate by exploiting
statistical knowledge. For bn = 1, TORA chooses an MCS
that has a rate that is greater than or equal to that chosen by
CRA.

Average Throughput Gains: We now use (12) to character-
ize the average throughput gain of a user, which is defined
as the difference between the fading-averaged throughputs of
TORA and CRA. From (12), we see that the throughput-
optimal MCS chosen by TORA depends on γ̄ , which, in turn,
is a function of the distance x of the user from the BS. The
following lower bound characterizes the average throughput
gain as a function of x .

Lemma 2: For Q2 < TM , the average throughput gain
�R(x) of a user at a distance x from the BS for ρ = 0
is lower bounded by

�R(x) ≥

⎧
⎪⎪⎨

⎪⎪⎩

Ri e
− Ti σ

2xα

PTβ − Rm′e
− Q2σ2xα

PTβ ,

if xi ≤ x < xi−1, for m′+1≤ i ≤ M,

0, if x ≥ xm′ ,

(13)

where xm′ =
(

PT β ln
(

Rm′+1
Rm′

)
/
(
σ 2
(
Tm′+1 − Q2

))) 1
α

, xi =
(

PT βη ln
(

Ri+1
Ri

)
/
(
σ 2
(
2Ri+1 − 2Ri

))) 1
α

, for i ∈ {m′ +
1, . . . , M − 1}, and xM = 0.

Proof: The proof is given in Appendix C.
Using Lemma 2, we now derive a lower bound for the

average throughput gain of TORA that is also averaged over
the user location.

Result 2: When the user is located with uniform probability
over a circular cell area of radius rc, the fading- and user
location-averaged cell throughput gain �Rcell for Q2 < TM is
lower bounded by

�Rcell

≥ 2�
( 2

α

)

αr2
c

M∑

i=m′+1

(
Ri c

2
α
i

[
U

(
xα

i

ci
,

2

α

)
−U

(
xα

i−1

ci
,

2

α

)]

− Rm′c
2
α
m′

[
U

(
xα

i

cm′
,

2

α

)
−U

(
xα

i−1

cm′
,

2

α

)])
,

(14)

where cm′ = PTβ/
(
Q2σ

2
)

and ci = PTβ/
(
Tiσ

2
)
, for i ∈

{m′ + 1, . . . , M}.
Proof: The proof is given in Appendix D.

For Q2 ≥ TM , we can only show that �Rcell ≥ 0. However,
this case is of limited interest since Q2 for 1-bit feedback will
typically be less than the largest MCS threshold TM . The lower
bound for �R(x) can be interpreted as follows. The cell area
is partitioned into concentric circles, which correspond to the
different MCSs being used. Specifically, xi−1 is the maximum
distance from the BS at which MCS i , for m′+1 ≤ i ≤ M , will
be allocated by TORA when bn = 1. From (13), we see that
�R(x) decays exponentially in xα/PT . Therefore, the closer
the user is to the BS or the higher the BS transmit power,
the higher is its throughput gain for a given Q2. Note that
�R(x) and �Rcell are functions of the MCS set M at the BS
and the quantizer Q at the user. With multiple users in a cell,
they will also be a function of the scheduler used. However,
characterizing it is not analytically tractable.

IV. SYSTEM-LEVEL PERFORMANCE EVALUATION

We now present Monte Carlo simulation results to evaluate
the efficacy of BS-side rate estimation and its sensitivity to
various system parameters. We drop K = 10 users uniformly
in a circular cell area with radius rc = 1 km. The transmit
power of the BS is fixed such that a user at the cell edge has a
mean SNR of 0 dB with the noise power spectral density set as
−174 dBm/Hz. There are N = 10 SCs, each with bandwidth
180 kHz. The path-loss parameters are α = 4 and β = 0.01.
The results are averaged over 1000 independent drops of the
10 users and 2000 fade realizations per user per drop. We first
present results for the exponential correlation model. There-
after, we present results for the typical urban (TU) channel
model, in which the SCs are not exponentially correlated
[24, Ch. 2]. To determine the MCSs for transmission,
we use the near-optimal, low-complexity i.i.d. approximation
of TORA in Section III-C.

A. MCS Set at BS

In order to benchmark the performance of the different
policies over a wide range of uplink feedback bandwidths and
BS rate adaptation capabilities, we present results for M = 2,
4, 8, and 16 MCSs. These are generated as follows from the
LTE standard, which defines 16 MCSs [2, Table 10.1] with
rates 0, 0.15, 0.23, 0.38, 0.60, 0.88, 1.18, 1.48, 1.91, 2.41,
2.73, 3.32, 3.90, 4.52, 5.12, and 5.55 bits/symbol. The M = 16
case directly corresponds to the MCSs specified in the table.
The M = 8 case corresponds to rates taken alternately from
the table, which are 0, 0.23, 0.60, 1.18, 1.91, 2.73, 3.90, and
5.12 bits/symbol. Similarly, M = 4 corresponds to rates 0,
0.60, 1.91, and 3.90 bits/symbol and M = 2 corresponds
to rates 0 and 1.91 bits/symbol. As mentioned, the MCS
threshold for each rate is given by Tm = (2Rm − 1)/η, with
η = 0.398 [21]. The number of MCSs at the BS is greater
than or equal to the number of quantization levels.

B. Quantizers

In order to evaluate the impact of the quantizer on BS-side
rate estimation, we also study percentile threshold-based



7640 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 16, NO. 11, NOVEMBER 2017

quantized feedback [4], [20]. In it, the quantization levels
for a user for B-bit feedback are obtained from the CDF
FSNR(·) of its SC SNR as follows: Ql = F−1

SNR ((l − 1) /L), for
2 ≤ l ≤ L + 1. This ensures that the SNR lies in the different
quantization regions with equal probability. For example, for
a 1-bit quantizer, the quantization level is the 50th percentile
value. Similarly, for a 2-bit quantizer, the levels are the 25th,
50th, and 75th percentile values. For both types of quantizers,
the MCS sets are derived from LTE and are described in
Section IV-A.

C. Scheduling Algorithms and Their Adaptations to
Feedback-Conditioned Goodput

In order to benchmark the performance of TORA as a
function of the scheduler, we present results for the following
three schedulers, which span a wide range of the trade-off
between cell throughput and user fairness. For this, we recall
the following notation. The optimal MCS assigned to SC
n for user k as per Lemma 1 is 
∗

kn(bk). It has an MCS
threshold T
∗

kn (bk), rate R
∗
kn (bk), and feedback-conditioned

goodput �∗
kn(bk) = R
∗

kn (bk)Pr
(
γkn > T
∗

kn (bk)|bk

)
. For B-bit

feedback, �∗
kn(bk) is a discrete RV, which takes L = 2B values

s1, . . . , sL , with the probability that it takes the value s j being
p j . Let in denote the user allocated to SC n by the scheduler.

1) RR Scheduler: It allocates SCs to users in a pre-
determined, channel-agnostic manner. For example,
in the first scheduling interval, all SCs are allocated to
the first user. In the second scheduling interval, all SCs
are allocated to the second user, and so on.

2) Feedback-Conditioned Goodput-Based CDF Scheduler:
It exploits multi-user diversity and is known to maxi-
mize cell throughput among all schedulers that allocate
equal time on average to each user. Conventionally,
CDF scheduling has been defined when R
∗

kn (bk) is a
continuous RV with CDF FR
∗

kn (bk )
(·). In this case, in is

given by [31]

in = argmax
1≤k≤K

{(
FR
∗

kn (bk )
(rkn)

) 1
wk

}
, (15)

where rkn is the realization of R
∗
kn (bk) and 0 ≤ wk ≤

1 is a weight factor that is used to give different
preferences to different users, subject to the constraint∑K

k=1 wk = 1. Setting wk = 1/K ensures that each user
is chosen on average for a fraction of time 1/K .
Since R
∗

kn (bk) is discrete in our model, we adapt the
above scheduler in terms of the feedback-conditioned
goodput as follows. This is motivated by the approach
used in [15]. Let F�∗

kn (bk)

(
s j
) = ∑ j

i=1 p j be the
cumulative mass function (CMF) of �∗

kn(bk), and let
F�∗

kn (bk)(0) = 0. The CMF is computed empirically
since no closed-form formula is available for it. The
feedback-conditioned goodput-based CDF scheduler is
implemented as follows:

• Step 1: In each scheduling interval, the BS computes
�∗

kn(bk) for all users and SCs.

• Step 2: The scheduler generates an RV Ukn , called
scheduling metric, that is uniformly distributed in
the interval

[
F�∗

kn (bk)

(
s j−1

)
, F�∗

kn (bk)

(
s j
))

.
• Step 3: SC n is allocated to the user with the largest

weighted scheduling metric:

in = argmax
1≤k≤K

{
(Ukn)

1
wk

}
. (16)

3) Feedback-Conditioned Goodput-Based Greedy Sched-
uler: It maximizes the cell throughput without consid-
ering fairness. SC n is allocated to the user with the
largest �∗

kn(bk):

in = argmax
1≤k≤K

{
�∗

kn(bk)
}
. (17)

D. Performance Benchmarking

We compare the fading- and user location-averaged cell
throughput, which we shall henceforth refer to as the cell
throughput, of TORA with that of the following:

1) Full CSI Feedback (F-CSI): In it, B = 4 bits are fed
back per SC and the number of MCSs M is set to the
largest value 16. The feedback bits for an SC indicate
the MCS to be used by the BS for downlink transmission
on that SC. This approach achieves the highest cell
throughput, but at the expense of maximum feedback
overhead.

2) CRA [4], [11], [12], [15], [16]: As mentioned in
Section I-A, CRA selects an MCS for each SC based
only on the lower level of the quantization region in
which the SC SNR lies.

We note that a meaningful and fair comparison with the
approaches in [4], [11], [12], [15], and [16] is not possible
due to fundamental differences in the models assumed.

E. Evaluation of Lower Bounds

We first study the fading-averaged throughput gain �R(x)
for one user with M = 16 MCSs at the BS for SISO. Figure 3
plots �R(x) and its lower bound in (13) as a function of
x for the 1-bit quantizer Q = {0, Q2,∞} with Q2 = 5,
10, and 15 dB for ρ = 0. We see that the trends depend
upon the choice of Q2. For a given Q2, �R(x) initially
decreases as x increases. This is because for small x , for
which bn is 1 with high probability, the bulk of the throughput
gain comes from the fact that TORA chooses a high-rate
MCS while CRA does not. However, as x increases further,
e.g., beyond 300 m for Q2 = 15 dB, �R(x) increases due
to the non-negligible contribution from the MCS selected
by TORA for bn = 0. As x increases even further, e.g.,
beyond 500 m for Q2 = 15 dB, �R(x) decreases because
bn = 0 occurs with even higher probability, which, in turn,
forces low-rate MCSs to be chosen with higher probability.
We see that as Q2 is lowered, the range of x for which the
bound is tight increases. This is because, the contribution to
�R(x) from the bn = 0 event, which the bound neglects,
decreases.
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Fig. 3. �R(x) and its lower bound for 1-bit feedback with Q2 = 5, 10,
and 15 dB (M = 16, K = 1, ρ = 0, and rc = 1 km).

TABLE I

COMPARISON OF CELL THROUGHPUTS FOR SISO FOR MCS
THRESHOLD-BASED FEEDBACK WITH DIFFERENT

SCHEDULERS (ρ = 0.74, N = 10, AND K = 10)

F. Cell Throughput Benchmarking

Next, we present a comprehensive benchmarking of the cell
throughput of TORA that takes into account different number
of quantization levels and quantizers at the user, MCS sets at
the BS, schedulers, and multi-antenna diversity modes.

1) MCS Threshold-Based Feedback: Table I presents a
comprehensive tabulation of the cell throughputs for MCS
threshold-based feedback for SISO. The SC SNRs of each
user are exponentially correlated with ρ = 0.74.1

We observe that, for any given B and M , the greedy
scheduler achieves the highest cell throughput while the RR
scheduler has the lowest. The cell throughput of TORA
exceeds that of CRA except when L = 2B is equal to M . Even
with 1-bit feedback, TORA achieves 78.15%, 58.39%, and
70.73% of the throughput of F-CSI for the greedy, CDF, and
RR schedulers, respectively. The corresponding percentages
for CRA are only 39.50%, 44.53%, and 39.63%. Note that
the TORA can achieve a higher cell throughput even with a
lower feedback overhead if more MCSs can be provisioned
at the BS. For example, 1-bit feedback with 16 MCSs at the
BS achieves 5.98% more throughput than 2-bit feedback with

1The correlation coefficient is chosen as 0.74 since it is equal to the
correlation between two subcarriers that are apart by a bandwidth of 180 kHz
of a PRB in the TU channel model. This enables us to also study the effect
of the correlation model.

TABLE II

COMPARISON OF CELL THROUGHPUTS FOR SISO FOR PERCENTILE
THRESHOLD-BASED FEEDBACK WITH DIFFERENT

SCHEDULERS (ρ = 0.74, N = 10, AND K = 10)

4 MCSs at the BS for the greedy scheduler. These relative
gains diminish as the number of feedback bits increases.

2) Percentile Threshold-Based Feedback: Table II presents
the corresponding results for percentile threshold-based feed-
back for SISO. In it, the quantizer of a user is customized to
the statistics of its SNR. This is unlike MCS threshold-based
feedback, in which the quantizer is the same for all the users.
For a given B , the cell throughput increases as M increases
for both CRA and TORA. This behavior is different from
that in Table I for MCS threshold-based feedback, in which
the cell throughput did not vary with M for CRA. TORA
again outperforms CRA for all B and M . This increase in
cell throughput for TORA with M is more pronounced for
percentile threshold-based feedback. For example, for TORA
with B = 1, the increase in cell throughput when M increases
from 2 to 16 is 124.32%, 136.00%, and 90.77% for the
greedy, CDF, and RR schedulers, respectively, in Table II. The
corresponding increases in Table I for MCS threshold-based
feedback are 97.87%, 31.15%, and 78.46%.

For B = 1, 2, and 3, percentile threshold-based feedback
yields a higher cell throughput than MCS threshold-based
feedback except for M = L. For example, for B = 1
and M = 16, percentile threshold-based feedback achieves
11.56%, 9.37%, and 6.90% more throughput for the greedy,
CDF, and RR schedulers, respectively, compared to MCS
threshold-based feedback. The cell throughput gains with
lower feedback overhead when more MCSs are provisioned at
the BS is also more for percentile threshold-based feedback.

G. One-Bit Feedback and Optimization of Quantization Level

We now focus on 1-bit feedback. Instead of setting the
quantization level Q2 as one of the MCSs thresholds in MCS
threshold-based feedback, we optimize it to see how much
the performance can be improved further.2 We consider the
TU channel model, in order to illustrate the utility of BS-side
rate estimation for general channel models.

Figures 4 and 5 plot the cell throughputs of CRA, TORA,
and F-CSI for the greedy and CDF schedulers, respectively,

2Such a study for B ≥ 2 is difficult because the number of quantization
levels to be optimized increases exponentially with B . An optimization of
Q for B ≥ 2 is considered in [28]. However, discrete rate adaptation is not
modeled.
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Fig. 4. Optimizing the quantization level Q2 for 1-bit feedback for the
greedy scheduler: Cell throughput as a function of Q2 for different rate adap-
tation policies and different multi-antenna modes for the TU channel model
(N = 10 and K = 10).

Fig. 5. Optimizing the quantization level Q2 for 1-bit feedback for the
CDF scheduler: Cell throughput as a function of Q2 for different rate
adaptation policies and different multi-antenna modes for the TU channel
model (N = 10 and K = 10).

as a function of Q2 for the SISO, SIMO, and MIMO modes.
Results for the RR scheduler are qualitatively similar and are
not shown to conserve space. For both CRA and TORA,
the cell throughput first increases, reaches a maximum at
the optimal Q2, and then decreases as Q2 increases further.
This is because, at low values of Q2, the rates allocated by
both policies are correspondingly low, which leads to low
cell throughputs. For high values of Q2, the chances that the
SC gain exceeds Q2 are small, as a result of which both
policies declare an outage with high probability. However,
the cell throughput of TORA is less sensitive to Q2 because it
utilizes statistical information along with the fed back CSI to
determine the transmit rate. We also observe that the optimal
Q2 is insensitive to the multi-antenna mode and the rate
adaptation policy for both schedulers.

For the greedy scheduler, the cell throughput of TORA
exceeds that of CRA by 26.11%, 21.26%, and 15.73% for
SISO, SIMO, and MIMO, respectively, at the optimal Q2,
which is 20 dB. At this Q2, it also achieves 84.08%, 91.65%,
and 96.08% of the cell throughput of F-CSI for SISO, SIMO,
and MIMO, respectively. For the CDF scheduler, the corre-
sponding throughput gains are 34.21%, 41.38%, and 47.40%

TABLE III

COMPARISON OF OUTAGE PROBABILITIES OF TORA AND CRA FOR
SISO FOR DIFFERENT QUANTIZERS AND SCHEDULERS

(ρ = 0.74, N = 10, AND K = 10)

at the optimal Q2, which is 12 dB. This is 56.25%, 64.47%,
and 72.44% of the cell throughput of F-CSI for SISO, SIMO,
and MIMO, respectively. Thus, substantial cell throughput
gains over CRA are achieved.

H. Outage Probability Comparisons

In order to gain different insights into the system behavior,
Table III tabulates the outage probabilities of CRA, TORA,
and F-CSI for SISO as a function of the number of feedback
bits B , number of MCSs M , and quantizers. The results are
averaged over fading and user locations. The outage probabil-
ity is defined as the probability that no user is scheduled to
transmit at a non-zero rate on an SC or the transmission by the
scheduled user cannot be decoded. For CRA, an outage occurs
for an SC when the SNR of the user scheduled on it is lower
than T2. However, for TORA, an outage occurs when the BS
estimates a rate that is higher than that can be supported on
the SC.

1) MCS Threshold-Based Feedback: For CRA, we observe
that, for a given B , the outage probability is insensitive to
M for all three schedulers. For B = 1, the CDF scheduler
has the highest outage probability followed by the RR and
greedy schedulers. However, for B = 2, 3, and 4, the outage
probabilities of the greedy and CDF schedulers are nearly zero
due to the higher resolution of feedback. The corresponding
values for the RR scheduler are higher, but they decrease as
B increases.

The behavior of the outage probability of TORA is different.
It is now sensitive to both B and M . For M = L, it is the
same as that of CRA. However, for M > L, it is relatively
higher than that of CRA for the greedy scheduler, but lower
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for the RR scheduler. For a given B , for M > L, it increases
as M increases.

2) Percentile Threshold-Based Feedback: Unlike MCS
threshold-based feedback, the outage probability of CRA is
sensitive to both B and M for all three schedulers. In all
cases, for a given B , the outage probability of CRA decreases
as M increases. For TORA, as well, the outage probability
is sensitive to both B and M for all three schedulers. For a
given B , it decreases as M increases. It is relatively higher
than that of CRA for the greedy and CDF schedulers except
when B = 1 and M = 2. However, for the RR scheduler,
the outage probability is lower than that of CRA, as was also
the case for MCS threshold-based feedback. Thus, the trends
and sensitivities observed for outage probability are different
from those for cell throughput.

V. CONCLUSIONS

We proposed BS-side rate estimation for throughput-optimal
discrete rate adaptation with threshold-based quantized feed-
back in OFDM systems. It decoupled the resolution of the
feedback from the number of MCSs available at the BS and
enabled the system designer to reduce the uplink feedback
overhead at the expense of more computations at the BS.
We also saw that this can be done without lowering the cell
throughput by provisioning more MCSs at the BS. We derived
the feedback-conditioned goodput in closed-form for the expo-
nentially correlated SC gains model that applied to various
multi-antenna diversity modes. While the expressions for it
were involved, they provided a fundamental benchmark to
establish the near-optimality of a low-complexity i.i.d. approx-
imation approach that ignored correlation in determining the
MCS. For 1-bit feedback, we derived a lower bound for the
cell throughput gain, which brought out the dependence of
the MCS chosen by TORA on the distance of the user from
the BS, and also the extent by which CRA is sub-optimal.
Our benchmarking results for MCS threshold-based feedback
and percentile threshold-based feedback showed that the cell
throughput gains are a function of the quantizer employed by
the user in addition to the MCS set and scheduler employed by
the BS. The largest gains were observed when the number of
feedback bits is small, which is a regime of practical interest
in OFDM systems.

Several interesting avenues for future work exist given the
importance of optimizing system performance with limited
feedback. These include modeling multi-user MIMO and
multi-cell scenarios, outdated CSI, and quantization of the
beamforming weights for multi-antenna modes.

APPENDIX

A. Proof of Lemma 1

The proof follows directly from first principles.
If MCS m is chosen, then the rate achieved is equal to
Rm1{γn≥Tm }. The indicator function arises because such
a transmission will succeed only if γn ≥ Tm . Therefore,
the fading-averaged throughput conditioned on the feedback
vector b is equal to

E
[
Rm1{γn≥Tm }|b

] = RmPr(γn ≥ Tm |b) . (18)

Hence, in order to maximize the average throughput, the MCS
m that maximizes RmPr(γn ≥ Tm |b) must be chosen.

B. Derivation of Result 1

Given b, we know that Qq1 ≤ γ1 < Qq1+1, . . . , Qqn ≤
γn < Qqn+1, . . . , QqN ≤ γN < QqN +1. Recall that Qqn ,
as defined in Section III-A, is the lower level of the quan-
tization region in which γn lies. Therefore,

Pr(γn ≥ Tm | b) = Pr
{
γn ≥ Tm | Qq1 ≤ γ1 < Qq1+1,

. . . , QqN ≤ γN < QqN +1
}
. (19)

Upon applying Bayes’ theorem, (19) can be written as

Pr(γn ≥ Tm | b)

= Pr
(
γn ≥Tm, Qq1 ≤γ1 < Qq1+1, . . . , QqN ≤γN < QqN +1

)

Pr
(
Qq1 ≤ γ1 < Qq1+1, . . . , QqN ≤ γN < QqN +1

) .

(20)

We have Pr(γn ≥ Tm |b) = 0, for Tm ≥ Qqn+1. For Tm <
Qqn+1, writing (20) in terms of the joint PDF fγ (·) of the
vector γ = (γ1, . . . , γN ) of SC SNRs yields

Pr(γn ≥ Tm | b)

=
∫ Qq1+1

Qq1
· · · ∫ Qqn+1

max{Tm ,Qqn } · · · ∫ QqN +1

QqN
fγ (v) dv

∫ Qq1+1

Qq1
· · · ∫ Qqn+1

Qqn
· · · ∫ QqN +1

QqN
fγ (v) dv

. (21)

The joint PDF of the exponentially correlated SC SNRs is
given by [17], [18]

fγ (v) = e
− d

[
v1+vN +(1+ρ2)

∑N−1
i=2 vi

]

γ̄ (1−ρ2)

� (d)
(

γ̄
d

)d (
1 − ρ2

)(N−1)d

∞∑

t=0

λt

×
∑

w1≥0,...,wN−1≥0
w1+···+wN−1=t

vw1+d−1
1 v

wN−1+d−1
N

(∏N−1
i=2 zi

)

∏N−1
j=1 w j ! �

(
w j + d

) , (22)

where λ = (
dρ/
(
γ̄ (1 − ρ2)

))2
and zi = v

wi−1+wi +d−1
i .

Substituting (22) in (21), evaluating the integrals in terms
of incomplete gamma functions, and using �

(m)
n (b) =

RmPr(γn ≥ Tm |b) yields Result 1.

C. Proof of Lemma 2

Let R (x | bn = i) denote the fading-averaged throughput
of TORA conditioned on bn = i , for i ∈ {0, 1}, for a user
located at a distance x from the BS. Similarly, for CRA,
let Rconv (x | bn = i) denote the conditional fading-averaged
throughput.

By definition of m′ in Section III-D, Rconv (x | bn = 1) =
Rm′ . Furthermore, Rconv (x | bn = 0) = 0. Hence, the through-
put gain �R(x) of a user located at a distance x from the BS
equals

�R(x) = [R (x | bn = 1) − Rm′ ] Pr(bn = 1|X = x)

+ R (x | bn = 0) Pr(bn = 0|X = x)

≥ [R (x | bn = 1) − Rm′ ] Pr(bn = 1|X = x) . (23)
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From the SNR expression in (1), we get

Pr(bn = 1|X = x) = Pr(γn > Q2|X = x)

= exp

(
− Q2σ

2xα

PTβ

)
. (24)

We now evaluate R (x | bn = 1). From (12), it follows that
the feedback-conditioned goodput of MCS m when bn = 1 is
given by

�(m)
n (b) = Rme− (max{Tm ,Q2}−Q2)

γ̄ . (25)

Therefore, when Q2 < TM , it follows that �
(i)
n (b) = Ri , for

1 ≤ i ≤ m′.
MCS M is chosen by TORA if its feedback-conditioned

goodput exceeds that of all the other MCSs, i.e., if

RM e
(Q2−TM )

γ̄ > max
{

R1, . . . , Rm′ , Rm′+1e
(Q2−Tm′+1)

γ̄ ,

. . . , RM−1e
(Q2−TM−1)

γ̄

}
. (26)

Using R1 < R2 < · · · < Rm′ , rearranging terms, and
substituting Tm = (2Rm − 1)/η, the inequality in (26) can
be reformulated in terms of γ̄ as

γ̄ > max

⎧
⎨

⎩
2RM − 2RM−1

η ln
(

RM
RM−1

) , · · · ,
2RM − 2Rm′+1

η ln
(

RM
Rm′+1

) ,

2RM − 2log2(1+ηQ2)

η ln
(

RM
Rm′

)

⎫
⎬

⎭
. (27)

By the definition of m′, we know that Rm′ ≤ log2 (1 + ηQ2) ≤
Rm′+1. It can be shown that the function f (y) =(
2RM − 2y

)
/
(
η ln

(
RM
y

))
, for y ∈ (0, RM ) and η > 0, is a

monotonically increasing function in y. Hence, (27) simpli-
fies to

γ̄ >
2RM − 2RM−1

η ln
(

RM
RM−1

) . (28)

Writing γ̄ in terms of the distance x using (1), we see
that MCS M will be chosen if x < xM−1, where xM−1 =
(

PT βη ln
(

RM
RM−1

)
/
(
σ 2
(
2RM − 2RM−1

))) 1
α

. Since MCS M is
used, it follows from (25) that

R(x | bn = 1) = RM exp

(
−σ 2 (TM − Q2) xα

PT β

)
. (29)

Upon substituting (29) and the expression for
Pr(bn = 1|X = x) from (24) in (23), we get

�R(x) ≥ RM e
− TM σ2xα

PTβ − Rm′e
− Q2σ2xα

PTβ , for 0 ≤ x < xM−1.

(30)

Similarly, MCS M − 1 will be chosen if γ̄ ≤(
2RM − 2RM−1

)
/
(
η ln

(
RM

RM−1

))
and

γ̄ > max

⎧
⎨

⎩
2RM−1 − 2RM−2

η ln
(

RM−1
RM−2

) , · · · ,
2RM−1 − 2Rm′+1

η ln
(

RM−1
Rm′+1

) ,

2RM−1 − 2log2(1+ηQ2)

η ln
(

RM−1
Rm′

)

⎫
⎬

⎭
. (31)

As above, it can be shown that this is equivalent to
γ̄ >

(
2RM−1 − 2RM−2

)
/
(
η ln

(
RM−1
RM−2

))
. Hence, MCS M −

1 is chosen if
(
2RM−1 − 2RM−2

)
/
(
η ln

(
RM−1
RM−2

))
< γ̄ ≤

(
2RM − 2RM−1

)
/
(
η ln

(
RM

RM−1

))
. Writing γ̄ in terms of x ,

we get that MCS M − 1 is chosen if xM−1 ≤ x < xM−2,
where xM−2 = PT βη ln

(
RM−1
RM−2

)
/
(
σ 2
(
2RM−1 − 2RM−2

))
. The

feedback-conditioned goodput for MCS M − 1, for xM−1 ≤
x < xM−2, is given by

R(x | bn = 1) = RM−1 exp

(
−σ 2 (TM−1 − Q2) xα

PT β

)
. (32)

Therefore,

�R(x) ≥ RM−1e
− TM−1σ2xα

PTβ − Rm′e
− Q2σ2xα

PTβ ,

for xM−1 ≤ x < xM−2. (33)

Proceeding similarly for MCSs M − 2, . . . , m′ yields (13).

D. Proof of Result 2

The fading- and user location-averaged cell throughput gain
�Rcell is given by

�Rcell =
∫ rc

0
�R(x) fX (x) dx, (34)

where fX (x) = 2x/r2
c , for 0 ≤ x ≤ rc. Substituting the lower

bound for �R (x) for Q2 < TM from Lemma 2, we get

�Rcell ≥
M∑

i=m′+1

∫ xi−1

xi

[
Ri exp

(
− Tiσ

2xα

PTβ

)
− Rm′

× exp

(
− Q2σ

2xα

PTβ

)]
2x

r2
c

dx . (35)

Evaluating the above integral in terms of incomplete gamma
functions yields (14).
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