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A. Online Learning in Social Networks

Q We consider the problem of finding the optimal set of source nodes in a diffusion
network that maximizes the spread of information, in sequential fashion. It depends
heavily on the underlying network parameters, which are not known to us initially.
Estimation of these parameters is a difficult task when we don’t have any obser-
vation available. We developed an online algorithm, where we observe cascades
(infected nodes and corresponding timestamps) on the go and learn network pa-
rameters from the cascades seen so far, using an ’approximate’ version of posterior
probability matching, popularly known as Thompson Sampling. Though we were
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unable to obtain any theoretical regret bound, we observed no-regret performance
of our algorithm on several datasets from the SNAP| database.

. |A Game Theoretic Approach to Robust Optimization

Robust Optimization is a framework in optimization under uncertainty, where a
min-max problem is solved considering the worst possible realization of parameters,
but it gets computationally intractable as the dimension of the problem increases.
We developed a general framework for approximately solving a robust optimization
problem using tools from online convex optimization and game theory, and provide
a convergence analysis of the same

Multi-armed Bandits with Side Observations

We Formulated personalized ad recommendation as a contextual bandit problem
considering the underlying graph structure over items as well as over users, changing
over time. We developed an UCB based approach in the case of side observations
and proved a sub-linear regret guarantee for our algorithm.
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tistical Methods.
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R, Python, MATLAB, ETEX.
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