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Abstract

We develop a scalable cell-level analytical model for multi-cell infrastructure IEEE 802.11 WLANs under a
so-called Pairwise Binary Dependence (PBD) condition. The PBD condition is a geometric property under
which the relative locations of the nodes inside a cell do not matter and the network is free of hidden nodes.
For a given number of cells, the computational complexity of our cell-level model remains constant even if the
number of nodes per cell increases. For the cases of saturated nodes and TCP-controlled long-file downloads,
we provide accurate predictions of cell throughputs. Similar to Bonald et al (Sigmetrics, 2008), we model a
multi-cell WLAN under short-file downloads as “a network of processor-sharing queues with state-dependent
service rates.” Whereas the state-dependent service rates proposed by Bonald et al are based only on the
number of contending neighbors, we employ state-dependent service rates that incorporate the impact of the
overall topology of the network. We propose an effective service rate approximation technique and obtain
good approximations for the mean flow transfer delay in each cell. For TCP-controlled downloads where
the Access Points (APs) transmit for a much larger fraction of time than the stations (STAs), we consider
the case when the APs can sense all the nodes in the neighboring cell, but ≈ 50% of the STAs in each cell
can sense only a subset of STAs in the other cell. Our cell-level model can predict the throughputs quite
accurately in this case as well even though the PBD condition does not strictly hold.
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1. Introduction

With widespread deployment of WiFi networks
(or, more formally, IEEE 802.11 networks) in office
buildings, university campuses, homes, hotels, air-
ports and other public places, it has become very
important to understand the performance of Wire-
less Local Area Networks (WLANs) that are based
on the IEEE 802.11 standard, and also to know how
to effectively design, deploy and manage them.

✩This paper is an extended version of our earlier work [1].
In this paper, we extend our analytical model in [1] to TCP-
controlled short-file downloads, characterize the associated
service process, and provide approximations for the mean
flow-transfer delays. We also demonstrate the applicability
of our analytical model when the “PBD condition” does not
strictly hold.

✩✩Much of the research work for this paper was carried out
when the first author was affiliated with the Indian Institute
of Science Bangalore.
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The IEEE 802.11 standard [2] provides two
modes of operation, namely, the ad hoc mode and
the infrastructure mode. Commercial and enter-
prise WLANs usually operate in the infrastructure
mode. An infrastructure WLAN contains one or
more Access Points (APs) which provide service to
a set of users or client stations (STAs). Every STA
in the WLAN associates iself with exactly one AP.
Each AP, along with its associated STAs, consti-
tutes a so-called cell. Each cell operates on a spe-
cific channel. Cells that operate on the same chan-
nel are called co-channel. We call a WLAN con-
taining multiple APs a multi-cell WLAN.

In a multi-cell infrastructure WLAN, the APs are
usually connected among themselves and to the In-
ternet by a high-speed wireline Local Area Network
(LAN), e.g., a Gigabit Ethernet. The STAs, on the
other hand, access the Internet only through their
respective APs. Thus, the 802.11 MAC protocol
is employed only for single-hop intra-cell frame ex-
changes between an AP and its associated STAs
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Figure 1: A multi-cell infrastructure WLAN: The 802.11
MAC protocol is employed only for single-hop intra-cell
frame exchanges within the cells (shown by dashed ovals).
A high-speed wireline LAN connects the APs and provides
access to the Internet.
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Figure 2: A multi-hop ad hoc WLAN.

(and not among the APs and/or STAs belonging to
different cells). Figure 1 depicts an example of such
a multi-cell WLAN.
This paper is concerned with analytical modeling

of infrastructure WLANs (such as in Figure 1) that
are based on the Distributed Coordination Function
(DCF) Medium Access Control (MAC) protocol as
defined in the IEEE 802.11 standard [2]. Analyti-
cal modeling can provide important insights to ef-
fectively design, deploy and manage the WLANs.
However, accurate analytical modeling of multi-cell
WLANs is a challenging problem. Nodes (i.e. AP
or STA) in two closely located co-channel cells can
suppress each other’s transmissions via carrier sens-
ing and interfere with each other’s receptions caus-
ing packet losses. Thus, the activities of the nodes
in proximal co-channel cells are essentially coupled,
which makes the analytical modeling difficult.

1.1. Literature Survey

The seminal analytical model for single cell
WLANs was developed in [3], and later general-

ized in [4]. In a single cell, nodes can sense and
decode each other’s transmissions. Thus, nodes in
a single cell have the same global view of the activ-
ities on the common medium. Nodes in a multi-cell
WLAN, however, can have different local views of
the network activity around themselves, and their
own activity is determined by this local view.

In the context of multi-hop ad hoc networks (see
Figure 2), node- and link-level models have been
proposed to capture the local characteristics of net-
work activities [5, 6, 7]. However, for networks
of realistic size, a node- or link-level model is in-
tractable, since its complexity increases exponen-
tially with the number of nodes or links [8].

Since a node- or link-level model is often in-
tractable and provides little insight, several simpli-
fying assumptions have been made in order to gain
insights. A common simplification is to ignore colli-
sions due to hidden nodes by assuming that hidden
nodes are suppressed either via RTS/CTS hand-
shaking [9, 10], or via a so-called “hidden-node-free
design” [11, 12, 13, 14]. Another simplification is to
assume an infinite number of nodes placed accord-
ing to either some regular topology [9] or a regular
point process [15]. The performance analysis of a
single-AP WLAN in presence of hidden nodes has
been reported in [16, 17, 18].

TCP-controlled data transfers are usually clas-
sified into two types: (i) long-lived flows (e.g.,
file transfer), and (ii) short-lived flows (e.g., web
browsing). The case of long-lived flows in a sin-
gle isolated cell has been analyzed in [19, 20].
A single isolated cell with short-lived flows was
modeled as “a processor-sharing queue with state-
dependent service rates” in [21, 22]. The seminal
papers by Bonald et al. provide the most com-
prehensive treatment of multi-cell networks with
short-lived flows, both for cellular data networks
[23] as well as for 802.11-based WLANs [10]. In
[10] the authors model a multi-cell infrastructure
WLAN under short-lived downloads as a “network
of multi-class processor-sharing queues with state-
dependent service rates.”

1.2. Our Contributions

To accurately model a multi-cell infrastructure
WLAN, one needs to account for the node- and link-
level interactions, as in the case of multi-hop ad hoc
networks. However, comparing Figures 1 and 2, we
observe the following key differences:
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• The ad hoc WLAN does not possess any spe-
cific stucture (topology). However, the infras-
tructure WLAN has a nice cellular structure.
Let R denote the cell radius (i.e., the max-
imum distance between an AP and its asso-
ciated STAs) and D denote the distance be-
tween two nearest co-channel APs. For com-
munication at high Physical layer (PHY) rate
to be possible between an AP and its associ-
ated STAs, R should be small. However, with
multiple non-overlapping channels, D could be
much larger than R. Thus, the APs and STAs
that operate on the same channel look like a set
of clusters (or cells) centered at the APs and
well separated from each other (for example,
see Figures 3(a)-3(d)).

• If hidden nodes are due to physical distances
and not due to obstacles, then a WLAN can be
designed to be hidden-node-free by tuning the
carrier sensing range [11, 12, 14]. The hidden-
node-free condition in a cellular infrastructure
WLAN, however, is different from that in an
ad-hoc network. A hidden node scenario de-
pends on the relative positions of an inter-
ferer w.r.t. a transmitter-receiver pair, and in
a cellular infrastructure WLAN, a transmitter-
receiver pair must belong to the same cell. If
the carrier sensing range is at least twice the
cell radius, then a hidden node must belong to
another cell.

The above observations motivate us to take a
different perspective on the analytical modeling of
multi-cell infrastructure WLANs. Specifically, we
exploit the cellular structure of multi-cell infras-
tructure WLANs by treating a cell as a single entity
and develop a cell-level analytical model.

We make the following novel contributions:

(1) We identify a geometric property, which we call
the Pairwise Binary Dependence (PBD) condition
(see A1 in Section 2), under which we could develop
a cell-level model. Our cell-level model is scalable
since its computational complexity increases with
the number of cells rather than nodes or links. In
fact, its complexity remains constant as the number
of nodes per cell increases (see Section 3.3).

(2) We develop analytical models with saturated
nodes as well as for TCP-controlled long- and short-
file downloads (Sections 3 and 4). For the case
of saturated nodes and TCP-controlled long-lived

downloads (resp. short-lived downloads), we pre-
dict throughputs (resp. flow transfer delays) and
illustrate the accuracy of our analysis (Section 5).
The equations for collision probabilities, through-
puts and mean flow transfer delays that we derive
are new.

(3) The PBD condition, if holds, essentially im-
plies that the multi-cell infrastructure WLAN is
free of hidden nodes (Section 2). We develop our
analytical model in a hidden-node-free setting as
in [9, 10, 13]. However, we demonstrate that our
model can be applied also when the APs can sense
all the nodes in the neighboring cell, but ≈50% of
the STAs in each cell can sense only a subset of
nodes in the other cell so that the PBD condition
does not strictly hold (Section 5.5).

(4) In [6, 9, 13], valuable insights have been ob-
tained by taking the access intensity1 to infinity.
One such insight is:

I1 As the access intensity goes to infinity, only
those nodes that belong to some maximum
independent set2 obtain non-zero throughputs
[6, 9, 13].

We confirm Insight (I1) at the cell-level. Another
insight, which is a simple consequence of Insight
(I1), is:

I2 As the access intensity goes to infinity, the ag-
gregate network throughput is maximized.

Insight (I2) has been recently established by [9] in
the context of an infinite linear chain of saturated
nodes. We establish it, under the PBD condition,
for arbitrary cell topologies for saturated nodes and
also for TCP-controlled long-lived downloads (see
Theorem 3.1). Moreover, we provide a third insight:

I3 Realistic access intensities with default backoff
parameter settings and sufficiently large packet
payloads (e.g., ≥ 500 bytes) are indeed large so
that the values of the cell throughputs in such
situations are very close to their values with
infinite access intensities (Section 3.4).

1This term was coined by [9] and is defined in (5).
2A maximum independent set of a graph G is an inde-

pendent set of G with maximum cardinality. In contrast,
a maximal independent set of G is an independent set of G
that is not a proper subset of any other independent set of G.
Every maximum set is also a maximal set, but the converse
is not true.
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(5) For TCP-controlled short-file downloads, we
improve the service model of [10]. The service
model in [10] is based on the assumption of “syn-
chronous and slotted” evolution of network ac-
tivities with the service rates depending only on
the number of contending neighbors. However,
inter-cell blocking due to carrier sensing is “asyn-
chronous” (see Section 3.1). The service rates in
our model capture this asynchrony and the service
rates in our model depend on the overall topology of
the contending APs. Taking an example of a three-
cell network, we show that (i) the service rates pro-
posed in [10] can lead to inaccurate prediction of
delays (Figure 20), but (ii) significantly more ac-
curate results can be obtained with our improved
service model (Figure 21).

1.3. Outline of the paper

The remainder of the paper is structured as fol-
lows. In Section 2, we provide our network model
and discuss our assumptions. In Section 3, we first
develop our analytical model with saturated nodes,
and then extend to the case of TCP-controlled long-
file downloads (Section 3.2). In Section 4, we apply
the insights obtained in Section 3.4 to extend to the
case of TCP-controlled short-file downloads. We il-
lustrate the accuracy of our analytical models in
Section 5. The paper concludes in Section 6. A
derivation of the equation for collision probability
has been provided in the Appendix.

2. Network Model and Assumptions

Let Rcs denote the carrier sensing range, i.e., Rcs

is the maximum distance up to which a transmit-
ter can cause a “medium busy” condition at idle
receivers [24, 12].

Definition 2.1. Two nodes are said to be depen-
dent if the distance between them is less than Rcs

and they operate on the same channel; otherwise,
the two nodes are said to be independent. Two cells
are said to be independent if every node in a cell is
independent w.r.t. every node in the other cell; oth-
erwise, the two cells are said to be dependent. Two
dependent cells are said to be completely dependent
if every node in a cell is dependent w.r.t. every node
in the other cell.

In the above definitions, we implicitly assume
that (i) only non-overlapping channels are used,
(ii) nodes can neither sense nor interfere (and be

interfered) with transmissions on a different non-
overlapping channel, and (iii) the carrier sensing
range Rcs is a sharp boundary within which nodes
sense and interfere (and be interfered) with each
other’s transmissions, and do not interact outside
of it. We also make the following explicit assump-
tions about the network:

A0. Nodes in the same cell are dependent.

A1. Pairwise Binary Dependence (PBD):
Any pair of cells is either independent or com-
pletely dependent.

A2. Simultaneous transmissions by independent
transmitters are successfully received at their
respective receivers.

A3. Simultaneous transmissions by dependent
transmitters are always lost due to collision.

A4. Each cell contains a fixed number of identical
STAs.

A5. Packet losses due to channel errors are negligi-
ble.

By A0, nodes in the same cell can sense and in-
terfere (and be interfered) with each other’s trans-
mission. By the PBD condition (A1), nodes in
the same cell sense and interfere (and be inter-
fered) with the same set of nodes in the other cells.
Since communication is always between an AP and
one of its associated STAs (in the same cell), any
transmitter-receiver pair can sense the same set of
interferers. Thus, the PBD condition implies that
the network is free of hidden nodes. As stated
earlier in Section 1.1, assuming a hidden-node-free
setting is a common simplification and applied in
[9, 10, 13]. In Section 5.5 we demonstrate that
our cell-level model, which we develop assuming the
PBD condition, can also be applied in certain sce-
narios where hidden nodes are indeed present and
the PBD condition does not strictly hold.
Simultaneous transmissions by nodes that are lo-

cated within Rcs of each other (i.e., nodes that sense
each other) lead to synchronous collisions, in which
case, the colliding transmissions arrive at the re-
ceiver within a backoff slot duration [24]. Simul-
taneous transmissions by nodes that cannot sense
each other’s transmissions lead to asynchronous (or
hidden node) collisions at a receiver. In our net-
work model, there cannot be packet losses due to
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asynchronous hidden node collisions (A2). How-
ever, there can be packet losses due to synchronous
collisions, e.g., A0 and A3 imply that simultaneous
transmissions in the same cell are always lost due
to (synchronous) collisions.

3. An Analytical Model for Multi-Cell
WLANs with Arbitrary Cell Topology

In this section, we develop a cell-level model for
WLANs that satisfy A0-A5. We index the cells
by positive integers 1, 2, . . . , N , where N denotes
the number of cells. Let N = {1, 2, . . . , N} denote
the set of cells. Let M denote the number of non-
overlapping channels, and let C = {1, 2, . . . ,M} de-
note the set of channels. Let c = (c1, c2, . . . , cN ) de-
note the channel assignment where, ∀i ∈ N , ci ∈ C
denotes the channel assigned to Cell-i.

We construct a contention graph G(c) as follows.
Every cell in the network is represented by a vertex
in G(c). There exists an edge between two vertices
in G(c) if and only if the corresponding cells are
completely dependent. Owing to the PBD condi-
tion, any two cells are either independent or com-
pletely dependent. Moreover, two cells are com-
pletely dependent if the distance between the re-
spective APs is less than Rcs and the two cells op-
erate on the same channel. Thus, given the loca-
tions of the APs and a channel assignment c, G(c)
can be constructed, and our model applies to any
G(c). To simplify notations, we assume the chan-
nel assignment c to be given and fixed, and hence-
forth, we denote the contention graph G(c) (for the
given channel assignment c) by G. Two cells whose
corresponding vertices in the contention graph G
are joined by an edge will be called neighbors. Let
Ni (⊂ N ) denote the set of neighboring cells of
Cell-i (i ∈ N ). By definition, i /∈ Ni.

We first develop our model for saturated nodes
(Section 3.1), and then extend to TCP-controlled
long-lived downloads (Section 3.2). The case of
TCP-controlled short-lived downloads is covered in
Section 4. We develop a generic model and demon-
strate the accuracy of our model by comparing with
NS-2 simulations of a few example networks given in
Figure 3(a)-3(d). Note that in Figure 3(a)-3(d), by
a “contention domain” we mean a maximal clique
of G.

1 2

(a)

1 2 3

(b)

1 2

3

(c)
43

5

6 72

1

(d)

Figure 3: Examples of multi-cell systems: (a) two co-channel
cells with a single contention domain, (b) three linearly
placed co-channel cells with two contention domains, (c)
three co-channel cells with a single contention domain, and
(d) seven co-channel cells with an arbitrary cell topology and
seven contention domains. The contention graphs have also
been shown.

3.1. Modeling with Saturated Nodes
and UDP Traffic

Consider the scenario where the nodes (i.e., the
APs and the STAs) are saturated or infinitely back-
logged, and are transferring packets to one or more
nodes in the same cell over UDP. Let ni, ni ≥ 2,
denote the number of nodes in Cell-i. Thus, Cell-i
consists of a saturated AP, AP-i, and ni − 1 sat-
urated STAs. The APs and their associated STAs
exchange fixed size packets over UDP.

In general, nodes belonging to different cells can
have different views of the network activity. Due to
the PBD condition, however, nodes in the same cell
have an identical view of the rest of the network.
When one node senses the medium idle, so do the
other nodes in the same cell, and we say that the
cell is sensing the medium idle. Since the nodes
are saturated, whenever a cell senses the medium
idle, all the nodes in the cell decrement their back-
off counters per idle backoff slot that elapses in the
local medium of the cell, and we say that the cell is
in backoff. If the nodes were not saturated, a node
with an empty transmission queue would not have
been counting down during the “medium idle” pe-
riods and the number of contending nodes would
have been time-varying. With saturated nodes,
however, nodes contend whenever they sense the
medium idle, and the number of contending nodes
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in each cell remains constant.
We say that a cell is transmitting when one or

more nodes in the cell are transmitting. When a cell
starts transmitting, its neighbors (i.e., neighbor-
ing cells) sense the transmission within one backoff
slot and they defer medium access. We then say
that the neighbors are blocked due to carrier sens-
ing. When a cell is blocked, the backoff counters
of all the nodes in the cell are frozen. Thus, a cell
can be in one of three states: (a) Transmitting
(when at least one node in the cell is transmitting),
(b) Backoff (when every node in the cell is decre-
menting its backoff counter per idle backoff slot), or
(c) Blocked (when the backoff counters of all the
nodes in the cell are frozen due to transmissions in
some neighboring cell(s)).
We emphasize that the evolution of the network is

partly synchronous and partly asynchronous. Nodes
in the same cell have an identical view of the rest
of the network and they are synchronized. When
two or more nodes in the same cell start trans-
mitting together, a synchronous intra-cell collision
occurs. Two neighboring cells can start transmit-
ting together (i.e., within a backoff slot) before they
could sense each other’s transmissions, resulting in
synchronous inter-cell collisions. For example, con-
sider Figure 3(b) and suppose that Cell-1 and Cell-2
are counting down together. With positive proba-
bility, there would be simultaneous transmissions
in both Cell-1 and Cell-2 leading to synchronous
inter-cell collisions. Recall that, due to Assumption
(A2), there cannot be asynchronous hidden node
collisions in the network. However, blocking due to
carrier sensing is, in general, asynchronous in na-
ture. For example, consider Figure 3(b) and sup-
pose that Cell-1 starts transmitting first and blocks
Cell-2 (no later than a backoff slot). Since Cell-3
is independent of Cell-1, Cell-3 can start transmit-
ting at any instant during the transmission in Cell-
1. Thus, transmissions in Cell-1 and Cell-3 would
overlap at the nodes in Cell-2 in an asynchronous
manner keeping Cell-2 blocked.
To capture both the synchrony and the asyn-

chrony, we extend the two-stage approach of [7]
from node-level to cell-level. In the first stage, we
ignore inter-cell collisions and assume that inter-cell
blocking due to carrier sensing is immediate. We
develop a continuous time model by extending the
independent-set approach of [5] from node-level to
cell-level, and obtain the fraction of time for which
each cell is transmitting/blocked/in backoff. This
requires careful choice of cell-level transition rates,

which we obtain in (2) and (3). In the second stage,
we obtain the fraction of backoff slots in which var-
ious subsets of neighboring cells can start transmit-
ting together, and compute the collision probabili-
ties in (9) by accounting for synchronous inter-cell
collisions. We combine the above by a fixed-point
equation and compute the throughputs using the
solution of the fixed-point equation. We define the
following notation:

βi := (transmission) attempt probability (over the
backoff slots) of the nodes in Cell-i

γi := conditional collision probability of the nodes
in Cell-i (conditioned on an attempt being
made)

Thus, at every backoff slot boundary, every node
in Cell-i starts transmitting with probability βi, i.e.,
the attempt process of each node is a Bernoulli pro-
cess over the backoff slots. As in [4], βi is related
to γi by

βi = G(γi) :=
1 + γi · · ·+ γK

i

b0 + γib1 · · ·+ γk
i bk + · · ·+ γK

i bK
,

(1)
where K denotes the retransmit limit and bk, 0 ≤
k ≤ K, denotes the mean backoff sampled after
the kth collision (for the same packet). The backoff
parameters K and bk, 0 ≤ k ≤ K, are fixed in
the DCF and their values depend on the PHY layer
being used.

3.1.1. The First Stage

When Cell-i and some (or all) of its neighbor-
ing cells are in backoff, they contend until one of
the cells, say, Cell-j, j ∈ Ni ∪ {i}, starts transmit-
ting. Since we ignore inter-cell collisions in the first
stage, the possibility of two or more neighboring
cells starting transmission together is ruled out.
When Cell-i starts transmitting, it gains control
over its local medium by immediately blocking its
neighbors that are not yet blocked. We assume that
the time until Cell-i goes from the backoff state to
the transmitting state is exponentially distributed
with mean 1/λi.
The “activation rate” λi of Cell-i is given by

λi =
1− (1− βi)

ni

σ
, (2)

where we recall that ni denotes the number of nodes
in Cell-i, σ denotes the duration of a backoff slot
(in seconds), and 1 − (1 − βi)

ni is the probability
that there is an attempt in Cell-i per backoff slot.
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Remarks 3.1. In (2) we have converted the aggre-
gate transmission attempt probability in a cell per
(discrete) backoff slot to an attempt rate over (con-
tinuous) backoff time. Our assumption of “expo-
nential time until transition from the backoff state
to the transmitting state” is the continuous time
analogue of the assumption of “geometric number
of backoff slots until transmission attempt” in the
discrete time models of [3] and [4].

Remarks 3.2. The authors in [7] use an uncondi-
tional activation rate λ over all times as well as a
conditional activation rate g over the backoff times.
We use a single activation rate λ which is condi-
tional on being in the backoff state. Our modified
approach with a single conditional activation rate
can also be applied to simplify the node- and link-
level model of [7].

When Cell-i transmits, its neighbor cells re-
main blocked (due to Cell-i) until Cell-i’s trans-
mission finishes and an idle DIFS period elapses.
If the transmission is a success (resp. an intra-
cell collision) in Cell-i, then Cell-i’s neigh-
bors remain blocked for a success time Ts

(resp. a collision time Tc). In the Basic Access
(resp. RTS/CTS) mechanism, Ts corresponds to
the time DATA-SIFS-ACK-DIFS (resp. RTS-SIFS-
CTS-SIFS-DATA-SIFS-ACK-DIFS) and Tc corre-
sponds to the time DATA-EIFS (resp. RTS-EIFS).
Ts and Tc can be computed using the protocol pa-
rameters and mean DATA payload size L. We de-
note the mean duration for which Cell-i’s neighbors
remain blocked due to a transmission in Cell-i by
1/µi, where

1

µi

= psucc,i · Ts + (1− psucc,i) · Tc, (3)

where psucc,i = niβi(1−βi)
ni−1

1−(1−βi)ni
is the probability

that the transmission in Cell-i is successful given
that there is a transmission in Cell-i. We take the
activity periods of Cell-i to be i.i.d. exponential
random variables with mean 1/µi.

Our approximation of exponential activity peri-
ods is justified by a well-known insensitivity result
(see [25, Theorem 1] and [5]) and the detailed bal-
ance equations satisfied by our model (see Equation
(4)).

Due to carrier sensing, at any point in time, only
a set A (⊂ N ) of mutually independent cells can
be transmitting together, i.e., A must be an in-
dependent set (of vertices) of G. From G, we can

determine the set of cells BA that get blocked due
to A, and the set of cells UA that remain in backoff,
i.e., the set of cells in which nodes can continue to
decrement their backoff counters. Note that A, BA

and UA form a partition of N .

We take A(t), i.e., the set A of cells that are
transmitting at time t, as the state of the multi-cell
system at time t. Due to the exponential approx-
imations of the distributions of the time to acti-
vation and the activity periods, at any time t, the
rate of transition to the next state is completely de-
termined by the current state A(t). For example,
Cell-j, j ∈ UA, joins the set A (and its neighboring
cells that are also in UA join the set BA) at a rate
λj . Similarly, Cell-i, i ∈ A, leaves the set A (and
its neighboring cells that are blocked only due to
Cell-i leave the set BA) to join the set UA at a rate
µi. We conclude that, the process {A(t), t ≥ 0} has
the structure of a Continuous Time Markov Chain
(CTMC).

The CTMC {A(t), t ≥ 0} has a finite number
of states, and it is irreducible as long as the λi’s
and the µi’s are non-zero, which is the case when
the contention windows and the packet payloads
are finite. Then, the CTMC {A(t), t ≥ 0} is sta-
tionary and ergodic. The set of all possible in-
dependent sets of G which constitutes the state
space of the CTMC {A(t), t ≥ 0} is denoted by
A. The state when none of the cells is trans-
mitting will be denoted by Φ, where Φ denotes
the empty set. For a given contention graph G,
A can be determined. For the topology given in
Figure 3(c) we have A = {Φ, {1}, {2}, {3}}, and
for the topology given in Figure 3(b), we have
A = {Φ, {1}, {2}, {3}, {1, 3}}. The corresponding
CTMCs are given in Figures 4(a) and 4(b).

It can be checked that the transition structure of
the CTMC {A(t), t ≥ 0} satisfies the “Kolmogorov
Criterion” for reversibility [26]. Hence, the station-
ary probability distribution π(A),A ∈ A, satisfies
the detailed balance equations, ∀i ∈ UA,

π(A)λi = π(A ∪ {i})µi. (4)

Define the “access intensity” ρi of Cell-i by

ρi :=
λi

µi

. (5)

Due to reversibility, the stationary distribution of
{A(t), t ≥ 0} has the following product-form, ∀A ∈
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Figure 4: The CTMCs describing the cell-level contention for
example networks in (a) Figure 3(c), and (b) Figure 3(b).

A,

π(A) =

(

∏

i∈A

ρi

)

π(Φ), (6)

where π(Φ) denotes the stationary probability that
none of the cells is transmitting. π(Φ) can be ob-
tained by applying the normalization equation

∑

A∈A

π(A) = 1. (7)

Combining (6) and (7), we obtain, ∀A ∈ A, the
stationary probability π(A) that the particular set
A of cells is transmitting by

π(A) =

(
∏

i∈A ρi
)

∑

A∈A

(

∏

j∈A ρj

) , (8)

where we recall that a product
∏

over an empty
index set is taken to be equal to 1.

3.1.2. The Second Stage

In the first stage analysis in Section 3.1.1, we had
ignored inter-cell collisions. We now compute the
collision probabilities γi’s accounting for inter-cell
collisions. Note that γi is conditional on an attempt
being made by a node in Cell-i. Hence, to compute
γi, we focus only on those states in which Cell-i
can attempt. Clearly, Cell-i can attempt in State-
A iff it is in back-off in State-A, i.e., iff i ∈ UA. In
all such states a node in Cell-i can incur intra-cell

collisions due the other nodes in Cell-i. Further-
more, some (or all) of Cell-i’s neighbors might also
be in back-off in State-A. If a neighboring cell, say,
Cell-j, j ∈ Ni, is also in back-off in State-A, i.e.,
if j ∈ UA, then a node in Cell-i can incur inter-cell
collisions due to the nodes in Cell-j. The collision
probability γi is then given by, ∀i ∈ N ,

γi =

∑

A∈A : i∈UA
π(A)γi(A)

∑

A∈A : i∈UA
π(A)

, (9)

where

γi(A) = 1− (1− βi)
ni−1

∏

j∈Ni : j∈UA

(1− βj)
nj

represents the (conditional) collision probability of
the nodes in Cell-i in State-A. A derivation of (9)
can be found in the Appendix at the end of the
paper. We emphasize that (9) is different from the
equation for synchronous collisions, Equation (10),
of [7].

3.1.3. Fixed Point Formulation

The γi’s can be written as functions of the βi’s
by applying (2)-(9). Let, ∀i ∈ N ,

γi = Γi(β1, β2, . . . , βN )

denote this functional dependence. Also, ∀i ∈
N , (1) provides the functional dependence of βi

on γi as βi = G(γi). Using the notation β =
(β1, β2, . . . , βN ), we obtain an N -dimensional fixed
point equation in terms of β given by

β = (G(Γ1(β)), G(Γ2(β)), . . . , G(ΓN (β))), (10)

where we recall that N is the total number of cells.
This N -dimensional fixed point equation can be nu-
merically solved to obtain the attempt probabilities
βi’s. Once the βi’s are known, the stationary state
probabilities π(A)’s and the collision probabilities
γi’s can also be obtained by applying (2)-(9). In
all of the cases that we have considered, the fixed
point iterations were observed to converge to the
same solutions irrespective of starting points.

3.1.4. Computation of Saturation Throughputs

Let xi(G) denote the fraction of time for which
Cell-i is not blocked in a multi-cell network with
contention graph G. Thus, xi(G) is the fraction of
time when Cell-i is either transmitting (i ∈ A) or

8
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in backoff (i ∈ UA), and hence, ∀i ∈ N ,

xi(G) =
∑

A∈A : i∈A∪UA

π(A), (11)

where we recall that A depends on G.
Let Θsat

i (G) denote the aggregate throughput in
packets/sec of (the ni saturated nodes in) Cell-i
in the multi-cell network with contention graph G.
Let Θsat

n,singlecell denote the aggregate throughput
in packets/sec of a single isolated cell containing
n saturated nodes. Note that Θsat

n,singlecell can be

computed as in [3] or [4]. We approximate Θsat
i (G)

by
Θsat

i (G) ≈ xi(G) ·Θ
sat
ni,singlecell

(12)

and Θsat
i (G) divided by ni gives the per node

throughput θsati (G) in Cell-i, i.e., θsati (G) =
Θsat

i (G)/ni.
If Cell-i is indeed an isolated cell, then we have

xi(G) = 1 and Θsat
i (G) = Θsat

ni,singlecell
. However,

in general, Cell-i remains blocked (by other cells’
activity) for a fraction of time 1−xi(G), and hence,
xi(G) appears as the reduction factor in (12). The
approximation in (12) is explained as follows. If
we could ignore the time wasted in inter-cell col-
lisions, then the times during which Cell-i is not
blocked would consist of only of the backoff slots
and the activities of Cell-i by itself. However, in
general, a fraction of the medium time is wasted in
inter-cell collisions. Thus, the single cell through-
put Θsat

ni,singlecell
of Cell-i is only an approximation

of the aggregate throughput of Cell-i, over the times
during which it is not blocked, and Θsat

ni,singlecell

multiplied by xi(G) provides an approximation of
the aggregate throughput Θsat

i (G) of Cell-i in the
multi-cell network. In Section 5 we show that our
analytical results (that are based on (12)) are quite
accurate when compared with simulations.

3.2. Extension to TCP-controlled
Long-lived Downloads

We now extend the analysis of Section 3.1 to the
case when STAs download long files via their re-
spective APs from a local server using TCP connec-
tions. Our extension to TCP-controlled long-lived
flows is based on the analytical model for multi-cell
WLANs with saturated nodes, developed in Sec-
tion 3.1, and the equivalent saturated model of [20]
for TCP-WLAN interaction in a single cell. The
model proposed by [20] has been shown to be quite
accurate under the following assumptions:

Aa. The TCP source agents reside in a local server
which is connected with the AP by a relatively
fast wireline LAN (which is our network set-
ting) such that the AP in the WLAN is the
bottleneck for every TCP connection.

Ab. Every STA has a single long-lived TCP con-
nection.

Ac. There are no packet losses due to buffer over-
flow.

Ad. The TCP timeouts are set large enough to
avoid timeout expiration due to Round Trip
Time (RTT) fluctuations.

Ae. The delayed ACK mechanism has been dis-
abled.

Af. The TCP connections have equal maximum
windows.

We assume Aa-Af in this section. Under Aa-Af,
[20] propose to model a single cell having an AP
and an arbitrary number of STAs (with long-lived
TCP connections) by an equivalent saturated net-
work which consists of a saturated AP and a single
saturated STA. “This equivalent saturated model
greatly simplifies the modeling problem since the
TCP flow control mechanisms are now implicitly
hidden and the aggregate throughput can be com-
puted using the saturation analysis [20].”

Using the equivalent saturated model of [20], the
analysis of Section 3.1 can be directly applied to
TCP-controlled long file downloads by taking ni =
2, ∀i ∈ N , i.e., by assuming two saturated nodes
per cell regardless of how many STAs are actually
present in the cells. Of the two saturated nodes, one
represents a saturated AP and the other represents
an equivalent saturated STA.

Remarks 3.3. In TCP-controlled downloads, APs
send TCP DATA packets to their associated STAs
and STAs send TCP ACK packets to their respec-
tive APs. Note that, both TCP DATA and TCP
ACK packets are DATA units from the point of
view of the MAC. Thus, to properly account for
TCP DATA and TCP ACK traffic, we take the
size of the MAC data units of one of the saturated
nodes to be LTCP−DATA and that of the other sat-
urated node to be LTCP−ACK , where LTCP−DATA

(resp. LTCP−ACK) denotes the size of a TCP DATA
(resp. TCP ACK) packet plus the IP header.
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3.2.1. AP Throughputs with Long-lived Flows

The throughput of an AP, by definition, is
equal to the aggregate throughput obtained by all
the users/STAs that are served by the AP. Let
θAP−TCP
singlecell denote the throughput in packets/sec of
the AP in a single isolated cell under long-lived
downloads. We obtain θAP−TCP

singlecell by applying the
equivalent saturated model of [20]. Clearly, half
the successful transmissions must belong to the AP
(no-delayed-ACKs). Thus, we must have

θAP−TCP
singlecell = Θ

sat,LTCP,avg

n=2,singlecell/2,

where Θ
sat,LTCP,avg

n=2,singlecell is computed by taking n = 2
saturated nodes and an average payload size of

LTCP,avg = (LTCP−DATA + LTCP−ACK)/2.

The throughput, θAP−TCP
i (G), of the AP in Cell-i

in a multi-cell network with contention graph G, is
given by

θAP−TCP
i (G) ≈ xi(G) · θ

AP−TCP
singlecell , (13)

where xi(G) is computed by the analysis of Section
3.1, taking ni = 2, ∀i ∈ N .

3.3. Complexity of the Model

The computational benefits of our cell-level
model as compared to a node-level model is due
to the fact that its complexity grows with the num-
ber of cells rather than nodes. The computational
complexity lies in: (i) finding the state space A by
searching for all possible independent sets A, and
(ii) finding the fixed point given the state space A.

(i) The complexity of finding all the independent
sets is akin to the maximum independent set prob-
lem, which is known to be NP-hard [27]. In the-
ory, the complexity of finding the state space A

can grow exponentially with the number of vertices
in the contention graph [8]. However, for realis-
tic topologies, where connectivity in the contention
graph is related to physical distances between the
nodes, [8] proposed an efficient algorithm whose
complexity, in practice, grows only polynomially.

(ii) Finding the fixed point falls into the class of
FIXP [28]. In our fixed point routine, one does not
have to solve the Markov chain’s balance equations
to obtain the stationary distribution. Given the
state space A, computation of the stationary dis-
tribution is immediate by (8). However, the num-

ber of equations inside the fixed point routine in-
creases linearly with the number of vetices in the
contention graph. The class FIXP is believed to lie
between P and NP [28], and the complexity of find-
ing the fixed point can grow exponentially with the
number of vertices in the contention graph.

In a node-level model, every node or link creates
one vertex in the contention graph, and its complex-
ity grows with the number of nodes. In our cell-level
model, however, a vertex in the contention graph
corresponds to a cell rather than a single wireless
node. Thus, the complexity of our cell-level model
grows with the number of cells rather than nodes.
In particular, given the number of cells, the com-
plexity of our cell-level model remains constant as
the number of nodes per cell increases.
Consider, for example, the network scenario in

Figure 3(d) which consists of 7 cells. For a node-
level model, say, with 10 nodes per cell, one would
have to search through 270 possible subsets to de-
termine the state space. However, in our cell-level
model, we had to search through only 27 = 128
possible subsets to determine the state space. Sim-
ilarly, the number of equations in the fixed point
routine in a node-level model would be 10 times
that in our cell-level model.

3.4. Large ρ Regime

For fast computation of the cell throughputs, we
extend (from node-level to cell-level) an approach
originally proposed by [6] and later adopted by [9]
and [13]. As in [6], we take ρi = ρ, ∀i ∈ N , and
then let ρ −→ ∞. We call this the infinite ρ approx-
imation, and justify its applicability to our WLAN
setting later in this subsection (see Example 3.2).
Let η(G) denote the number of Maximum Inde-

pendent Sets (MISs) of vertices of G. Let ηi(G) de-
note the number of MISs of vertices of G to which
Cell-i belongs. Let α(G) denote the cardinality of
an MIS of vertices of G. For any graph G, α(G) is
called the independence number of G.

Example 3.1. For the network in Figure 3(b) we
have A = {Φ, {1}, {2}, {3}, {1, 3}}. There is only
one MIS given by {1, 3}, and so η = 1. This MIS
consists of two vertices, and so the cardinality of the
MIS is α = 2. Cell-1 and Cell-3 belong to this MIS,
and so η1 = η3 = 1. Cell-2 does not belong to this
MIS, and so η2 = 0. For the network in Figure 3(d),
there are three MISs, namely, {1, 2, 4, 7}, {1, 2, 5, 6}
and {1, 2, 5, 7}, and so η = 3. The cardinality of
an MIS in this case is α = 4. Cell-1 and Cell-2
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belong to all three MISs, and so η1 = η2 = 3. Cell-
5 and Cell-7 belong to two of the three MISs, and
so η5 = η7 = 2. Cell-4 and Cell-6 belong to one of
the three MISs, and so η4 = η6 = 1. Cell-3 does
not belong to any of the three MISs, and so η3 = 0.

Applying the infinite ρ approximation to (8), we
observe that, as ρ −→ ∞, we have

π(A) −→







1

η(G)
if A is an MIS of G,

0 otherwise.

Thus, as ρ −→ ∞, only an MIS of cells can be
transmitting at any point in time. Note that when
an MIS of cells is transmitting, all other cells must
be blocked. This implies that, as ρ −→ ∞, every
cell is either transmitting or is blocked at all times,
i.e., the probability that a cell is in backoff goes to 0.
This essentially provides a physical interpretation
for infinite ρ approximation, namely, “the medium
time wasted in contention via backoffs is negligible
as compared to the time spent in transmissions.”
Applying the infinite ρ approximation to (11), we

observe that, as ρ −→ ∞, we have

xi(G) −→
ηi(G)

η(G)
. (14)

The quantity

xi(G) =
Θi

Θsinglecell

can be interpreted as the throughput of Cell-i, nor-
malized with respect to the single cell throughput
(recall (12) and (13)). Defining the normalized net-
work throughput Θ̄(G) by

Θ̄(G) :=
N
∑

i=1

xi(G), (15)

we prove the following theorem.

Theorem 3.1. As ρi = ρ −→ ∞ for all i ∈ N , we
have

Θ̄(G) −→ α(G).

Proof: By definition, we have Θ̄(G) =
∑N

i=1 xi(G). Also, as ρi = ρ −→ ∞ for all i ∈

N , we have xi(G) −→ ηi(G)
η(G) . Summing over all

i ∈ N , as ρi = ρ −→ ∞ for all i ∈ N , we have
∑N

i=1 xi(G) −→
∑N

i=1
ηi(G)
η(G) . Next we prove that

∑N
i=1

ηi(G)
η(G) = α(G). Consider the equivalent equa-

tion
N
∑

i=1

ηi(G) = α(G) η(G),

which can be proved by a counting argument as
follows. Imagine the η(G) MISs are written as η(G)
rows with each row listing the cell indices in the cor-
responding MIS. Since each row contains α(G) ele-
ments and there are η(G) rows, the total number of
elements is equal to α(G) η(G) which is given by the
right hand side. The total number of elements can
also be counted as follows. First count how many
times Cell-i, i = 1, 2, . . . , N , appears. Clearly, Cell-
i appears exactly ηi(G) times. Now summing up
the counts ηi(G)’s we get the total number of ele-
ments which is given by the left hand side. Hence,
Theorem 3.1 is proved.

Remarks 3.4. Recall that, α(G) is the cardinal-
ity of an MIS of G. Thus, the maximum possi-
ble value which the normalized network throughput
Θ̄(G) can take is α(G). Theorem 3.1 says that, as
ρi = ρ −→ ∞ for all i ∈ N , the normalized net-
work throughput Θ̄(G) is automatically maximized
in a distributed manner without any additional con-
trol. This property of the CSMA/CA protocol has
been recently established by [9] in the context of
an infinite linear chain of saturated nodes. In The-
orem 3.1 we prove it for multi-cell WLANs satis-
fying the PBD condition with arbitrary contention
graph G and with saturated nodes as well as for
TCP-controlled long-lived downloads.

Next, we provide an example to argue that re-
alistic access intensities are indeed “large” in the
sense that if the PBD condition holds, then the val-
ues of the normalized cell throughputs with realistic
access intensities are very close to their values with
ρ −→ ∞.

Example 3.2. Consider the scenario in Figure 3(d)
with 802.11b default backoff parameter settings,
11 Mbps data and control rates, and 10 saturated
nodes in each cell. Since, it is difficult to control ρ
directly, we examine the variation of the xi’s with
increase in ρ in two steps. First, notice in Figure
5 that the access intensities increase monotonically
as the MAC payload size increases. Thus, it is rea-
sonable to infer the variation of the xi’s with ρ by
examining the variation of the xi’s with the MAC
payload size. Second, notice in Figure 6 that, above
a payload size, say, of 500 bytes, the xi’s are very
close to their values with ρ → ∞, i.e., they are very
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MAC payload size: for the scenario in Figure 3(d) with
802.11b default parameter settings, 11 Mbps rates, and 10
saturated nodes in each cell.

close to the values x1 = x2 = 1, x3 = 0, x4 = x6 =
1/3, x5 = x7 = 2/3, which are predicted by (14).
Figures 5 and 6 indicate that for access intensities
as small as 5-15 (which correspond to the payload
size of 500 bytes) the infinite ρ approximation is
already a very good approximation.

4. Short-lived Downloads

In Section 3.4 we showed that the infinite ρ ap-
proximation can indeed be a very good approxima-
tion to predict cell throughputs at realistic access
intensities. In this section, we apply the infinite
ρ approximation to develop a simple and accurate
model under short-lived downloads, and to obtain
predictions for mean flow transfer delays in each
cell. We keep A0-A5 of Section 2, and also Aa-Af of

Section 3.2, except Ab. As in [10], applying the so-
called time-scale separation assumption, we model
a multi-cell infrastructure WLAN under short-lived
downloads as a network of state-dependent proces-
sor sharing queues. Our network model under A0-
A5, Aa, and Ac-Af is a special case of the network
model in [10] and our traffic model in this case is
the same as that in [10]. The key difference lies in
the service models.

4.1. Traffic Model

TCP-controlled short file downloads by users in
Cell-i and served by AP-i are referred to as class-i
flows. Flows of class-i arrive at AP-i according to a
Poisson process of rate νi (flows/sec). The flow ar-
rival processes of different classes are independent.
Flow sizes are i.i.d. exponentially distributed ran-
dom variables with mean E(V ) (bits/flow).3 Flow
sizes are independent of the arrival processes. Note
that, flow sizes correspond to application-level data.

4.2. Network State

Let zi denote the number of ongoing flows at AP-
i in Cell-i. We take

z = (z1, z2, . . . , zN )

as the state of the network, where we recall that N
denotes the number of APs in the WLAN. Thus,
the state space is Z

N
+ where Z+ denotes the set of

all non-negative integers.

4.3. Service Model

We now develop a model for the service pro-
cess according to which the APs serve the ongoing
flows. Let LAPP−DATA denote the size (in bits) of
application-level data per TCP DATA packet. Let
Θ denote the rate (in bits/sec) at which a single
isolated AP transfers application-level data to its
STAs under long-lived downloads. Then, we have

Θ = θAP−TCP
singlecell × LAPP−DATA,

where we recall that θAP−TCP
singlecell denotes the through-

put in packets/sec of the AP in a single isolated
cell under long-lived downloads. It was shown by
[19] and [20] that θAP−TCP

singlecell is largely insensitive to

3It is possible to generalize to class-dependent flow size
distributions, but we consider the same flow size distribution
for all classes.
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the number of STAs in the cell (which is why in
Section 3.2 we could replace the arbitrary number
of STAs by a single saturated STA). Hence, Θ is
also insensitive to the number of STAs in the cell.
In our service model, Θ represents the service rate
in bits/sec of a single isolated (processor sharing)
queue, which could represent a single isolated cell
under short-lived downloads.

4.3.1. The Service Model of [10]

In [10], different STAs belonging to the same cell
might block and be blocked by different subsets of
APs and STAs in the other cells, and thus, the
users in the same cell could be divided into multiple
classes accordingly (see [10] for details). In our net-
work setting, due to the PBD condition (A1), nodes
in the same cell have an identical set of interferers,
and they belong to the same class. Thus, our net-
work model is a special case of the more general
network model in [10].
Let 1{·} denote the indicator function. Let ϕi(z)

denote the rate in bits/sec at which application-
level data is transferred by AP-i to its STAs in state
z, according to the service model in [10]. It turns
out that, the service rate ϕi(z) in bits/sec of the
ith processor-sharing queue in state z, zi > 0, as
applied to our network model (of single user class
per cell), is given by

ϕi(z) =
Θ

1 +
∑

j∈Ni
1{zj>0}

. (16)

Thus, for our network model, the service model
in [10] says that the service rate of an AP in any
state is equal to the service rate of an isolated AP
divided by “1 plus the number of neighboring APs
that are non-empty in that state.” Clearly, the ser-
vice model in [10] is based on the assumption that,
on the average, the single cell capacity is equally
shared among the contending neighbors, i.e., among
the neighboring APs that have non-empty queues.
We shall refer to the service model in [10], re-

stricted to our network model and given by (16),
as Model-1. In Section 5 we provide an example
to show that Model-1, which is based only on the
number of contending neighbors and does not cap-
ture the impact of the overall topology of non-empty
APs, can lead to inaccurate results.
The fundamental assumption which leads to “an

equal sharing of capacity among contending neigh-
bors” is the assumption of “synchronous and slotted
evolution” [10] which is valid if the network consists

of a single contention domain, i.e., if G is complete
(or, more generally, if G is a union of complete sub-
graphs). (Recall that every maximal clique of G
corresponds to a contention domain.) However, as
discussed in Section 3.1, the evolution of activities
in networks with multiple overlapping contention
domains is not synchronous owing to asynchronous
inter-cell blocking. Thus, Model-1 leads to inaccu-
rate results in such networks.

Figure 3(b) provides the simplest multi-cell net-
work for which Model-1 leads to inaccurate results
(see Example 4.1 in the next subsubsection).

4.3.2. Our Improved Service Model

We now propose our improved service model with
short-lived downloads as follows. Let

Sz := {i ∈ N : zi > 0}

denote the set of cells with non-empty AP queues in
state z. Let Gz denote the subgraph of G restricted
to Sz . The service rate φi(z) in bits/sec of AP-i
in state z, zi > 0, in our improved service model is
given by

φi(z) = xi(Gz) ·Θ (17)

where xi(Gz) can be approximated by the infinite
ρ approximation as

xi(Gz) ≈
ηi
(

Gz
)

η
(

Gz
) . (18)

Thus, in any state z, we (i) obtain the subset
Sz of cells with non-empty AP queues, (ii) obtain
the restriction Gz of the contention graph G by re-
stricting G to the cells in Sz , (iii) obtain the nor-
malized throughputs of the APs in Sz w.r.t. the
contention graph Gz by invoking the infinite ρ ap-
proximation, and (iv) obtain the state-dependent
service rates in state z by taking the product of
normalized throughputs and the application-level
single cell throughput Θ.

We shall refer to our service model, given by (17),
asModel-2, and demonstrate its accuracy in Section
5. We emphasize that Model-2 reduces to Model-1
for networks with a single contention domain. How-
ever, for networks with multiple overlapping con-
tention domains, Model-2 can capture the impact
of the overall topology of the network which Model-
1 cannot.

Example 4.1. Consider Figure 3(b) and suppose
that the APs in all the three cells have non-empty
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queues, i.e., z1, z2, z3 > 0. According to Model-1,
the ratio of their service rates should be 1

2 : 1
3 : 1

2 .
However, according to Model-2, the ratio of their
service rates should be 1 : 0 : 1. In NS-2 simula-
tions, if we saturate the AP queues so as to keep
them non-empty all the time, the ratio of through-
puts is observed to be 0.96 : 0.04 : 0.96 which sup-
ports Model-2 rather than Model-1. Thus, as shown
in Section 5, Model-1 provides inaccurate results,
but Model-2 is quite accurate.

4.4. Approximate Delay Analysis

Let x̂i denote the long-term average normalized
throughput of AP-i, i.e., x̂i denotes the long-term
average fraction of time for which the nodes in Cell-
i are not blocked. The “effective service rate” φ̂i in
bits/sec of the ith processor-sharing queue is then

given by φ̂i = x̂iΘ.
We decouple the queues by assuming that each

queue i evolves as an independent processor-sharing
queue with arrival rate νi flows/sec, i.i.d. exponen-
tially distributed flow sizes with mean E(V ) bits

and service rate φ̂i bits/sec. The probability that
queue i is empty (resp. non-empty) is then given by

max{0, 1− νiE(V )
x̂iΘ

} (resp. min{1, νiE(V )
x̂iΘ

}).
We model the inter-dependence among the

queues by requiring that, ∀i ∈ N , the x̂i’s sat-
isfy Equation (19) (placed at the top of the next
page). Equation (19) is explained as follows. We
consider the queues, other than queue i, and obtain
the probability p(S) that the subset S ⊆ N \ {i} of
queues is non-empty, assuming the queues to be in-
dependent given the effective service rates φ̂j ’s. We
then multiply p(S) with the normalized throughput
of AP-i w.r.t. the graph G[S∪{i}], where G[S∪{i}]
denotes the restriction of G to the subset S ∪ {i} of
vertices. Finally, we sum over all possible subsets
S ⊆ N \ {i} and obtain (19).
The set of equations given by Equation (19)

constitute a multi-dimensional fixed-point equation
which can be solved to obtain the x̂i’s. Once the
x̂i’s are obtained, we approximate the mean flow
transfer delay E(D)i in Cell-i by

E(D)i =

E(V )
x̂iΘ

1− νiE(V )
x̂iΘ

which resembles the standard expression for mean
flow transfer delay in a processor-sharing queue
with mean arrival rate νi flows/sec, mean flow size
E(V ) bits, and service rate x̂iΘ bits/sec. Results

obtained from our approximate delay analysis are
provided in Section 5.6.

5. Numerical and Simulation Results

In this section we validate our analytical model
by comparing with the results obtained from NS-2
simulations [29]. We created the example topologies
in Figures 3(a)-3(d). We chose the cell radii and the
carrier sensing range to ensure that the PBD condi-
tion is satisfied. Under the PBD condition, the col-
lision model in NS-2 is exactly as given by Assump-
tions (A2)-(A3). The channel was configured to be
error-free. Nodes were randomly placed within the
cells. The AP buffer size was set large enough to
avoid buffer losses. The delayed ACK mechanism
was disabled. Each case was simulated 20 times,
each run for 200 sec of “network time”. (The short-
file download case was simulated for 1000 flows per
cell per run.) We report the results for “Basic Ac-
cess”. We took 11 Mbps data and control rates and
data payload size of 1000 Bytes. We report only
the mean values of simulation results. In almost
all cases, the 99% confidence intervals about the
mean values were observed to be within 5-10% of
the mean values.

All parameters are as per 802.11b PHY layer set-
tings, except in Sec. 5.4 where we provide some re-
sults with 802.11g PHY layer settings.

The analytical values of single cell throughputs
per-node for the saturated case were obtained by
applying the model of [4]. The analytical values of
single cell throughputs of the APs for the TCP case
were obtained by applying the model of [20]. The
analytical single cell throughputs per-node (resp. of
the AP) multiplied with the xi’s obtained from our
multi-cell model provide the analytical throughputs
per-node (resp. of the AP) in a multi-cell network
(see (12)).

5.1. Saturated Nodes with UDP Traffic

Figures 7 and 8 compare the collision probability
γ and the throughput per node θ, respectively, for
the example network in Figure 3(d) with saturated
nodes and UDP traffic. For comparison, in Figures
7 and 8 we also show the corresponding single cell
results, i.e., the results one would expect had the
seven cells been mutually independent. Referring
to Figures 7 and 8, we make the following observa-
tions:
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x̂i =
∑

S⊆N\{i}





∏

j∈S

min

{

1,
νjE(V )

x̂jΘ

}



×





∏

k∈N\(S∪{i})

max

{

0, 1−
νkE(V )

x̂kΘ

}



×

(

ηi
(

G[S ∪ {i}]
)

η
(

G[S ∪ {i}]
)

)

(19)
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Figure 7: Collision probability γi for each cell i, 1 ≤ i ≤ 7,
for the scenario in Figure 3(d) with UDP traffic when Cell-i
contains ni = i+ 1 saturated nodes.
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Figure 8: Per-node throughput θsati for each cell i, 1 ≤ i ≤ 7,
for the scenario in Figure 3(d) with UDP traffic when Cell-i
contains ni = i+ 1 saturated nodes.

O1 Our fixed-point analysis provides quite accu-
rate predictions of collision probabilities and
throughputs (less than 10% error in most
cases). The slight over-estimation of through-
puts is due to the approximation in (12). The
infinite ρ approximation (which does not re-
quire solving a fixed-point equation) provides
a simple and efficient method to quickly com-
pute the throughputs fairly accurately. Nev-
ertheless, our fixed point analysis provides
more accurate predictions for throughputs and
also provides accurate predictions for collision
probabilities which cannot be provided by the
infinite ρ approximation. Had we not ac-

counted for the inter-cell collisions in the sec-
ond stage, our analytical collision probabilities
would have been equal to the corresponding
single cell collision probabilities (see Figure 7).

O2 The throughput of a cell cannot be accurately
determined based only on the number of neigh-
boring cells. In Figure 3(d), Cell-3 and Cell-4
each have three neighbors but their per node
throughputs θ are quite different (see Figure
8). In particular, θ4 > θ3 even though n3 =
4 < n4 = 5. This is due to Cell-7 which blocks
Cell-6 for certain fraction of time during which
Cell-4 gets opportunity to transmit whereas
Cell-1 and Cell-2 are almost never blocked and
Cell-3 is almost always blocked due to Cell-1
and Cell-2. Thus, topology of the entire net-
work plays the key role.

5.2. Long-lived Downloads

Figures 9 and 10 compare the collision probabil-
ity γ and the throughput of the AP, respectively,
for the example network in Figure 3(d). Our simu-
lation results in this case correspond to n = 5 STAs
in each cell. Note, however, that the analytical val-
ues in Figures 9 and 10 were obtained by taking
ni = 2 saturated nodes in every cell. Referring to
Figures 9 and 10, we conclude that the foregoing
observations (O1) and (O2) for the saturated case
carry over to TCP-controlled long file downloads as
well.
Referring to Figure 10, we can compare the state-

dependent service rates as per Model-1 and Model-
2. Model-1, the service model of [10], would predict
the throughput ratios as 1

2 : 1
2 : 1

4 : 1
4 : 1

2 : 1
3 : 1

2 .
The observed throughput ratios in Figure 10 are
much closer to Model-2’s prediction given by 1 : 1 :
0 : 1

3 : 2
3 : 1

3 : 2
3 .

5.3. Varying the Number of Nodes Per Cell

Figure 11 depicts the variation of cell throughput
with the number of nodes per cell for the example
scenario in Figure 3(d) with n = 10, 15, 20, 25, 30
saturated nodes per cell and UDP traffic. Figure
12 depicts the variation of AP throughput with the
number of STAs per cell for the example scenario
in Figure 3(d) with n = 10, 15, 20, 25, 30 STAs and

15

Accepted for publication in Ad Hoc Networks (Elsevier)



 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

1 2 3 4 5 6 7

A
P

 C
ol

lis
io

n 
P

ro
ba

bi
lit

y

Cell Index

ns-2 simulation
analytical
single cell

Figure 9: Collision probability of the AP γAP
i for each cell i,

1 ≤ i ≤ 7, for the example scenario in Figure 3(d) when each
cell contains an AP and n = 5 STAs. STAs are download-
ing files through their respective APs using long-lived TCP
connections.
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Figure 10: Throughput of the AP θAP−TCP
i for each cell i,

1 ≤ i ≤ 7, for the example scenario in Figure 3(d) when each
cell contains an AP and n = 5 STAs. STAs are download-
ing files through their respective APs using long-lived TCP
connections.

TCP-controlled long-file downloads. Referring to
Figures 11 and 12, we observe that

O3 For TCP-controlled long-file downloads (Fig-
ure 12), increasing the number of STAs per cell
has no effect on the AP throughput because, ef-
fectively, only two nodes are contending at any
point in time irrespective of how many STAs
are actually there. For saturated nodes and
UDP traffic (Figure 11), the cell throughput
slowly decreases with the number of nodes per
cell due to increased collisions. In both cases,
our cell-level model can predict the through-
puts quite acurately (maximum 12% error, ex-
cept in Figure 12 for Cell-3, which was found
to be severely blocked in simulations).
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Figure 11: Cell throughput Θsat
i for each cell i, 1 ≤ i ≤ 7,

with n = 5, 10, 15, 20, 25, 30 saturated nodes per cell for the
example scenario in Figure 3(d).
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Figure 12: Throughput of the AP θAP−TCP
i for each cell i,

1 ≤ i ≤ 7, with n = 5, 10, 15, 20, 25, 30 STAs for the example
scenario in Figure 3(d). STAs are downloading files through
their respective APs using long-lived TCP connections.

5.4. Using 802.11g PHY Layer

Figure 13 depicts the throughput per node with
802.11g PHY layer settings for the example scenario
in Figure 3(d) when each cell contains n = 15 sat-
urated nodes. We have used the PHY layer param-
eter settings pertaining to the 802.11g-only mode
(and not the 802.11b-compatibility mode) with the
highest possible data rate of 54 Mbps. Due to
a higher data rate and a shorter slot duration,
we observed improvements in the throughputs (ap-
prox. four-fold) with 802.11g PHY layer settings.
Since our analytical model can be applied with

any given values of timing parameters and con-
tention windows (given the PBD condition holds),
we observe good agreement between analysis and
simulation with 802.11g PHY layer settings as well
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Figure 13: Throughput per node θsati for each cell i, 1 ≤ i ≤
7, with 802.11g PHY layer settings for the example scenario
in Figure 3(d) when each cell contains n = 15 saturated
nodes per cell.

(Figure 13). It can be observed that the ratios of
cell throughputs are close to Model-2’s prediction
given by 1 : 1 : 0 : 1

3 : 2
3 : 1

3 : 2
3 . This indicates that

the access intensities are large enough even at the
high data rate of 54 Mbps.

5.5. Relaxing the PBD Condition in Simulations

Till now we have demonstrated that our analyt-
ical model is able to predict the collision probabil-
ities and throughputs quite accurately if the PBD
condition holds. In this subsection we report sim-
ulation results for a few scenarios where the PBD
condition does not hold, i.e., when two dependent
cells are not necessarily completely dependent (re-
call Definition 2.1) such that only a subset of nodes
in one cell are dependent w.r.t. a subset of nodes in
the other cell.
The impact of relaxing the PBD condition is

studied by varying the carrier sensing range Rcs.
We chose the example scenario in Figure 3(d) with
cell radius R = 50 for each cell. The coordinates of
the cell centres for Cell-i, i = 1, . . . , 7, are given by
(0, 800), (0, 0), (300, 400), (800, 400), (1100, 800),
(1100, 0) and (1600, 0), respectively. Hence, the dis-
tance between the cell centres in neighbouring cells
is 500. Rcs is varied from 400 to 600 with incre-
ments of 50. Rcs = 600 corresponds to complete
dependence and Rcs = 400 corresponds to indepen-
dence (both cases with no hidden nodes). The cases
Rcs = 550, 500, 450 correspond to different percent-
ages of hidden nodes as shown in Figures 14-16,
respectively, and we call them Relaxation R1, R2,
and R3 of the PBD condition, respectively.

Figure 14: Relaxation (R1) of the PBD condition: APs can
sense all the nodes in the other cell, but ≈ 50% STA(s) can
sense only a subset of STAs in the other cell.

Figure 15: Relaxation (R2) of the PBD condition: APs can
sense each other, but the APs cannot sense ≈ 50% STA(s)
in the other cell.

Figure 16: Relaxation (R3) of the PBD condition: APs can
barely sense the nodes located on the boundary of the other
cell, but STA(s) nearer to the neighboring cells can sense
and interfere with each other.

We consider TCP-controlled long-lived down-
loads where the APs transmit for a much larger
fraction of time than the STAs. Figure 17 de-
picts the variation of AP throughput with Rcs =
400, 450, 500, 550, 600 and 10 STAs per cell under-
going TCP-controlled long-file downloads for the
example scenario in Figure 3(d). Referring to Fig-
ure 17, we observe that

O4 For Rcs = 400, the cells are independent and
the AP throughputs are equal to the single cell
throughput, which can be predicted by a sin-
gle cell analysis. For Rcs = 600, the dependent
cells are completely dependent, the PBD con-
dition holds and the AP throughputs are quite
accurately predicted by our cell-level model.

O5 For Relaxation R1 or Rcs = 550 (Figure 14),
our cell-level model quite accurately predicts
the AP throughputs for Rcs = 550 even though
the dependent cells are not completely depen-
dent and there are hidden nodes. In fact, for
Relaxation R1, the TCP DATA traffic from the
AP to the STAs is hidden-node-free, but the
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Figure 17: Variation of long-lived TCP throughput of the
AP θAP−TCP

i for each cell i, 1 ≤ i ≤ 7, with respect to the
carrier sensing range Rcs = 400, 450, 500, 550, 600, with 10
STAs per cell for the example scenario in Figure 3(d).

TCP ACK traffic from the STAs to the AP
may suffer from hidden node collisions. How-
ever, since TCP ACKs are cumulative, the loss
of one ACK may be compensated by subse-
quent ACKs and the cell-level model works.

O6 For Relaxation R2 or Rcs = 500 (Figure 15),
even though the number of interfering APs is
equal for Cell-3 and Cell-4, Cell-3 is blocked
for a larger fraction of time than Cell-4, and
our analytical model captures this fact. Accu-
rate prediction of throughputs for Relaxation
R2 and R3 requires the modeling of the impact
of hidden nodes.

5.6. Short-lived Downloads

To compare Model-1 and Model-2, we devel-
oped a customized event-driven queueing simula-
tor which can simulate networks of single-class
processor-sharing queues with Poisson flow arrivals,
i.i.d. exponentially distributed flow sizes and the
two service models, namely, Model-1 and Model-
2. Results from the model-based flow-level queue-
ing simulations are compared against the results
obtained with the NS-2 simulator [29] which per-
forms protocol-based packet-level detailed simula-
tions with n = 5 STAs per cell. We also compare
the above simulation results with our approximate
delay analysis.

5.6.1. Single Contention Domain

Figure 18 compares the mean flow transfer delays
obtained from (i) NS-2 simulations, (ii) our cus-
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Figure 18: Comparing the mean flow transfer delays for the
two-cell network in Figure 3(a) with ν1 = ν2 = 0.1 sec−1.
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Figure 19: Comparing the mean flow transfer delays for the
three-cell network in Figure 3(c) with ν1 = ν2 = ν3 =
0.1 sec−1.

tomized queueing simulations according to Model-1
and Model-2, and (iii) our approximate delay anal-
ysis, for the two-cell network in Figure 3(a) with
ν1 = ν2 = 0.1 sec−1. Figure 19 shows a simi-
lar comparison for the three-cell network in Fig-
ure 3(c). The x-axis depicts the mean service re-

quirement, E(V )
Θ , of flows in seconds. For example,

E(V )
Θ = 3 sec, corresponds to exponentially dis-

tributed flow sizes of mean E(V ) bits where the
value of E(V ) is such that, a server which works
at a constant rate of Θ bits/sec has to dedicate
3 sec to completely serve a flow. Since the two-cell
(resp. three-cell) network in Figure 3(a) (resp. Fig-
ure 3(c)) consists of a single contention domain,
Model-1 and Model-2 are identical for these cases.
We observe that:
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Figure 20: Comparing the mean flow transfer delays from
NS-2 simulations with the delays corresponding to Model-1
for the three-cell network in Figure 3(b) with ν1 = ν2 =
ν3 = 0.1 sec−1.
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Figure 21: Comparing the mean flow transfer delays from
NS-2 simulations with the delays corresponding to Model-2
for the three-cell network in Figure 3(b) with ν1 = ν2 =
ν3 = 0.1 sec−1.
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Figure 22: Comparing the mean flow transfer delays from
NS-2 simulations with the delays from our approximate delay
analysis for the three-cell network in Figure 3(b) with ν1 =
ν2 = ν3 = 0.1 sec−1. Note that the points corresponding
to our approximate delay analysis for Cell-1 and Cell-3 are
overlapping.

O7 A close match between our customized queue-
ing simulations and NS-2 simulations validates
Model-1 (also Model-2) for networks with a sin-
gle contention domain.

5.6.2. Multiple Overlapping Contention Domains

Figures 20, 21, and 22 compare the mean flow
transfer delays from NS-2 simulations with the
mean flow transfer delays corresponding to Model-
1, Model-2, and our approximate delay analysis, re-
spectively, for the three-cell network in Figure 3(b)
with νi = 0.1 sec−1. We observe that:

O8 Model-1 leads to inaccurate results, since it
predicts delays for Cell-1 and Cell-3 that are
much higher than that obtained from NS-2
simulations (see Figure 20). Apart from the
mismatch, Model-1 does not capture the way
the network behaves with variation in load.
However, Model-2 matches with NS-2 simula-
tions extremely well (see Figure 21).

O9 Our approximate delay analysis provides good
predictions for the mean transfer delays (see
Figure 22).

6. Conclusion

In this paper, we identified a Pairwise Binary
Dependence (PBD) condition which enables scal-
able cell-level modeling of multi-cell infrastructure
WLANs. Under a unified framework, we developed
accurate analytical models for multi-cell infrastruc-
ture WLANs with saturated nodes, and for TCP-
controlled long- and short-file downloads. An im-
portant property of CSMA, namely, “maximization
of the network throughput in a distributed man-
ner” has been established in the recent work by [9]
in the context of an infinite linear chain of satu-
rated nodes. We established it for multi-cell in-
frastructure WLANs with arbitrary cell topologies
under the assumption of the PBD condition. We
also provided analytical and simulation results in
support of the so-called “infinite ρ approximation”
which exhibit the throughput maximization prop-
erty of CSMA. We characterized the service pro-
cess in multi-cell infrastructure WLANs with TCP-
controlled short-lived downloads. Such character-
ization is essential for accurately computing the
mean flow transfer delays. We improved the service
model of [10] by incorporating the impact of the
topology of the entire network and demonstrated
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its accuracy. By applying an “effective service rate
approximation” technique we also obtained good
approximations for the mean flow transfer delay in
each cell.

Appendix A. Derivation of Equation (9)

Consider a tagged node in Cell-i. Let

Ai(T ) : number of transmission attempts made
by the tagged node up to time T

Ci(T ) : number of collisions as seen by the
tagged node up to time T

Then, the (conditional) collision probability γi of
a tagged node in Cell-i, i.e., the probability that a
transmission attempt in Cell-i collides, is given by

γi := lim
T−→∞

Ci(T )

Ai(T )
. (A.1)

Consider any state A such that i ∈ UA. Let

AA
i (T ) : number of transmission attempts made

by the tagged node in State-A, up to
time T

CA
i (T ) : number of collisions as seen by the

tagged node, up to time T , given that
the transmission attempts were made in
State-A

BA
i (T ) : number of backoff slots elapsed in the

local medium of Cell-i in State-A, up
to time T

Since the CTMC {A(t), t ≥ 0} is stationary and
ergodic, the (long-term) fraction of time for which
the network remains in State-A is equal to the sta-
tionary probability π(A). Consider now a suffi-
ciently long time T . Then, the time spent in State-
A up to time T is approximately equal to π(A)T ,

and BA
i (T ) ≈

π(A)T

σ
where recall that σ is the

duration of a backoff slot. Thus, we have

lim
T−→∞

BA
i (T )

T
=

π(A)

σ
. (A.2)

Since, the nodes in Cell-i attempt with prob-
ability βi in every backoff slot irrespective of
whether the other cells can attempt or not, we have
AA

i (T ) ≈ βiB
A
i (T ). Thus,

lim
T−→∞

AA
i (T )

BA
i (T )

= βi. (A.3)

By definition (see (A.1)),

γi = lim
T−→∞

Ci(T )

Ai(T )
=

lim
T−→∞

1

T
Ci(T )

lim
T−→∞

1

T
Ai(T )

=

lim
T−→∞

1

T

∑

A∈A : i∈UA

C
A
i (T )

lim
T−→∞

1

T

∑

A∈A : i∈UA

A
A
i (T )

=

lim
T−→∞

1

T

∑

A∈A : i∈UA

B
A
i (T )×

CA
i (T )

BA
i (T )

lim
T−→∞

1

T

∑

A∈A : i∈UA

B
A
i (T )×

AA
i (T )

BA
i (T )

=

∑

A∈A : i∈UA

(

lim
T−→∞

BA
i (T )

T

)

×

(

lim
T−→∞

CA
i (T )

BA
i (T )

)

∑

A∈A : i∈UA

(

lim
T−→∞

BA
i (T )

T

)

×

(

lim
T−→∞

AA
i (T )

BA
i (T )

)

(A.4)

We can write

lim
T−→∞

CA
i (T )

BA
i (T )

= lim
T−→∞

AA
i (T )

BA
i (T )

× lim
T−→∞

CA
i (T )

AA
i (T )

(A.5)

where limT−→∞
CA

i (T )

AA
i
(T )

can be obtained by

lim
T−→∞

CA
i (T )

AA
i (T )

= 1−(1−βi)
ni−1

∏

j∈Ni : j∈UA

(1−βj)
nj .

(A.6)

Equation (A.6) can be explained as follows.
Given that a node in Cell-i attempts a transmis-
sion, the transmission is successful if: (i) the ni − 1
other nodes in Cell-i do not attempt transmissions
in the same backoff slot, which happens with prob-
ability (1 − βi)

ni−1, and (ii) for every neighboring
cell, Cell-j, that is also in backoff in the state A,
the nj nodes in Cell-j do not attempt transmis-
sions in the same slot, which happens with prob-
ability

∏

j∈Ni : j∈UA
(1− βj)

nj . Every transmission
attempt by a node in Cell-i in State-A collides with
the complementary probability pcoll,A given by

pcoll,A := 1− (1− βi)
ni−1

∏

j∈Ni : j∈UA

(1− βj)
nj .
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Thus, for T sufficiently long, we have

CA
i (T ) ≈ pcoll,AA

A
i (T ).

Equation (A.6) is obtained by taking the limit
T −→ ∞.

Combining (A.2), (A.3), (A.4), (A.5), (A.6), we
obtain (9).
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