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ABSTRACT

There have been several studies on the performance of TCP

controlled transfers over an infrastructure IEEE 802.11 WLAN,

assuming perfect channel conditions. In this paper, we de-
velop an analytical model for the throughput of TCP con-
trolled file transfers over the IEEE 802.11 DCF with different
packet error probabilities for the stations, accounting for the
effect of packet drops on the TCP window. Our analysis pro-
ceeds by combining two models: one is an extension of the
usual TCP-over-DCF model for an infrastructure WLAN,
where the throughput of a station depends on the proba-
bility that the head-of-the-line packet at the Access Point
belongs to that station; the second is a model for the TCP
window process for connections with different drop probabil-
ities. Iterative calculations between these models yields the
head-of-the-line probabilities, and then, performance mea-
sures such as the throughputs and packet failure probabili-
ties can be derived. We find that, due to MAC layer retrans-
missions, packet losses are rare even with high channel error
probabilities and the stations obtain fair throughputs even
when some of them have packet error probabilities as high
as 0.1 or 0.2. For some restricted settings we are also able to
model tail-drop loss at the AP. Although involving many ap-
proximations, the model captures the system behavior quite
accurately, as compared with simulations.

Categories and Subject Descriptors

C.2.5 [Computer Communication Networks]: Local and
Wide Area Networks - Access schemes
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1. INTRODUCTION

IEEE 802.11 supports multiple data transmission rates
with different modulation schemes at the PHY layer. The
alm of rate adaptation algorithms is to exploit this multi-
rate capability to obtain the best throughput in different
channel conditions. Some recent rate adaptation algorithms
([2, 17]) estimate the packet error rate periodically and ad-
just the transmission rates by comparing the error rate with
some thresholds. Others ([6, 1]) use a combination of fac-
tors such as estimates of the throughput and, the probabil-
ity of success, to adapt the rates. A model that predicts the
throughputs obtained at different data transmission rates
and different packet error rates would be very useful in pro-
viding insights in setting the threshold parameters in [2, 17]
or in deciding the transmission rates and the retry counts
in the retry chain in [6, 1]. We address the problem of esti-
mating the throughputs obtained by the stations when each
of them download TCP files at a constant PHY rate and
experience some packet error rate on the wireless channel.

We consider an IEEE 802.11 infrastructure WLAN with
a single Access Point (AP). The stations (STAs) can experi-
ence different channel conditions and bit-error-rates depend-
ing on their locations, the RF propagation environment, the
external interference, and the PHY with which they are asso-
ciated. We consider the problem of modeling TCP controlled
file downloads from a server on the wired LAN. We focus on
downloads, as studies have shown that a large fraction of
wireless access traffic tends to be downlink in nature.

Related Literature.

There is a vast literature on performance modeling of the
MAC protocol in IEEE 802.11 WLANSs under various traffic
scenarios. There have been many models ([25, 15]) which
use Bianchi’s fixed point analysis [5] of saturated nodes in a
single-cell network. Bruno et al. [8] studied TCP file down-
loads by modeling the interaction of TCP with a p-persistent
IEEE 802.11 MAC protocol by using Markov chain analy-
sis for the number of stations that are contending for the
wireless channel. In [16], TCP file downloads over the stan-
dard TEEE 802.11 DCF was modeled by using the satura-
tion analysis ([5, 15]) assuming that the AP buffer is infinite.
However, in all these papers, the authors assume ideal chan-
nel conditions and that frames can be received in error only
due to collision. Some researchers have recently extended
the 802.11 saturation analysis to include channel errors [9,
12, 20]. Chatzimisios et al. [9] perform saturation analysis
assuming that all stations are associated at the same rate



and experience the same BER. Multi-rate and different BER
for each station with saturated queues is considered in [12,
20].

On the other hand, there have been many models which
analyze the performance of TCP over wireless links by con-
sidering random packet losses [18, 14]. However, these pa-
pers consider point-to-point wireless links. Mare et al. [21]
analyze the effect of channel errors in an IEEE 802.11 WLAN
for the simple case of single TCP long file transfer. To the
best of our knowledge, the interaction between packet losses,
CSMA /CA random access and TCP has not been analyzed
in a multi-station infrastructure WLAN.

Contributions of this paper.

We study the impact of channel errors on TCP perfor-
mance in a more general framework where there are multiple
STAs with different channel conditions and bit-error rates,
downloading long TCP files from the wireline LAN. It is
known that, without channel errors, all TCP controlled file
transfers obtain equal throughputs [8, 16]. With different
channel error rates, however, the TCP window processes of
the connections are affected differently, and it is expected
that there would be throughput unfairness and also a re-
duction in the total network throughput. We provide an
analytical model that yields insights into these performance
issues.

Our analysis proceeds by iterating between two sub-models.

One is an extension of the Markov regenerative model in [8,
16] that provides the STAs’ throughputs given the prob-
ability that the head-of-the-line (HOL) packet at the AP
belongs to a particular STA. These HOL probabilities are
then obtained from the analysis of the TCP window process
by focusing on the sharing of the AP buffer by the various
TCP connections. In modeling the congestion window pro-
cesses, we initially assume that the AP buffer is infinite and,
therefore, packet drops are only due to channel errors and
not due to buffer overflow. We then extend this model to
the finite buffer case. Even though many approximations
are made during the course of our analysis, we find that we
are able to capture the essential factors that govern the per-
formance, and the results from our analysis compare very fa-
vorably with the simulations. It is observed that MAC layer
retransmissions help in avoiding critical throughput unfair-
ness up to fairly large error probabilities (almost 10%) but
with a slight decrease in the total network throughput. But
at higher error rates, STAs with higher packet loss probabil-
ities get lower throughput due to two reasons: a) Inability
of TCP to recognize losses due to channel errors, thus, caus-
ing a reduction in the windows of the STAs with higher loss
probabilities, and b) FIFO queuing at the AP buffer.

2. THE SETTING AND MODELING ASSUMP-

TIONS

We consider an IEEE 802.11 WLAN in which the stations
(STAs) are associated with a single Access Point (AP). Each
STA is downloading a large file from a “server” which is on
the high-speed LAN to which the AP is connected. The
STAs may experience different channel conditions and there-
fore, are subject to different bit error rates (BER), yielding
different packet error rates (PER).

We briefly describe how DCF of the 802.11 MAC protocol
works: For every packet, a node begins with a uniformly dis-

Parameter Symbol Value
PHY data rate Cq 11 Mbps
Control rate C. 2 Mbps
PLCP preamble time Tp 144 ps
PHY Header time Tray 48 us
MAC Header size Lyac 34 bytes
RTS Frame size Lrrs 20 bytes
CTS Frame size Lers 14 bytes
MAC ACK Header size Lack 14 bytes
IP Header LipH 20 bytes
UDP Header Luppu 8 bytes
TCP Header Lrepu 20 bytes
TCP ACK Packet size Lrcp—ack | 40 bytes
Payload Data size L 1460 bytes
Slot time 0 20 us
DIFS time DIFS 50 us
SIFS time SIFS 10 ps
EIFS time EIFS 308 us
Min. Contention Window | CWpin 31

Max. Contention Window | CWax 1023
Short retry limit K, 7

Long retry limit K; 4

Table 1: Various parameters used in simulation and
analysis

tributed random backoff of mean by slots (bp = CWmin/2)
and defers the backoff when it senses a busy medium. At
the end of the backoff, if the channel is idle for DIFS time, it
transmits the packet. If the transmission was unsuccessful,
it retries the frame with a random backoff of increased mean.
We denote the mean backoff duration (in slots) after the k"
attempt for a frame by by, (b = min(2* x by, CWmax/2)).
The node tries to retransmit the frame until it is successful or
the maximum retry limit is reached. The maximum possible
number of attempts for an RTS or for a short frame whose
size is less than or equal to the RTS threshold, is called the
dot11ShortRetryLimit, denoted by K. For a long frame of
length greater than the RTS threshold, the maximum possi-
ble number of attempts is called the dot11LongRetryLimit,
denoted by K;. After the number of attempts for a frame
reaches its maximum (K or K; according to the size of the
frame), the packet is discarded [3]. Table 1 shows the various
parameters used in the analysis and simulation.

2.1 System Model

Let M be the total number of STAs indexed by 1 < j <
M. Each STA can be associated with the AP at a different
packet error rate. For simplicity, we assume that the error
rates belong to a finite set (this is not restrictive as this
set can have as many error rates as the number of STAs).
Let n; be the number of STAs that experience packet error
rate, g;, 1 < i < C, where C is the number of error rates.
We say that the set of these n; STAs belong to “Class” 1,
denoted by %;. Since we are concerned with TCP controlled
downloads, the AP transmits TCP data packets. A TCP
data packet transmitted by the AP to an STA of Class ¢ fails
due to channel errors (given that the packet did not suffer a
collision) with probability e; independent of anything else.

2.2 Approximations

We make the following approximations in our model:



A1 Since, for TCP file downloads, the STAs have to send
only TCP ACK packets, which are small (40 bytes),
the probability that they are received in error at the
AP is also small. Therefore, we assume that errors
when the STAs transmit can be ignored.

A2 Since TCP (for the undelayed ACK case) requires equal
number of packets to be transmitted by the AP (data
packets) and the STAs (ACK packets), and DCF is
packet fair, it should be true that a very small number
of STAs must be contending for the channel most of the
time [8, 16]. Therefore, the probability that the HOL
packet at the AP belongs to one of these contending
STAs is also small and, we assume that every success-
ful transmission from the AP generates a packet at a
previously empty STA. Furthermore, when an STA re-
ceives data from the AP, it is assumed that it immedi-
ately generates an ACK to be queued for transmission.
From the above arguments we make the approximation
that an STA can have at most one TCP ACK in its
buffer [8, 16, 4].

A3 Since the server is connected to the AP on a high speed
Ethernet, it is assumed (as in [16, 8, 4]) that the AP
is the bottleneck for the TCP transfers and it always
has packets in its buffer to contend for the channel.
Moreover, we can assume that all the packets in the
TCP window of any connection are in the AP buffer.
This can be explained as follows: Since the server is on
the same LAN as the AP, the number of packets “in
flight” between the server and the AP can be ignored.
Also, since the STAs can have at most one TCP ACK
in their buffers (as seen in A2), the number of packets
in the STA buffers is very small relative to the TCP
windows.

A4 The RTS and CTS packets that have not collided are not
received in error. This assumption is justified since the
RTS and CTS packets are small and are sent at a low
physical bit-rate.

2.3 Assumptions

Apart from the above approximations, we also make the
following assumptions:

M1 The “delayed ACK” mechanism is disabled.

M2 When RTS-CTS is enabled, RT'S/CTS mechanism is
used to transmit data packets whereas ACK packets
are transmitted by the Basic Access mode.

3. SATURATION ANALYSIS

In this section, we deviate from the setting described in
Section 2 to characterize the channel contention process when
all the nodes in the WLAN are saturated (infinitely back-
logged queues). Results from this analysis are used in Sec-
tion 4 to obtain the stationary distribution of the number of
contending STAs and the error rate of the HOL packet in the
AP buffer, when the STAs are doing TCP file downloads.

We extend the single-cell model with saturated queues ([5,
15]) to include channel errors. In the single-cell model, all
nodes are in the carrier-sensing range of each other. We con-
sider the scenario in which there are n STAs and an AP, all
of which are infinitely backlogged and use the same backoff

parameters. Due to Approximation Al, we assume that only
one node (the AP) experiences poor channel condition when
it transmits, while the STAs all transmit in perfect channel
conditions. Each packet sent by the AP is received in er-
ror with probability e. DCF works such that the channel
is idle when all the nodes are in the backoff state and such
intervals alternate with activity on the channel (a transmis-
sion or a collision). During backoff periods, time is slotted,;
countdown of the backoff timers and attempts by the nodes
are made at the slot boundaries. Let the backoff slots be
indexed by t (¢ > 1). We denote the long run average trans-
mit attempt rate of a node by 3, i.e., if A(¢t) is the number
of attempts by a node until slot ¢, then 8 for that node is
defined as.

i A®)

Bi= tli}r{.lo b )
As in [5, 15], we assume that the node attempts at every
slot with probability £ independent of anything else. Let
Ba and Bs be the average attempt rate of the AP and the
STAs respectively. We note that, in this saturated setting,
the attempt rates of all the STAs are equal due to symmetry
(all of them transmit with zero error probability). Similarly,
define D(t) for a node, as the number of attempts by the
node until slot ¢ that have resulted in collision, and Q(t)
as the number of attempts until slot ¢ in which there was
no collision but the transmitted frame was received in error.
Then, we define v as the long run fraction of attempts by the
node that have resulted in collision, and a as the long run
fraction of attempts that have failed either due to collision
or erroneous reception, i.e., for a given node,

V= i ®
and
= i PO )

We denote the collision and failure probabilities for the AP
and the STAs by va, ¥s, @ and as. Since an attempt by an
STA fails only due to collisions, the failure probability for
an STA, «s, is the same as the collision probability, 7s.

We extend the fixed point analysis in [15] to include chan-
nel errors. In [20], the authors calculate the saturation
throughput obtained when different STAs experience differ-
ent channel errors. In calculating the attempt and failure
probabilities, they do not differentiate between the MAC
retry limits for long and short frames. We show that, unlike
the case where there are no channel errors, the analysis pro-
ceeds differently for the following two cases: (1) RTS-CTS
is disabled and all the packets are transmitted by the Basic
Access mode (which is the same as in [20]), (2) The AP uses
RTS/CTS mechanism to transmit its packets while the STAs
transmit in the Basic Access mode. It can be shown that,
in both the cases the fixed point equations have a unique
solution for B, and B, for any ¢ and n [24].

3.1 RTS-CTS Disabled

In this case, the data frames are retransmitted until the
number of attempts reaches dot11ShortRetryLimit, K. With
o, and o as defined above, the attempt probabilities of the
AP (B.) and the STAs (8;) can be written as in [15].

fBa = G(aa) (4)
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Figure 1: (a) Backoff periods and transmission at-
tempts at the AP. Failures could be due to RTS col-
lisions as well as channel errors. (b) Changes in the
state vector at the end of activity periods. Each at-
tempted packet starts a new backoff cycle with state
(0,0,0)

Bs = G(7s) (5)
where
l+y 4724475
G(’Y): g 'y2 o Ko—1 (6)
bo + b1y +b2y? + -+ + b, —175s

The collision probabilities for the AP and the STAs are given
by

Ya=1-(1-8)" (7

Y =1— (1= Ba)(1—B:)" " (8)
The failure probability for the AP can be written as

=%+ (1-%)e=1-01-5)"1-¢) (9

Equations 4, 5, 8 and 9 can be solved to obtain (8, and fs
for a given € and n.

3.2 RTS-CTS Enabled

In this case, the data frames are retransmitted until the
number of attempts reaches dotl1LongRetryLimit, K; and
the RTS frames can be attempted a maximum of K, times.
Evolution of transmission attempts at the AP is shown in
Fig. 1(a). As in the RT'S-CTS disabled case, the instants
at which the packet is transmitted successfully or discarded
are taken as renewal instants (see [15]). Applying the Re-
newal Reward theorem to this renewal process, the attempt
probability, B, is given by

Ba = E[Ad]/E[Bu]

where E[A,] is the expected number of attempts by the AP
in a renewal cycle and E[B,] is the expected total backoff
duration (in slots) at the AP before the frame is either trans-
mitted successfully or discarded. To obtain these quantities,
it suffices to know the backoff periods and the outcome of the
transmission (collision, erroneous transmission or successful
transmission) and thus, the time periods when the channel

(X1, Hy-) (X, Hy) (X1, Hi)
%‘ Back-Off %Back—oﬁ Back-Off H:H:H:H:H Back-Off %—A
Gy Gy Gra Gy

Collision

% AP Successful m STA Successful
Transmission Transmission

Figure 2: Evolution of channel activity: successful
transmissions end at instants G

is active can be discarded. To calculate E[A,] and E[B,],
we maintain in every cycle, a three-dimensional state vector
(4,4, k) which changes at the end of every channel activity
in the cycle (see Fig. 1(b)). Here, i represents the number
of RTS collisions after the last successful RTS transmission,
j is the number of data frame transmission failures since the
beginning of the cycle and k is the total number of failures
(collisions or errors) since the beginning of the cycle. Ev-
ery cycle begins with the state (0,0,0). Let E[A®)] be the
expected number of attempts in the cycle after the current
RTS frame has collided 7 times and the data frame transmis-
sion has failed j times, i.e., E[A(i’j)] is the expected number
of attempts in the cycle after the busy period that ends with
the state (i, j, k) for any k. Then, E[A,] = E[A®®] and

E[A(i’j)] =1+ ’YaE[A(H—l’j)} +e(l— ’Ya)]E[A(O’H—l)}
foral0<i< K;,—1, 0<j<K; -1

E[AF D] = E[AGKD] = 0 for all 4, j

Similarly, let E[B®7%)] be the expected backoff duration in
the cycle after the busy period that ends with state (4, j, k).
Then, E[B,] = E[B®*] and

E[B(i’j’k)} = by + ,YQE[B(iJrl,j,kJrl)] +e(1— fya)E[B(O’j+1’k+1)]
foral0<i<K,—1, 0<j<K; -1, k

E[B(Ks’j’k)] — E[B(’L!Klﬁk)} =0

Thus, B. = E[A4]/E[Bs] = G(Ya,€) is a function of ~y,
and e, and is obtained from the equations above. Since the
STAs transmit the TCP ACKs in the Basic Access mode,
Bs = G(vs). The expressions for 74, vs, and a, are the
same as in the RTS/CTS disabled case. Equations 7, 8,
Ba = G(va,¢) and Bs = G(v,) can be solved to obtain 8,
and fs.

Comparisons between the estimates from the fixed point
analysis and simulation in QualNet validate the model accu-
racy [24] for both the cases, i.e., when RT'S/CTS is disabled
and enabled.

for all 4, j, k

4. TCP CONTROLLED FILE DOWNLOADS
4.1 Model for DCF Based Medium Sharing

We now consider the case when there are M STAs that
are downloading large files from the local server. Taking the
assumptions in Section 2 into consideration, we can develop
a stochastic model akin to the ones in [16, 4]. Consider the
aggregate process of channel contention and activity (see
Fig. 2). Since we have long file transfers and no external ar-
rivals, the states of the AP and the STA queues can change
only at the instants when there are successful transmissions
or packet discards. Due to MAC retransmissions, we note



Figure 3: Transition probability diagram for the process {(X, Hi),k > 0} embedded at epochs Gi,k >0

that the fraction of attempts that result in a packet discard
is negligibly small as compared to the fraction of attempts
that result in a successful transmission. This can be veri-
fied analytically and numerically. Therefore, we make the
following approximation:

A5 The states of the AP queue and the STAs’ queues change
only at the end of successful transmissions.

Let Gk, k > 0, denote the instants when a successful trans-
mission ends. The successful transmission could be a data
packet from the AP or a TCP ACK from one of the STAs.
Let Xj, denote the number of contending or active STAs, and
Hj, denote the class to which the HOL (Head Of Line) packet
in the AP buffer belongs during the k** cycle [Gk,Gr+1). By
A5, these quantities change only at the end of the cycle, i.e.,
at Gry1. We say that a packet belongs to Class i if the
destination STA of the packet belongs to Class i.

A6 We assume that in a cycle if there are x active STAs and
the HOL packet in the AP buffer is from Class i, then
the attempt and failure probabilities are the same as
those in the saturated case with n = x saturated STAs
and the AP frame error probability, ¢ = &; ([16, 4]).

Thus, the attempt probability and failure probability for all
the nodes in the cycle [Gk, Gr+1) depend only on (X, Hy).
Therefore, the time interval between the successes, Gr+1 —
Gy, depends only on (X, H). At any success instant, by
Approximation A2, the number of active STAs decreases
by one if the successful transmission was from an STA and
increases by one if the successful transmission was from the
AP. Define 7; as the fraction of packets served by the AP
that belong to Class i. In other words, 7; is the fraction of
the aggregate TCP throughput that is obtained by STAs of
Class 1.
B IR

7= lim mz::l Iio(my=iy (10)
where C(m) is the class to which the m'" packet served by
the AP belongs. Based on 10 (see also [4]), we assume that

A7 When a successful transmission is due to the AP, the
next HOL packet is of Class ¢ with probability 7; in-
dependent of anything else.

Therefore, it can be seen that the process, {(Xx, Hg), k > 0}
is a DTMC with state space S = {(z,i) : 2 > 0,1 <i < C}
where, C' is the number of error classes. Note that we allow
the number of active STAs to exceed M. This does not af-
fect the accuracy of the results as, for M sufficiently large,
the stationary probability of the number of active STAs ex-
ceeding M is very small for this DTMC (see Approxima-
tion A2). Also, since Gx+1 — Gk depends only on (X, Hy),
{((Xk, H),Gr) ,k > 0} forms a Markov renewal sequence
[13].

The DTMC, {(Xk, Hx),k > 0} has the following transi-
tion probabilities,

Pr{(Xk+1a Hk+1) = (ZE+ 15])‘(Xk7 Hk) = (17, Z)} = pa(mv 7’)77]

(11)
Pr{(X}H-lv Hk+1) = (ZC*L Z)‘(Xlﬁ Hk) = (.27, Z)} = 17pa(.’E, Z)

(12)
where pq(z,1) is the probability that when the state is (x, 1),
the next successful transmission is from the AP. This is the
same as the probability that the AP transmits successfully
given that there is a successful transmission in a slot (see
Equation 13). The transition probability diagram is shown
in Fig. 3 and the matrix is of the form shown in Equation 14

0 Ag 0 ©
S 0 A, O ...
P = 0 Sz 0 A, ... (14)

where A, and S, x > 0 are non-negative matrices of order
C'. It can be observed that the DTMC is a level dependent
Quasi-Birth-and-Death (LDQBD) process [22], where the
number of active STAs represents the level and the class of
the HOL packet represents the phase. Since p,(z,1) € (0,1),
the right-hand side of 11 and 12 are positive if n; > 0, for
all j and therefore, P is irreducible if n; > 0, for all j. It
can be proved using the Foster-Lyapunov stability criterion
[11] that the process is positive recurrent.

THEOREM 1. The LDQBD {(Xk, Hx),k > 0} is positive
recurrent.

PROOF. Let V(z,i) =z and B = {(z,7) : 0 <z <1,1<



pa(.n Z) =

Ba(xvi)(l _ﬁs(xvi))x(l _51') (13)
Ba(w,4)(1 = Bs(x,1))*(1 — i) + 2B (x, 1) (1 — Bs(w,4))*~ (1 — Ba(x,1))

7 S C} Then, ]E[V(Xk+1,Hk+1) — V(Xk,Hk)KXk,Hk) =
(z,4)] = 2pa(z,i) — 1 <0, for all x > 2 and for all i. Also,
since pq(z,1) is a decreasing function of x and 2pq(z,i)—1 <
oo for x = 0,1, we can find constants € and b such that,
E[V (Xk+1, Hev1) — V( Xy, Hi)|(Xg, Hy) = (2,1)] < —e+
blgicpy for all i € S. Therefore, by the Foster-Lyapunov
stability criterion, the process {(Xw, Hy),k > 0} is positive
recurrent and a stationary distribution exists. [

Thus, there exists a 7 that solves the system of equations
7 = wP and we = 1, where e is a column vector of ones.
The vector 7 is partitioned by the levels (number of ac-
tive STAs) into sub-vectors of length C' such that w =
(wo, w1, m2,...) and the elements of m, are the station-
ary probabilities for the states in level z, i.e., (7)) which
is the i*" element of 7, is the stationary probability that
the process, {(Xx, Hx),k > 0} takes the value (z,7). The-
orem 12.1.1 in [19] proves that when the process is irre-
ducible and positive recurrent, the stationary distribution
has the matrix-product form, w,+1 = ®,Rz,x > 0 where
R., (z > 0) are square matrices of order C. R, can be
computed recursively using the equation

R, =A, + RuRot1S.42, >0 (15)

The stationary probabilities can, therefore, be obtained by
solving the following system of equations for mg: w9 =
moRoS1 and wo(300  [[°_yRi)e = 1. To compute the
matrices, R,, we use the algorithm by Bright and Taylor
[7] in which the transition probability matrix is truncated
at some large level, N. Having obtained the stationary dis-
tribution, we can find, 1) the TCP throughput, @ETCP) ob-
tained by a STA belonging to Class ¢ (Section 4.2), and 2)
the probability, p; that a packet belonging to Class ¢ is dis-
carded/dropped by the AP after its Maximum Retry Limit is
reached (Section 4.3), as functions of the packet error rates,
€:=(e1,€2,...,ec) and n := (M1, M2, ...NC)-

4.2 TCP Throughput

Every successfully transmitted packet from the AP con-
tributes to the aggregate throughput from the server to the
STAs. Let Z, € {0,1} denote the number of AP successes
in the k" cycle and Uy, = Gg4+1 — Gk denote the length of
the k" cycle. Let Z(t) denote the number of packets served
by the AP in the interval (0,t). Since {((X&, Hx),Gk),k >
0} forms a Markov renewal sequence, by Markov regenera-
tive analysis [13], the aggregate network TCP throughput,

©TCP) ig given by,
. Z(t) a.s. 7TZ(Z)pG«(xal)
OTCP) ._ [ lim 2 Y s p s TRVUTAND 16
ot . 70 ()E U (16)

where E(, ;U is the expected cycle time when the state is
(z,%) (see [24]) and L is the payload size (assumed to be the
same for all the TCP connections). Let the TCP throughput
of each STA belonging to Class i be ©7°F . Since n; is the
ratio of the total throughput obtained by STAs of Class ¢ to
the total throughput obtained by all STAs,
ni@(TCP)

@ETCP) _ (17)

ng

Thus, given 1 and the error rates, €, the stationary distribu-
tion, 7r, can be obtained as described in Section 4.1, and the
throughput of any STA can be obtained from Equation 17.
The method to obtain 1 by fixed point iteration is shown in
Section 4.5.

4.3 Obtaining the Drop Probability

4.3.1 RTS-CTS Disabled

In the Basic Access mode, a packet is dropped if it could
not be transmitted successfully even after attempting to
transmit K s times. Define a; as the fraction of AP attempts
that result in failure when the HOL packet is of Class i. Let
®;(t) and A;(t) denote the number of failures and the num-
ber of attempts by the AP with HOL packet of Class i until
slot ¢. Again, using Markov regenerative analysis, we can
write

a; ;= lim (1) = 2o Trx(z.)E(I’i)q)l (18)

t=oo Ai(t) 30, ma(D)Eq,nAi

where E(, ;)®; denotes the expected number of failed at-
tempts (due to collisions and errors) by the AP in a cycle
given the HOL packet at AP is of Class ¢ and the number
of active STAs is x, and E(, ;) A; is the expected number of
attempts by the AP in a cycle given the HOL packet at AP
is of Class ¢ and the number of active STAs is x. Expres-
sions for these can be obtained from renewal arguments [24].
With the following approximation, it can be seen that the
drop probability, p;, is given by afs.

A8 Every attempt to transmit a packet of Class i fails with
probability a; independent of anything else.

4.3.2 RTS-CTS Enabled

When RTS-CTS is enabled, a packet is dropped either if
the number collisions of an RTS frame reaches K, or if the
packet is received in error K; times. Define ~; as the fraction
of AP attempts that result in collision when the HOL packet
belongs to Class ¢. Let W;(t) and A;(t) denote the number of
RTS collisions and the number of attempts at the AP with
HOL packet of Class ¢ in the time interval (0,¢). Then,

T \Ill(t) a.s. Zx ﬂ-Z(Z)E(zvl)\I}'L
~i = lim = -
t— 00 Al(t) ZZ Ty (Z)E(Ivi)Ai

where E(, ;) ¥; denote the expected number of attempts by
the AP that result in RTS collisions in a cycle given the
HOL packet at AP is of Class ¢ and the number of active
STAs is . We assume that,

(19)

A9 Every attempt to transmit an RTS frame corresponding
to a packet of Class i results in collision with proba-
bility ~; independent of anything else.

As described, a packet can be dropped if is received in er-
ror K; times, or if the RTS transmitted each time before
the data frame is sent collides K times. The probability
that the packet is dropped due to collisions in the k" trans-
mission attempt of the data frame is ((1 — fyiKS)Ei)k_l ke
(1 € k < K;), while the probability that the packet is



dropped due to the packet being received in error K; times
is equal to ((1 — 'yZKS )si)Kl. Thus, the total probability that
a packet of Class i is dropped is given by,

S (@ =289=) 7+ (0 =a92)™ 20
k=1

4.4 Determining » by TCP Window Analysis

We have seen in Section 4.3 that, given &, the drop prob-
abilities, p = (p1,p2,...,pc) is a function, F(.) of i, both
when RT'S/CTS is disabled and when it is enabled. In this
section, we show how to obtain the AP HOL probabilities,
7, given p, thus providing the ingredients of fixed point it-
eration which will be described in Section 4.5.

Recall that n; (as defined in Equation 10) is the fraction of
packets served by the AP that belong to Class i. To calcu-
late n = (n1,m2,...mc), we consider the congestion window
evolution of the TCP connections. As mentioned in Ap-
proximation A3 in Section 2, we assume that all the packets
of the window are in the AP buffer for every TCP connec-
tion. We also initially assume that the AP buffer size is
large enough to avoid buffer overflows. Later, in Section 5,
we extend the analysis to finite buffer size. To analyze the
window evolution, the concept of rounds similar to that in
[23] is used. A round ends when all the packets present in
the AP buffer at the beginning of the round have been either
transmitted successfully or discarded. The end of a round
is the beginning of the next round. Consider the process
Wik >0} = {W, W&, o wi) k> 0}, where
W,Sl) denotes the number of packets of connection [ in the
AP buffer at the beginning of round k.

A10 It is assumed that an HOL packet of Class 7 is dropped
by the AP with probability p; independent of all other
events.

A11 The loss recovery due to packet loss in any round is
completed by the end of that round and, therefore, at
the beginning of a round, the number of packets of any
connection in the AP buffer is equal to the congestion
window of that connection in the server.

Since the TCP window evolves according to packet losses,
by A10 and A11, the process {Wy, k > 0} is a DTMC with
a finite state space, W = {0,1,2,..., Wmaz}M (Winae is the
maximum receive window). If the DTMC is irreducible, let
v be its stationary distribution (for the window evolution
models that we consider in this paper, the DTMC turns out
to be irreducible).

To calculate n;, note that Zje% W,ij) packets of Class i
and a total of Zf\il W,g” packets are served in the round k.

Define Y, as the total number of packets served in all the
rounds before the beginning of round k. Then, Yi411 — Yi =

le‘il W,El) and, {(Wy,Ys),k > 0} forms a Markov renewal
sequence. Therefore, by Markov regenerative analysis [13],

1l
moo= lim — Z_II{C(m):i} (21)
a.s. Zje%ﬁ ZwEW V(’UJ)U)J (22)
Zj]\/il ZwEW v(w)w;
EL W
_ & (23)

il mEL Wi

where w = (w1, w2, ..., wyn) in Equation 22, and E, W; is
the stationary expected value of the window of a STA of
Class ¢. Since E,W; is a function of p;,  can be calculated
as a function, T(.) of p.

When the AP buffer is infinite, losses are only due to
channel errors and thus, by A10, the window evolution of
any connection is independent of that of other connections,
ie., {Wéj),k > 0} is independent of {W,El),k > 0} for all
j,l € {1,2,...,M}. Denote the stationary distribution of
the DTMC, {W,E]),Ic > 0}, j € € by v;. We calculate
E,W; by considering a stochastic model for the evolution of
the window of a TCP Reno connection when the probabil-
ity that a packet is dropped is p;. We make the following
assumptions:

A12 The probability of more than one loss in a round is
negligible.

A13 It is assumed that if there is a loss, recovery always
happens by fast retransmit and fast recovery so that
the connection is always in congestion avoidance phase.

In the congestion avoidance phase, the congestion window
increases by one if all the packets in the window are ac-
knowledged. Therefore, at the end of a round, the window
of a connection increases by one if all the packets belong-
ing to that connection have been transmitted successfully
by the AP, else the window reduces to half of its previous
value. For drop probability p, the window evolution pro-
cess, {Vi, k > 0} has the state space {1,2,..., Wnaz} and
transition probabilities given by

Pr{Vigi =w+ 1|V =w} = (1-p)~

Pr{Vipr = [(w/2)[[Vk =w} = 1-(1—-p)”

The stationary distribution for this DTMC can be computed
numerically which can be used to calculate v; and E, W, in
Equation 23 for a given drop probability, p;.

4.5 The Fixed Point Iteration

As seen in Section 4.3, p = F(n). Further, in Section 4.4,
we obtained 7 = T(p). Hence, we can obtain n by solv-
ing the fixed point equation, n = T(F(n)). We obtained
n from the fixed point iteration, n**V = T(F(n™)). It
has been observed that n'®) converges to the same solution
irrespective of the initial value but we have not been able to
prove convergence to a unique solution. The value of 1 thus
obtained can be used to calculate the stationary probabili-
ties of the LDQBD and throughputs of the TCP connections
using Equations 16, 17 .

S. EXTENSIONS TO FINITE AP BUFFER

Until now, we assumed that the size of the buffer at the
AP is so large that for the given Wy,4., there are no packet
drops due to buffer overflow (tail drop losses). But with
TCP window scale option, this assumption is not valid as
Winaa is very large. We now consider the effects of finite
buffer size at the AP.

Let the size of the buffer at the AP be B packets. It
can be seen that the Markov chain model (Section 4) for
channel contention is still valid when the AP buffer is finite.
But the fraction of packets of each connection served by the
AP, 1, varies with B. Thus, we need to develop a model for
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TCP congestion window which takes into account not only
the packet losses due to channel errors but also losses due to
buffer overflow to determine the value of 1. The evolution of
the congestion windows of different connections are not any
more independent of each other. To model the dependence,
we extend the TCP Reno model. In addition to A12 and
A13, we make the following approximation:

A14 Asin [4], we assume immediate feedback, i.e., the time
between the data packet being served at the AP and
the corresponding TCP ACK being received at the
server is ignored. This is justified since the average
number of active STAs is small and, thus, the STAs
can transmit the ACKs within a short period of time.
A consequence of this assumption is that there is a tail
drop loss only when the congestion window increases
at the server. When there is no window growth, every
packet served by the AP is immediately replaced in the
buffer by a new packet due to immediate acknowledg-
ment. When the buffer is full and the window grows
by one, two packets arrive at the tail of the buffer but
the packet served by the AP leaves space only for a
single packet, resulting in tail drop loss. This leads
us to the approximation that only those connections
which have had no losses due to channel errors in the
round can have window growth and therefore, can lose
a packet due to buffer overflow.

The process {Wyg,k > 0} evolves as follows: Let Sk C
{1,2,..., M} be the set of connections that lose packets due
to channel errors in round k.

PI’{Sk = S‘Wk = (w17w2,...7wM)} =
[Ta—@=p)“)= [T (@ =p)*) (24)

= iese

The congestion windows of the connections in Sy are halved
and thus, these connections do not have tail drop losses in
round k. If [ € Sk, then W,Eﬁl = W,E”/Q. All the other con-
nections grow their window by one and the number of pack-
ets lost due to buffer overflow is given by max{}, s, W,EZ)/Q-l—
Zjesg (Wi +1)—B,0}. Since all the connections in S, need
not have tail drop loss, we pick the connections that have
tail drop loss randomly from Sj. It can be observed that
the process {Wg, k > 0} is a DTMC with finite state space,
{1,2,...,min{B, Wiaz } }. Thus, we can obtain the sta-
tionary expected value of {W, k > 0} to determine n from
Equation 23.

6. MODEL VALIDATION AND DISCUSSION

All the simulation results are obtained using QualNet 4.5.1
with 802.11b. The parameters used in simulation and anal-
ysis are summarized in Table 1. We set the TCP Maximum
Segment Size (MSS) to 1460 bytes and Maximum Receive
Window, Wias to 65,535 bytes (45 packets) when there is
no window scaling. Auto-rate fallback is disabled. Simula-
tion results are obtained for two values of RT'S Threshold:
(a) When the RTS threshold is set to 1600 bytes, RT'S-CTS
mechanism is disabled as all the frames have sizes less than
1600 bytes (see Table 1), and (b) When the RTS threshold
is set to 600 bytes, the RT'S-CTS mechanism is enabled as
the size of the data frames exceeds this threshold.

Consider the case where there are two STAs (C' = 2); STA
in Class 1 receives frames at an error rate of ¢ and STA in
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Class 2 correctly receives, all frames that do not collide, i.e.,
g1 = € and 2 = 0. We first consider the case when there
is no window scaling and the AP buffer is large enough to
avoid buffer overflows.

Fig. 4 shows plots of the probability that an attempt by
the AP to transmit packets of Class 1 («1) and Class 2 (a2)
fails. It is seen that «a; increases linearly with & while as
remains almost constant as failure for packets of Class 2 is
only due to collisions. The TCP throughput obtained by
the STAs in each class is shown in Fig. 5 for the two cases.

1. It is seen that, while the aggregate network throughput
decreases due to wasted time in transmitting erroneous
frames, the throughputs of the two classes is equal at
low error probabilities. This is because at low values of
€, the drop probability is low and both the classes will
have their TCP window very close to Wiyuee. Thus,
the MAC level retransmission mechanism protects the
TCP connections from channel losses to a large extent,
and connections with sufficiently low frame error rate
get the same throughput.

2. As ¢ increases, the STA that has a poor channel ob-
tains a much smaller throughput as compared to the
STA with a good channel. Unlike in the saturated case
where unfairness occurs due to the backoff mechanism
in IEEE 802.11 DCF which fails to distinguish between
a collision and transmission failure due to link errors
[20], unfairness in the case of TCP file downloads is due
to: a) Inability of TCP to distinguish between packet
losses due to congestion and packet losses due to chan-
nel errors. This leads to STAs with worse channels
having a smaller TCP window and thus, fewer packets
in the AP buffer. b) FIFO queuing at the AP buffer,
which results in each STA getting a throughput pro-
portional to the fraction of its packets in the AP buffer.

3. We can observe that the divergence in the throughput
curves occurs at a lower value of ¢ when RTS-CTS is
enabled as compared to the RTS-CTS disabled case.
This can be justified by noting that the packet trans-
mission attempt limit, K; when RTS-CTS is enabled
is less than the attempt limit, Ks when RTS-CTS is
disabled. Thus, for the same value of €, more number
of packets of Class 1 are dropped when RTS-CTS is
enabled, leading to lower throughput for Class 1.

We now consider the effect of finite buffer size at the AP
for two cases: (i) window scaling option disabled, (ii) window
scaling option enabled. When there is no window scaling, we
set Winaz to 45 packets and when window scaling is enabled,
the scale factor is 14, which means that the window can grow
up to 45 x 2%, Fig. 6 shows the throughput plots when
there is no window scaling (Wee = 45 packets) for buffer
sizes of 50 and 100 packets. Note that, in this case, having
a buffer size of 100 packets is same as having an infinite
buffer. Fig. 7 shows the throughput plots when window
scaling is enabled and B = 50, 100 packets. The difference
in the values obtained from analysis and simulations is due
to Approximation A14, where we neglect the tail drop losses
of STAs that have lost packets due to channel errors.

7. CONCLUDING REMARKS

In this paper, we have addressed the problem of modeling
TCP controlled file downloads by STAs with different chan-
nel conditions in an IEEE 802.11 WLAN. By combining a
model for contention by DCF with a model for the TCP con-
gestion window, we could calculate the packet failure prob-
abilities and the throughputs obtained by the STAs. The
simple TCP model that was valid for an infinite AP buffer
was then extended to the case where the buffer size is finite.
It was shown that STAs with poorer channel conditions get
lower throughput due to two reasons: a) Inability of TCP
to recognize losses due to channel errors b) FIFO queuing at
the AP buffer. The latter problem can be solved by having



a separate queue for each STA at the AP and serving each
queue in a fair manner. Such an approach would be possible
with IEEE 802.11n APs and our analysis has been found to
be useful in this situation as well [24]. The results in this
paper can also provide insights to the trade offs involved in
designing rate adaptation algorithms. For eg., if two STAs
are associated at the same PHY rate, and one of them ex-
periences channel losses at that rate, the rate adaptation
algorithm must compare the reduction in the throughput
due to channel losses at that rate (small for packet error
rates up to 10-20%) with the reduction in the throughput if
data is transmitted to that STA at a lower rate.
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