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Abstract—We consider a wireless sensor network whose main approach for routing in sensor networks [2], [3], [4], [SprF
function is to detect certain infrequent alarm events, and 6 the purpose of location determination, low cost GPS devices
forward alarm packets to a base station, using geographical 516 now becoming available, and can be incorporated in the

forwarding. The nodes know their locations, and they sleep- . . . o .
wake cycle, waking up periodically but not synchronously. h nodes; alternatively, approximate localization algarmighbased

this situation, when a node has a packet to forward to the sink 0N various geometrical principles can also be used (see, for
there is a trade-off between how long this node waits for a example, [6], [7]). For a survey on routing and localization
suitable neighbor to wake up and the progress the packet make see [8], [9]. In this paper we assume that nodes know their
towards the sink once it is forwarded to this neighbor. Hencein exact locations and also the location of the sink.

choosing a relay node, we consider the problem of minimizing . ) . .
average delay subject to a constraint on the average progresBy The relay node selection probleim geographical forwarding,

constraint relaxation, we formulate this next hop relay setction N our setting, there arises the problem of optimal relayenod
problem as a Markov decision process (MDP). The exact optima selection, which we now discuss. One approach is that of
solution (BF (Best Forward)) can be found, but is computatimally  greedy forwarding in which an intermediate node forwards
intensive. Next, we consider a mathematically simplified nmael the packet to its neighbor node that makes maximum progress

I(c))r t\:\éh:l:hsmeplgpgnmei?glﬁgéi Eh(fggﬁtﬁ'gld;ﬂmzigr)]stugﬂzvﬁg: towards the sink. This scheme is referred to as Most Forward

SF is very close in performance to BF, even for reasonably sriia  Within Radius (MFR) ([2], [3]). If the node density is large
node density. We then study the end-to-end performance of SF such that every node has a neighbor that is closer to the sink

in comparison with two extremal policies: Max Forward (MF)  than itself, then the greedy approach can find routes close to
and First Forward (FF), and an end-to-end delay minimising the minimum hop paths. Following a minimum hop path is

gﬁg?gepé?%%seeﬂgg aK\Lrgraesea Ib%]g'rz\ées f::r;?];ttwrﬁh\t/wtsh':agg;o%ﬁ; beneficial since it reduces the number of times the network

to provide a favorable trade-off between end-to-end packedelay N€eds to transmit the packet.
and the number of hops in the forwarding path. However, when the nodes are sleep-wake cycling in an

asynchronous manner there is a trade-off between the delay i
relay node selection and the progress made towards the sink.
An important application of wireless sensor networkBor example, if MFR is implemented, then for an intermediate
(WSN) is dense embedded sensing for the purpose of detectirngle to forward the packet to a relay node that makes the
certain infrequently occuring events, such as failures in maximum progress towards the sink, the intermediate node
large structure, or intrusion into a secure region. Such aill need to wait for all its neighbors closer to the sink than
event can occur anywhere in a large WSN, and once #self to wake up. This will result in an increase in the delay

event is detected, the alarm needs to be rapidly sent to tifehe alarm that is being forwarded. In fact, a counterpart t
sink for further action. In such WSNs, typically the nodethe MFR policy could be the policy that forwards the packet
rely on batteries, or energy harvested from their surrcuggli to the first node that wakes up and is nearer to the sink than
and, hence, need to be extremely parsimonius in their ube intermediate node. In this paper we call this lattergyoli

of energy. In order to conserve energy, the nodes oper&iest Forward (FF), and the MFR policy, simply, Max Forward
in sleep-wake cycles; when a node wakes up it perforniglF).

sensing, and also can assist in forwarding any alarm packet#n this paper we study the above trade-off for the following
towards the sink. In this paper, we consider the situation @ne hop relaying problem. A node needs to forward a packet
which the sleep-wake cycles of nodes ai@ synchronized. to the sink. There is a set of neighbors of the node that are
In such a setting, stateful routing is not possible. Instéfad nearer to the sink than the node; foewarding set The nodes
the nodes know their own locations and that of the sink, thame asynchronously sleep-wake cycling according to aicerta
it is possible to dynamically select forwarding nodes thrat amodel. We seek policies for relay node selection so as to
successively nearer to the sink. This is callgebgraphical minimize the delay in determining the relay node, subjed to
routing, and has been widely studied as a simple scalalienstraint on the progress made towards the sink. We assume

I. INTRODUCTION



that each node has at least one neighbor that is strictleicloaode: chooses amy that minimizes the expected normalized
to the sink than itself so that greedy forwarding will alwaysatency IE[%]. The Random Asynchronous Wakeup (RAW)
find a path to sink. This is a reasonable assumption for largeotocol ([10]) also considers transmitting to the first aod
node densities. to wake up that makes a progress greater than a thregtold
Our contributions: Interestingly, this is also the structure of the optimalippl

« The problem of minimizing average one hop delay subjefovided by one of our Markov decision process formulations
to a constraint on the average progress made, wherKim et al. ([1]) consider a dense WSN in which the
nodes wake up periodically, but not synchronously, #affic model and sleep-wake cycling are similar to ours. An
formulated as a Markov decision problem (MDP), an@ccasional alarm packet needs to be sent, from wherever
solved to yield the optimal policy which we call Bestin the network it is generated, to the sink. The nodes are
Forward (BF). See Section IV and Section V. asynchronously sleep-wake cycling. The authors develop an

. In a mathematically simplified setting.i{d., exponen- optimal anycast scheme to minimize average end-to-eng dela
tially distributed inter-wakeup times) the MDP approacfiom any node to the sink. The optimization is also done over
is used to derive a threshold type policy, called Simplifiesleep-wake cycling patterns and rates. A dynamic program-
Forward (SF). The threshold is a function of the constraifting approach is taken, with the stages being the number of
on progress, and the policy is to transmit to the firdtops to the sink. While the framework is similar to ours, Kim
node which wakes up and makes a progress of mdteal. do not consider the objective of spatial progress et ea
than the threshold. See Section VI. While such a polid}op, which results in the reduction of hop counts along the
has been proposed heuristically in previous works ([1dprwarding paths, and thus in the reduction of node energy
[11]), we have derived it from the MDP formulation andUtilization. In our work, we have studied the trade-off, at a
we show through simulations that the performance of thigpical forwarding stage, between forwarding delay and the
policy is close to that of BF. The simulation results arglistance that the packet covers in the hop.
in Section VII. Rossi et al. ([13]) consider the problem of geographical

. Fina”y’ we compare the end to end performance (avera@ﬁwarding in a wireless sensor network in which each node
delay and hop counts) of the SF policy with the forknows its hop distance from the sink. For each link, there is
warding policy proposed by Kim et al. [1]. The approach link cost (for example, energy cost) for forwarding a packe
of Kim et al. aims to achieve minimum average end-t@Ver that link. Thus, there are two end-to-end cost criteria
end delay, but at the expense of an initial configuratid@r & forwarding path: the total link cost of the path, and the
phase. The SF policy, however, does not need any gloaimber of hops in the path. When a node, sdyas a packet
Organization phase’ and the progress constraint can tgéorward to the sink, it has to consider the trade-off betwe
used tatunethe end-to-end performance to suitably tradec0st reduction and hop distance reduction; note that cost ca
off between end-to-end delay and the number of hopé& reduced by forwarding the packet to a neighbor node with

in the forwarding path. These results are reported fHe same hop distance to the sink, but using which the total
Section VII. link cost could be lower. The information availablei&s the

cost to all its neighbors, and the statistics of the cosigeto
Il. RELATED WORK from the neighbors. The major difference in our work is that
Zorzi and Rao ([12]) consider a scenario similar to oursve have a sequential decision problateach stagesince the
geographical forwarding in a wireless mesh network in whiatosts (wake-up delay) and rewards (progress towards thg sin
the nodes know their locations, and are sleep-wake cycliraye revealed as the nodes wake up, and only the statistics are
They propose GeRaF (Geographical Random Forwarding)k@own a priori.
distributed relaying algorithm, whose objective is to yaar Chaporkar and Proutiere ([14]) consider the problem of a
packet to its destination in as few hops as possible, by ngakitmansmitter that needs to transmit over one of several avail
as large progress as possible at each relaying stage. Hleuschannels. The transmitter can probe the channels to determi
objective is similar to the MFR algorithm, mentioned abovehannel state information in order to encode its transmis-
([2], [3]). For their algorithm, the authors obtain the aage sions. The trade-off is between the time taken to probe and
number of hops (for given source-sink distance) as a functithe throughput advantage of finding a good channel. Some
of the node density. These authors do not consider the tradeportant differences between their model and ours are the
off between relay selection delay and the progress towaels following. In our work the trade-off is between the time take
sink, which is a major contribution of our work. to wait for a relay to wake up, and thepatial progress the
Liu et al. ([11]) propose a relay selection approach asralay makes towards the sink. In [14], the transmitter cam us
part of CMAC, a protocol for geographical packet forwardingan unprobed channel, whereas in our problem a relay that has
With respect to the fixed sink, a nodehas a forwarding not yet woken up cannot be used. In [14], the transmitter can
set consisting of all nodes that make progress greater thmobe the channels in an order that it can choose (e.g., the
ro (an algorithm parameter). [¥" represent the delay until stochastically best channel first); in our problem the relay
the first wake-up instant of a node in the forwarding set, aweake up in a random order that is not under the control
X is the corresponding progress made, then, under CMAG, the transmitter. In [14] it is shown that if the use of an



unprobed channel is not allowed then a one-step-look-ahesaane event, the nodes can resolve among themselves to select
rule is optimal. This is similar to the solution we obtain for one node (say the one closest to the sink), which can then
simplified version of our model. Note that whereas the camcetransmit. Further, the information about an event compritse

in [14] is only with one-step relaying, we also study how théocation, and possibly target classification data, whiangl
one-step policy performs in terms of end-to-end objectivesith some control bits can be easily incorporated in a single

namely, path delay and path hop count. packet. This justifies the idea to study the performance of a
single packet alone.
1. SYSTEM MODEL Forwarding SetEach node knows its location and the location
A. Node Deployment of the sink. Theforwarding setof a node is the set of its

N identical sensor nodes are uniformly deployed in th%eighbors that are closer to the sink then itself. A relay
square regior(0, L]2. We take N to be a Poisson randomnOde considers forwarding the packet only to a node in its
variable of rate}\LQ.whereA is the node density. Let; forwarding set. Each node knows the humber of neighbors in

i=1,2,.... N, be the locations of the nodes. Additiosalurce its forwarding set, but is not aware of their locations andeva
and sink nodes are placed at fixed locationg = (0,0) and times. While in thls_ paper we assume thgt each node knqws the
en11 = (L, L) respectively. Thus including the source angumber of nodes in its forwgrdlng set, it would be d_eswable
sink nodes, there are a total 8f + 2 nodes in the diskz, is to. develop forwarding algor!thms that do not require even
the communication range of each node. Two nadasdj are this knowledge. We leave this as future work, but in Section

called neighbors if and only ifz; — ;| < r.. The distance VII-B we provide simulation results on the performance of
between nodeé and sink (V + 1) is L‘J_ |_xN+1 ~ our algorithm when the node takes the number of nodes in its
T 2N

forwarding region to be just the expected number of nodes.

B. The Sleep-Wake Process D. Some Notation

To conserve energy, each node performs periodic sleep—, gefine a forwarding policy more formally, we begin by
wake cycling. The sleep-wake times of the nodes B¢ gewing up some notation. Consider a generic nodehich

synchronized Since we are interested in studying the delaéfets the packet to forward at some instantet S; = {y :

. . . . (2 .
incurredin _rogtmg dueto sleep-wgke cycling alone, we eegl y — 21| < 7o, |ltnis —y| < Li}. Si is the set of all points
the transmission delay, propagation delay and other oaerhgy ¢ are within the communication radius o&nd are strictly
delays. This means that if nodehas a packet to transmit | Jser to the sink than (see Fig. 1) (we ignore edge effects

to its neighboring nodg, theni can transmit immediately at by assuming thas; c [0, L]2). If z; € S; then the progress
) 9 . 7 7

the instantj wakes up. We model this by taking the time for . 4o byj is Z; = Li — L;. Let N; be the number of nodes
J J ?

which a node stays awake to be zero. in S;. Note thatN; ~ Poisson(A|S;|), where|S;| is the area

More formglly, |EtTi’_i =12,..,N+1be i,'i'd' randqm of the regionsS;. Recall that node knows N; and hence we
variables which are uniform oft, 7], whereT" is the period ¢,.s on the evenfN, = K} for someK > 0.

of the sleep wake cycle. Then nodleakes up at the periodic | ot the indices of the nodes i, be arranged ag ..., ix
instantskT + T;, k > 0. We define thewaiting time for node ¢, thativ: (t) < Wi, () <, ... < Wi (£). The corr’es;)on,d-
. . 1 — 12 — ) = 1K .
i to wake up at time as, ing values of progress ar&;,, Zi,, ..., Zi,.. For simplicity,
Wi(t) = inf{kT+T; > t:k >0} —¢ 1) from here on we neglect in the subscript and simply use
Wl(t), ceey WK(t) and 21,29, ..., LK.
C. Forwarding Rules and Assumptions

Forwarding rules dictate the actions a node can take when
it has to transmit. We are interested in decentralized jaalic .
where a node can take decisions only by observing the activ- [ttt Ittt
ities in its neighborhoodi.g., the disk of radius-. centered
around the node of interest). In this regard we impose some
restrictions on the network.
Traffic Model: There is a single packet in the network whichrig. 1. z; andzy .1 are the locations of nodeand sink respectivelyL;
is to be routed from the source to sink. At tifiethe packet is is the distance between them, is the communication radiusS; is the set

. . ’ . P of all points that are within the communication radius of eadand closer
given to the source and the routing process begins. The No@e$nk thani. S; is the shaded region in the figure.
which get the packet for forwarding are called relay nodég T
packet traverses a sequence of relay nodes to eventuatly rea The locations of each of thes& nodes are uniformly
the sink, at which time the routing ends. Thus there is a singlistributed in the regioi; independent of the others. Hence
flow and further the flow consists of only one packet. This s#te progress made by them aiied. whose distribution is same
up is reasonable, because in sensor networks we can assasg. The p.d.f.of Z is supported on0, .| and is given by,
that the events are sufficiently separated in time and/atioc 2 r N2 2

. . 2(L _ )CO‘71 L; +(L1 Z) Te

so that the flows due to two events do not intersect. To avoid B i %) COS T 2Li(Li—2) 2
multiple packet transmission by different nodes detectirg fz(2) = |Ss| @




Where|S;| denotes the area of the regiéh, [0,T] x [0,7¢] — {0,1}. = should also satisfy.} (w,b) = 1.
- L2 (L 5 ) The function 7 maps the state at stage: to an action
S| :/ 2(L; — z)cos™! | = +(Li—2)" — e d 0 (continue) or 1 (stop). Let D™(¢) and Z™(t) denote the
0 2L;(L; — 2) delay incurred and progress made by nédesing policy .
(3)  Forwarding rules for nodé using policyr are as follows:
Let Uy = Wi (t) andUy = Wi(t) — Wi—1(¢) for 2 < k < « At stage0, nodei has to wait for further nodes to wake

K._:{Ve rtgfer t%{[i\ljv} as :Eemte:(—wak_eurtnmtes. fThese are thed up. We represent this by allowing the ordtateat stage
waiting times between the wakeup instants of sucessivesnode ", o — (0,0) and the corresponding action to be to

in S; (see Fig. 2). FurtheV/;, and Z,, are independent. 0 (continue to waity.e., 17 (0) = 0.

o If L; <., then wait for sink to wake up and transmit to
it. In this case, the delay and progress madelafét) =

Te

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, o(Wir(t), Zi1) Wy 1 (t) and Z7(t) = L; respectively. _

‘ (Wielt), Zc) o Otherwise (e.,if L; .> r.), wait for the nodes inS; to
e H ¢ wake up. When nodg, wakes up(1 < k < K), evaluate
—--+(Wi(t), Z1) § p = puj (Wg(t), br) whereb, = max{Z1, ..., Zy}. If p=
,,,,,i, 7777777777777 f(VVg(tL ZJ) i 1, then transmit to the nOdIgrg max{Z1,...,2,}* The delay

incurred is D™(t) = Wy(¢) and the progress made is

77777777777777 ’(%(t)’zﬁ Z™(t) = bg. If p = 0, ask the node which makes the
| L | ; most progress so far to stay awake, put the other node to
e T At - o(Wi(t), Zv) sleep and wait for further nodes to wake up.
f b . f « The requiremeny? (w,b) = 1 in the definition of 7
00 3 L L 3 7 ensures that nodetransmits at or before the instant the
T, U i last node wakes up.

Since the distribution of (Wi (t),Zx) : 1 < k < K} are
F_ig-l 2. %Wﬁ(t)ﬁzﬁl) éeptesgntiﬁhe wake hi”Sta”t and thﬁh F{ﬁgf{ess Eespfﬁ‘ot dependent on the value tfthe average values @™ (t)
tively, made by the Nodég; in S;. ese are shown as points| x [0, rc].
U, is the inter-wakeup time between notle andiy,._;. and Z™(t) also do not depgnd oh Hence to compute these
average values we can, without loss of generality, take0

The waiting timesW (), Wa(t), ..., Wk(t) are the order @nd useD™ andZ™ to simplify the notation.
statistics of K i.i.d. random variables that are uniform on Letllrepresentthe class of all SH policiééote that many
[0, 7). Thep.d.f.of the k — th order statistics is [15, ChapterpO“C'eS are excluded from clasdl. For instance, the policy

2], which waits for all the nodes to wake up and then transmits
KWwh=—YT — u)k-F to the one which makes least progress does not belong to
fw (u) = (k—1)I(K — k)ITK (4)  the classII. This is because for a policy inlI, transmission

is allowed only to the node that makes the most progress
so far. We would like to explicitly mention two SH policies
namely Max Forward (MF) and First Forward(FF):
®) A node usingMax Forward policy will wait for all the nodes
(k—(1—k—-1(K-D)TK in its forwarding set to wake up and then transmit to the one
for 0 < u < v < T. Later we will be interested in the Whi.Ch make; mo;t progress. We UsEr 10 repr.esent this
conditionalp.d.f. fy, ., jw, for 1 < k < K — 1. Using the policy. For this policy;*'* (w,b) = 1 if and only if k = K.
above equations wgz:arf write This policy obtains maximum delay and maximum progress
' among all other policies in clads.

for 0 < u < T. Also the jointp.d.f.of the k — th andl — th
order statistics (fok < ) is [15, Chapter 2],

K!ukfl(v _ u)lfkfl(T _ U)Kfl

fWk-,Wl (ua 1)) =

f (ulw) = fwi Wi (0,0 + ) A node usingrirst Forward policy will always transmit to the
U1 Wi Jfw, (w) node in the forwarding set which wakes up first irrespective o
(T —w — u)K—k-1 the progress made by itrr is used to represent this policy.
= (K-k) (T — w)K—F ) For this policy,u7 " (w,b) = 1. mpp obtains minimum delay

and minimum progress among all the policies in cllss
for0<w<Tand0<u<T-—w.

E. Single Hop Policy V. PROBLEM FORMULATION

Decision process begins at the instant at which node i From here on, without loss of generality we fix=1 and
gets the packet to forward. This isstage k = 0. The k—th r. = 1. LetPg (whereK > 1) denote the probability law con-
(k > 1) decision instant is the time at which node;, wakes ditioned on the even{ N, = K} i.e., Pk (.) = P(.|N; = K).
up. Similarly we define the conditional expectatidty,. Define
A Single Hop (SH) policy 7 is a sequence of mappings} : yur = Ex[Z™F] andyrpr = Ex[Z7FF], average progress
0 <k <K}, wherepug : {(0,0)} — {0} and fork > 1 pf : made by the MF and FF policies respectively.



Our interest in this work are, at a relay nadeith N, = K, Initial states, = 0 and initial actionay = 0 always. Therefore
to minimize the average delay subject to a constraint on ttfee next state is; = (U, Z1) and the cost incurred at stage
average progress achieved. More formally the problem is, 0 is go(0,0) = U;. If a; € C is the action taken at stage
1 <k < K —1, then the next statey.,; is,

miﬁl Ex[D7] (7)
S H

U Z b if ap =0
st Ex[Z7] >~y Skt1 = { f;uk ¥ Ukt mext Zie, bed) if Z: —1

wherey € [0, yarr]. , and the one step cost function is,
This formulation embodies the one-step tradeoff between

the need to forward the packet quickly while attempting to go((wn, by), an) = { Upr  ifap=0 (10)
make substantial progress towards the sink. The parameter ’ —nbr  ifap =1

controls the tradeoff. A large indicates our desire to make|s the state at stagé is ¢ then sy, =« and g (v, ax) = 0
large progress in each step, which will come at a cost Ofiﬁespective ofay,. Also if sk is the state of the system at the

large one hop forwarding delay. _ _ last stage, there is a cost of terminatigi;(sx) given as,
To solve the problem in (7), we consider the following

unconstrained problem, _J0 if sk =1
. 9k (sK) = { —nbx  otherwise
min  Ex[D"] — nEx[Z7] (8) . . "
mell The total average cost incurred with poligyis,
Wheren > 0. Let npr(n) (Best Forward) be the optimal K_1
solution for this problem. J-(0) = Ex Z g (s, 1y, (sk)) + 9K (k)
Lemma 1:For a giveny in problem (7), suppose there is =0

ann, such thatf[Z75#(1)] = ~, thennpr(n,) is optimal
for the problem in (7) as well.
Proof: Sincemgr(n,) is optimal for the problem in (8),
]EK[DWBF(W’Y)] _ nVEK[Z”BF(””)] <
Ex[D™] — n,Ex[Z7], for all w € II Therefore the optimal cost is,

J*(0) = H%Tin J=(0) = JWBF(U) (0)

The expectation in the cost function above is taken over the
joint distribution of {(Uy, Z;) : 1 < k < K}. Note that,

Jx(0) = Ex[D™] — nEx [Z7]

e, Ex[Der ()] < Ex[D7] -, (Ex[Z7] — )

Let Ji(w,b) be the optimal cost to go when the system is
in state(w, b) at stagel < k£ < K. When the stage i& (i.e.,
Ex[D™2F ()] < B [D7] all the nodes have woken up), then invariably transmissam h
to happen. Therefore,

Therefore for anyr such thatEx[Z™] > v, we have

|
In the subsequent sections we focus on solving the problem Jr(w,b) = —nb

in (8). = —nmax{b, dx(w,b)} (11)

V. OPTIMAL POL'CY FOR THE EXACT M_OE_)EL where, we defing g (w, b) = 0 for all (w, b). Next when there
To solve the problem in (8), we develop it in a Markoys one more node to wake upe(, stage isk — 1) then both

Decision Process (MDP) framework [16) = [0, 1]*U{%} actions,ax_1 = 1 andax_; = 0 are possible. Therefore,
is the state space (recall that= 1 andr. = 1). ¢ is the

terminating stateC = {0, 1} is the control space whereis Ji-1(w,0) = min{-nb,Eww, ,=w) [Ux+
for stopand0 is for continue A small change to the defined Jr(w + Uk, max{b, Zx})]}

earlier in section (lll-E), is the inclusion af in the domain . .
( ) of The terms in thenin expression are the costs whep_; = 1

of u7. Let (wg, b) be the state at stagewhereb,, is the best p _ 0 i ively. Usind th
(maximum) progress made by the nodes waking up until stagé()p) andag—1 = (con mue_) respectively. Lsing the
xpression fot/x in (11) we obtain,

k i.e., by = max{Zy,..., Zx}. Conditioned on being in state
(wg, b) at stagek, transition to the next state dependswon Jg—1(w,b)
throughUy 41 whosep.d.f.is fu, ,,jw, (-lwx) (Equation (6)).

] A =min {-—nb,E —w) Uk — b, Z,
The other disturbance componéfit, 1, is independent of the mm{ b Eqwie =) [Use = nmax{, Z

(wg, b). p-d.f.of Zx,1 is fz (Equation (2)). We define the ¢ (w+ Ug, max{b, Zx })}]}

conditional expectation, = —nmax{b, px_1(w,b)} (12)
Ew,=wo) -] = Ex[[Wi = wg] where,

Then using expression (6) we can write, pr—1(w,b) = Egvg_,—w)max{b, Zx, dpx (v + Uk,
E (3 (U] = e ©) maax{b, Zic})} = 5 13)

K —k+1



The following lemma is obtained easily. :
Lemma 2:For everyl < k < K — 1, the following cdr oy, cdrotu,
equations holds, - cdfofy - cdfofY

Ji(w,b) = —ymax{b, o (w,b)} (14)

where,

Pk (w,b) = Ew,=uw)max{b, Zxi1, ¢ri1(w + Ug1,

U]C+1 u u
max{b, Z — 15
(8, Zusa})} - 22 (15) - o

Proof: Suppose for Somé = k S K._ 1 equ.ations (14 Fig. 3. Thec.d.f's Fyy, and Fy whereY ~ Exponential(K') are plotted
and (15) holds, then following similar lines which was usefdr (a) K = 5 and (b) K = 15.

to obtain (12) and (13) (just replac€ by k) we can show

that (14) and (15) holds fok — 1 as well. Since we have

already shown that these equations hold#er K — 1, from disturbance componer; remain the same. Since the state
induction argument we can conclude that it holds for evegpace is different, we make a small change to the definition

1<k<K-1. m of policy = by allowing uif : X — C. The state transition and

The structure of the optimal policy is given in the followingcost functions remain same as in the previous section with

corollary. (w,b) replaced byb. Let mgr(n) represent the optimal policy
Corollary 3: The optimal policyr s (n) is of the following for this model.

form, Let Ji(b) be the optimal cost to go at stagewhen the

- 1 i b > du(w,b) state isb. Then, for allb € [0, 1],
a0 (D) (4, b) = { = Ok 16
i (w, ) 0 otherwise (16) Ji(b) = —nb (18)

for 1 <k < K. Where¢x(w,b) =0 for all (w,b) € S and

for 1 <k < K -1, ¢r(w,b) is given in equation (15). H Next when the stage i& — 1, for b € [0, 1],

Remarks: The optimal policy requires threshold functions J_1(b) = min{-nb, Ex [Ux + Jx(max{b, Zx })|}
{¢x} which are computionally intensive. For our later numer- _ i f —1b. Eone (U — b. 7
ical work in Section (VII), we discretize the state spaceint min{=nb, s [Use —nmax{b, Zic}]}
10* equally spaced points and use the approximate values of = —nmax{b, 51(b)} (19)
the functionspy,1 < k < K — 1 at these discrete points. where; is a function, which fo € [0, 1] is given by,
VI. OPTIMAL POLICY FOR A SIMPLIFIED MODEL Ex[Ug]
The random variable§U;, : 1 < k < K} are identi- Pi(b) = Ex[max{b, Zx}] - n
cally distributed [15, Chapter 2] (but not independent)eifh 1
commonc.d.f.is Fy, (u) = 1 — (1 —u)X. From Fig. 3 we = Eg[max{b, Z}] — K (20)

observe that the.d.f.of {U; : 1 < k < K} is close to that

of the c.d.f. of an exponential random variable of parametdfere we have made use of the fact tfiat[Ux] = 4 and

K and the approximation becomes better for large values 6k ~ Z. The p.d.f. of Z is given in (2). Evidently, at
K. This motivates us to consider simplified modewhere Stagek — 1, the optimal action is to stop and transmit the
{Uy: 1<k < K} are distributed agxponential(K) Further packet ifb > (31 (b) and to continue otherwise. The following
in our simplified model we take these random variables to h@sults about; (b) can easily be obtained. A detailed proof is

independent. provided in the report [17].
For the simplified model, the cost function (similar to (10)) Lemma 4:
when the system is in statev, b) at stagel < k< K —1is, 1) p is continuous, increasing and convexbin
U i ar — 0 2) If 51(0) <0, thenB1(b) < b for all b € [0, 1].
gr((w, br,), ax,) :{ _]:72; it az _1 (17)  3) If B.(0) > 0, then there is a uniquey, such that
N O1(ay) = ay.
We observe that due to the.d. inter-wake time assumption  4) |f 51670) > ()7,7 thenp; (b) < bforb € (), 1] and; (b) >
the cost function is not dependent on the valueugf Also bforbe [0, ).
we need not consider conditioning dif, = wy unlike in n

the previous section since tiped.f. of Uy, does not depend If 8,
on wy. Hence, the optimal policy for this model is going toﬁ
be independent ofy, for eachk. So we simplify the state
space by ignoring the values af;, for eachk, i.e., the state mse(n) () _ 1,if b > ay
space isX = [0,1]{J{v}. Control spaceC and the other ko (0) = 0, otherwise

(0) < 0, then definer,, = 0. Otherwisec,, is defined by
1(ay) = ;. Then



We proceed to evaluatéyx .

Jre—2(b)
= min{—nb, Ex[Ux_1 + Jx—1(max{b, Zx_1})]}
= min{—nb, Ex[Ux_1 — nmax{b, Zx_1,
Pr(max{b, Zrx—1})}}

= —npmax{b, F2(b)} (21)

where,

Bb) = EK[max{b,z,gl(max{b,Z})}]—niK (22)

Lemma 5:65(b) > B1(b) for any b € [0, 1]. In particular,
if b> «, then s (b) = 51(b).
Proof: The first part follows
Ex[max{b, Z}] < Ex[max{b, Z, /1 (max{b, Z})}].
Next, if b > «, then from Lemma 4max{b,Z} >
B1(max{b, Z}), so that max{b,Z, 81(max{b,Z})} =
max{b, Z}. Therefore,

B [max{b, Z}] — ——

Ba) = T

[ |
Lemma 6:For everyl < k < K — 2 the following holds,

Jk(b) = —77 max{b, ﬁka(b)} (23)
where,
Br—c(®) = Ex[max{b,Z, fx_qur)(max{b, Z})}] - niK

and has the propertyix 1(b) > Bx—41)(b) for any b €
[0,1]. In particular, ifb > «,, then B _x(b) = £ (D).

VII. SIMULATION RESULTS
A. One Hop Performance

We apply the policiesrgr(n) and mgr(n) to the actual
model and obtain average progress and average one hop delay
for L; = 10 and K = 5. Expressions for the average values for
policiesmsr(n), mrr andmyp are available in the detailed
technical report [17]. Since it is difficult to obtain simila
analytical expressions for policys (1), we have performed
simulations to obtain these values. In Figs. 4(a) and 4(b) we
plot the average values as a functionmofThe minimum and
maximum values of average delay and progress are achieved
by mrr and myr respectively. From the figures we can
observe that for values ofy less thann, = W the
performance ofrs#(n) is same as . This is because foy
less thar,, we haveg; (0) < 0, and therefore the threshold

easily becauseused isa;, = 0 which is same as that used hy-r.

By using a large value of), a node will value progress
more and will end up waiting for better nodes to wake up thus
incurring a large delay as well. Hence, delay and progress fo
both the policies{gr and rsr) are increasing withy. We
can conclude from Lemma 1, that for each policy, BF or SF,
and a givery, the corresponding delay value is the minimum
that can be obtained using that policy, subject to a comdtrai
on progress equal to the progress value obtained forsthat
These corresponding average delay vs. average progressval
are shown in Fig. 4(c), foiX = 3,5 and 15. Each point on
the curve for eachK corresponds to a different value of
which increases along the curves as shown. We see that the
performance of thes F' policy is close to that of the optimal
BF policy, even for small values oK. The wayn serves to
trade-off one hop progress and delay is clearly shown byethes
curves.

B. End to End Performance

Although our policies have been developed for one-hop op-
timality, it is interesting to study their end-to-end perfance

Proof: Proof is along the lines used to obtain Equationg they were used, heuristically, at each hop. We compare
[ |

(21), (22) and Lemma 5.

Corollary 7: The policyrsr(n) is of the following form,
1527 (b) =1 and

if b> ay

otherwise (24)

™ 1
IukSF(W)(b) :{ 0

forl1<k< K —1. [ |

Remarks: The policy is a simple one-step-look-ahead rul
where at eachk (1 < k < K — 1) the policy compares

the cost of stopping akt (Cs = —nb) with the cost of
continuing for one more step and then stoppingkat 1
(Ce =
Cs < C. (simplification yields, stop ift > «;), continue

+ — nEx[max{b, Z}]). The policy is to stop if

the end-to-end performance of our policy with the work of
Kim et al. [1] who have developed end-to-end delay optimal
geographical forwarding in a setting similar to ours. Wet firs
give a brief description of their work. They minimize, for a
given network, the average delay from any node to the sink
when each nodéwakes up asynchronously with rate They
show that periodic wake up patterns obtain minimum delay
among all sleep-wake patterns with the same rate. A relag nod
with a packet to forward, transmits a sequence of beacon-ID
signals. They propose an algorithm called LOCAL-OPT [18]
which yields, for each neighbgr of nodei, an integerhg.’)
such that ifj wakes up and listens to thie—th beacon signal
from node: and if A < hlg.l), then j will send an ACK to

receive the packet fromw Otherwise (ifh > hg.i)) j will go

otherwise. The policy is to transmit to the first node whichack to sleep. Aconfiguration phases required to run the

makes a progress of more than,. If all the nodes, make LOCAL-OPT algorithm.

progress of less than,, then transmit to the node whose As before, we fixr. = 1 andT = 1 sec Each node wakes
progress is maximum at the instant the last node wakes uup periodically with rate}— but asynchronously. To make a fair
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Fig. 4. One Hop Performance: (a): Average one hop progressfaaction ofr for various policies. The plots are fdt; = 10 and K = 5. Maximum
and minimum progress are achieved by, and rp respectively. (b): Average one hop delay as a functiom déér various policies. The plots are for
L; = 10 and K = 5. Maximum and minimum delay are achieved by, andwr . (C): Average one hop delay vs. the corresponding averagehop
progress for the class of policiesgr and g are plotted forK = 3,5 and 15. The parameter) controls the delay-progress trade-off. Each point on the
curve corresponds to a different value mfvhich increases along the direction shown.
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comparision with the work of Kim et al. we introduce beacor

18 T

ID signals of durationt; = 5 msecand packet transmission T
duration oftp = 30 msec We fix a network by placingV 161 A -a-figp 1
nodes randomly irf0, L]?> whereL = 10. N is sampled from v TEF
Poissonf\L?) where\ = 5. Additional source and sink nodes A TME 1
are placed at location®, 0) and (L, L) respectively. Further a * Kim et al
we have considered a network where the forwarding set ‘_«§12’ |
each node is non-empty. The wake times of the nodes i 5 | |
sampled independently frordniform([0,1]). Description of §

the policies that we have implemented is given below. Z 8 1
msp. We fix v as a network parameter. Each relay nod

chooses an appropriate(in other words, chooses an appro o 1
priate thresholdy,) such that the average one hop progre: . ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
made using the policyrsr(n) is equal toy. Note thatn o 18 220 2 24 26 028 30 2 3

= Average Hop Count
depends on nodée (i.e., on the values ofl; and K). At a

relay nodes if 7S less (greater) than the gverage progre]S_ISg. 5. End-to-end performance: Plot of average end-toemtaly vs. average
made byrnrr (mar) then we allow nodei t0 USE Trr  end-to-end hop count when the one hop optimal policy for thegress
(rar) to forward. When a nodg wakes up and if it hears constrainty is used at each hop. The operating points of the poligigs-,
a beacon signal fron, it waits for the ID signal and then T and Kim et al. are also shown in the figure. Each point on theecur

. L . . . . orresponds to a different value gf which increases along the direction
sends an ACK signal containing its location information. IEnqwn.
the progress made by is more than the threshold, then
forwards the packet tg (packet duration isp = 30 mseg.
If the progress made by is less than the threshold, then |S:| is the area of the regiof; (Equation (3)). If there is no
asks;j to stay awake if its progress is the maximum amorgjigible node even after thé- — ¢th beacon signal (one case
all the nodes that have woken up thus far, otherwisasksj when this is possible is when the actual number of nades
to return to sleep. If more than one node wakes up during tigeless than A|S;|| and none of the nodes make a progress of
same beacon signal, then contentions are resolved byisglecmore than the threshold) therwill select one which makes
the one which makes the most progress among them. In the maximum progress among all nodes.
simulation, this happens instantly (as also for the Kim et akim et al: We run the LOCAL-OPT algorithm [18] on the
algorithm that we compare with); in practice this will recgui network and obtain the value!zél) for each pair(s, j) wherei
a splitting algorithm; see, for example, [19, Chapter 488 andj are neighbors. We use these values to route from source
assume that within; = 5 msecall these transactions (beacorio sink in the presence of sleep wake cycling. Contentidns, i
signal, ID, ACK and contention resolution if any) are over@ny, are resolved (instantly, in the simulation) by setegta
mrr andmyp can be thought of as special casesrgf with  nodej with the highesmy) index.
thresholds of) and1 respectively. In Fig. 5 we plot average total delay vs. average hop count
wsp: This is same aggsyr except that here a relay node doefor different policies for fixed node placement, while the
not know K, but estimatests value as|\|S;|| nodes where averaging is over the wake times of the nodes. Each point



on the curve is obtained by averaging over 1000 transfersusfe of a one-hop optimal policy for end-to-end forwarding is
the packet from the source node to the sink. As expectduburistic. In future work we propose to directly formulate t
Kim et al. achieves minimum average delay. In comparisi@nd-to-end problem and derive optimal policies. In additio
with 7, Kim et al. also achieves smaller average hop counte could also include aspects such as the relay’s link gualit
Notice, however that usingsr policy and properly choosing in our formulation.

~, it is possible to obtain hop count similar to that of Kim et
al., incurring only slightly higher delay.

The advantage ofrsr over Kim et al. is that there iso
need for a configuration phas&ach relay node has to only
compute a threshold that depends on the parametehich
can be set as a network parameter during deployment. A mol&
interesting approach would be to allow the source node to set
~ depending on the type of application. For delay sensitives)
applications it is appropriate to use a smaller value 8b that
the delay is small, whereas, for energy constrained agjita 4
(where the network energy needs to conserved) it is better to
use largey so that the number of hops (and hence the number
of transmissions) is reduced. For other applications, maide 5
values ofv can be usedy can be a part of the ID signal so
that it is made available to the next hop relay.

Another interesting observation from Fig. 5 is that thel®!
performance ofrsr is close to that ofrg . In practice it might

(1]
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