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Abstract—We provide a simple and accurate analytical model

for multi-cell IEEE 802.11 WLANSs. Our model applies if the cell
radius, R, is much smaller than thecarrier sensingrange, R.s. We - il
argue that, the condition R.; >> R is likely to hold in a dense
deployment of Access Points (APs). We develop a scalaldell
level model for such WLANs with saturated nodes as well as for
TCP-controlled long file downloads. The accuracy of our modkis
demonstrated by comparison withns-2 simulations. Based on the
insights provided by our analytical model, we propose a simig
channel assignment algorithm which providesstatic assignments
that are Nash equilibria in pure strategies for the objective of
maximizing normalized network throughput, and requires only
as many steps as there are channels. Furthermore, our chanhe
assignment algorithm does not require any a priori knowledg
of topology and can be implemented in a decentralized manner
In contrast to prior work, our approach to channel assignmert
is based on thethroughput metric.

Index Terms—throughput modeling, fixed point analysis, chan-
nel assignment algorithm, Nash equilibria lem AP & sTA
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|. INTRODUCTION Fig. 1. A multi-cell infrastructure WLAN: DCF is used only rfo

: ; i : communication within the cells. A high-speed wireline Ibeaea
This paper Is concerned withfrastructure que/_\llreless network connects the APs to the Internet through a LAN router
Local Area Networks (WLANS) that use the Distributed Co-

ordination Func_tion (_DCF) Medium Access Control (MAC)other’s transmissions via carrier sensing and interferéh wi
protocol as de_flned in the IEEE 802.11 s_tandard [1]. Sug&ch other’s receptions causing packet losses. Cledeytiet

def , large-scale
I Th . : DCE i 4 onlv fsi Ie NAFLANS are difficult to plan and manage since good network
a cell. Thus, In our setting, IS used only f&mgle- engineering models are lacking. In this paper, we first dgvel

hop communication within th_e cells, a_nd STAs can accesgg, analytical model for multi-cell WLANs and then apply our
the Internet only through their respective APs. The APs af&odel to the task of channel assignment

connected to the Internet by a high-speed wireline locad ar
network. Figure 1 depicts such multi-cell infrastructure
WLAN. Each cell operates on a specific channel. Cells that®
operate on the same channel are catieechannel

To support the ever-increasing user population at highsacce
speeds, WLANSs are resorting to dense deployments of APs
where, for every STA, there exists an AP close to the STA® ) _ . .
with which the STA can associate at a high Physical (PHY) We propose a s_|mple decentr_ahzed a'go”th”.“ which can
rate [2]. However, as the density of APs increases, cellssize provide _faststanc channel asggnment_s (Section VII).
become smaller and, since the number of non-overlappingThe remainder of this paper is organized as follows. In
channels is limitet co-channel cells become closer. Nodeg€ction I, we elaborate on our contributions by compariag o

in two closely located co-channel cells can suppress eafrk with the existing literature. In Section Ill, we proeidhe
motivation for our simple cell level model. In Section IV, we
This work was supported in part by AirTight Networks, Pumglia, and by  provide our network model and summarize our key modeling
ngozggﬁggg_ﬁ_/%e”ter for the Promotion of Advanced Rese@FCPAR) - 555mptions. The analytical model is developed in Section
1For example, th.e number of non-overlapping channels in18@#g is 3 V. In Section VI, we validate our model by comparing with
and that in 802.11a is 12. ns-2 simulations. We propose a simple and fast decentralized

&ur Contributions: We make the following contributions:

We develop a scalableell level model for multi-cell
WLANSs with arbitrary cell topologies(Section V).

« We extend the single cell TCP analysis of [3] to multiple
interfering cells (Section V-B).

Based on the insights provided by our analytical model,



channel assignment algorithm in Section VII, and summarizeChannel assignment has been extensively studied (seg, e.g.
the conclusions in Section VIIl. A more detailed version ofl4], [15], [16], [17], [18] and the references therein). &fiu
this paper is available as a technical report [4]. of the existing work on channel assignment proposes to
minimize the global interference power or maximize the glob
Signal to Noise and Interference Ratio (SINR) without takin
Much of the earlier work on modeling WLANs deals withinto account the combined effect of the PHY and the MAC
single-AP networks or the so-callesingle cells[5], [6]. layers. Due to carrier sensing, nodes in 802.11 networks get
Modeling of multi-hop ad hoc networkis closely related to opportunity to transmit for only a fraction of time, and this
that of multi-cell WLANS. In the context of CSMA-basedmust be accounted for when computing the global interfexrenc
multi-hop packet radio networks, Boorstyn et al. [7] progms power or SINR. Such an approach is found only in [14] where
a Markovian model with Poisson packet arrivals and arhjtrathe authors propose to maximize a quantity called “effectiv
packet length distributions. Wang et al. [8], Garetto e{8]. channel utilization”. In reality, however, end users arereno
and Durvy et al. [10] adopted and extended the Boorstymterested in the “throughputs”. In contrast to prior wookir
model to 802.11-based multi-hop ad hoc networks. In ttepproach to channel assignment is based onthlimughput
context of multi-cell WLANs, Nguyen et al. [11] proposed anetric (see Section VII).
model for dense 802.11 networks assuming all the APs to be
operating on the same channel. Bonald et al. [12] proposed
to model a multi-cell WLAN as a network of multi-class In a dense deployment of APs with denser user population,
processor-sharing queues with state-dependent senties ra it seems practically impossible to apply a node or a link lleve
Since the activities of each node in a multi-hop ad howodel for planning and managing the network. However, we
network (or in a multi-cell WLAN) with general topology can exploit a specific characteristics of dense deployments
evolves over time in a different specific way, one needs tet R denote thecell radius i.e., R is the maximum distance
model the network at th@ode level[7], [9], or at thelink between an AP and the STAs associated to it. Rgt denote
level [8], [10], i.e., the activities of every single node or linkthecarrier sensing rangeWe observe tha?.,; >> Ris likely
and the interactions among them need to be modeled. Ttishold in a dense deployment of APs where, for every STA,
requires determining all thedependent setsf nodes or links there is an AP very close to the STA. WitR., >> R, the
and the complexity of the model increases exponentially winetwork model can be simplified in the following ways:
the number of nodes or links [13]. We identify a geometric 1) Since any transmitter ‘T’ is within a small distance

II. COMPARISON WITHRELATED LITERATURE

IIl. M OTIVATION FOR A CELL LEVEL MODEL

property, which we call thePairwise Binary Dependence R from its receiver ‘R’, a node ‘H’ that is beyond a
(PBD) condition (see A.3 in Section V), under which multi- distanceR.; from ‘T’ (i.e., a potentialhidden nodg

cell WLANs can be modeled at theell level Unlike a node is unlikely to interfere with ‘R?, i.e., carrier sensing
level (resp. link level) model, our cell level model reqgire would avoid much of the co-channel interference and
determining all the independent sets a#lls and thus, the we may ignore collisions due to hidden nodes
complexity of our model increases with the number of cells 2) If Node-1 in Cell-1 can sense the transmissions by Node-
rather than nodes (resp. links). 2 in Cell-2, then it is likely that all the nodes in Cell-1

We argue that the PBD condition is likely to hold in a dense  can sense the transmissions from all the nodes in Cell-2
deployments of APs, at least approximately. Hence, our cell  and vice versa, i.e., we may assume thades belonging
level model can be applied to obtairfiest-cut understanding to the same cell have an identical view of the rest of the
of large-scale WLANs with a dense deployment of APs. Our  network and interact with the rest of the network in an
cell level model is based on the channel contention model identical manner

of Boorstyn et al. [7] and the transmission attempt model The assumption that the AP and all its associated STAs have
of [6]. Thus, our approach is similar to that of Garetto &jp igentical view of the network has been applied in a dense
al. [9]. However, our model is much simpler than that in [9\p setting [2] where the authors approximate STA statistics
(see Discussion 5.1 following Equation 2) and the closedifo by statistics collected at the APs for efficiently managinejit
expressions for collision probabilities and cell througtsthat etwork. We adopt this idea of [2] to develop an analytical
we derive are new. We also extend the single cell TCP analygigdel. We identify the locations of the STAs with the locato
of [3] to multiple interfering cells (Section V-B). of their respective APs, and treat a cell as a single enlitys t

In [12], MAC contention is modeled by the followingyie|ding a scalableell levelmodel. A simple cell level model
heuristic: the mean time between consecutive packet trangparticularly suitable for the task of channel assignnsamte
missions correponding to a tagged user is proportional ® ththannels are assigned to cells rather than to nodes. At the
number of other contending users plug“plus 1" accounts network planning stage, the locations of the users are not
for the tagged user). Thus, the mean throughput obtained byfywn but the locations of the APs and the expected number

tagged user is inversely proportional to “the number of pthgf ysers per cell might be known. Furthermore, much of the
contending users plus 1.” We show that throughputs cannot be

accurately computed based only on the number of contendin@gnoring noise, we have, SINR RTQV where is called thepath
users (see Observatid@5 in Section VI). loss exponenand takes a value between 2 to 4.



traffic in today’s WLANSs is downlink, i.e., from the APs to Q Q Q Q Q Q O Q O

the users, and a large fraction of channel time is occupied by

transmissions from the APs. It is then reasonable to dewelop 1 2 3 4 1 2 3 4 5
model based only on the topology of the APs and the expected

number of users per cell, assuming that the users are located (@ (b)

close to their respective APs. Q Q

IV. NETWORK MODEL AND ASSUMPTIONS Q Q 4 3 Q Q
We consider scenarios witl®., >> R. Based on our
OO O 0O
7
5

discussion in Section Ill, we assume that simultaneoussira
missions by nodes that are farther thBp, from each other

result in successful receptions at their respective recgiwWe O Q

also assume that simultaneous transmissions by nodeg¢hat a 2/3 6 7
within R.s always lead to packet losses at their respective
receivers, i.e., we ignore the possibility packet capture )
We say that two nodes adependentf they are within R.;

otherwise, the two nodes are said toibeéependentTwo cells Fig. 2. Examples of multi-cell systems: (a) four linearhaged co-channel
are said to be independent f every node in a cel s indeprandgl5, () e fneary piced co chame) cels (0 sevensgorly pacec
w.r.t. every node in the other cell; otherwise, the two cellfhe co-channel contention graphs have also been shown wiherelots
are said to be dependent. Two dependent cells are saidretgesent the cells. Neighbors have been joined by edgesex@ample (a),
be completely dependeiitevery node in a cell is depgndentg‘ned‘g"rz{}lﬁg'ir‘l{géiér%”gn‘f”4} are dependent and the pafrs, 3}, {1, 4}
w.r.t. every node in the other cell. In this broad settingr ou

key assumptions are the following:

©

A.1 Only non-overlapping channels are used. networks with linear or hexagonal layout of cells (see Fégur
A.2 Associations of STAs with APs are static. This implieg(a)-2(c)), and (ii) networks with arbitrary layout of cll
that the number of STAs in a cell is fixed. (see Figure 2(d)). We index the cells by positive integers
A.3 Pairwise Binary Dependence (PBD)Any pair of cells 1,2,..., N, in some arbitrary fashion wher® denotes the
is either independent or completely dependent. number of cells. LeV" = {1, 2, ..., N} denote the set of cells.
A.4 The STAs are so close to their respective APs that packé form acontention graphg by representing every cell by
losses due to channel errors are negligible. a vertex and joining every pair of completely dependentscell

In a dense deployment of APs, due to small cell radius by an edge. Given the topology of the ARs¢an be obtained.

and R.; >> R, two cells would be completely dependent |et A7 andC = {1,2,..., M} denote the number and the
if the corresponding APs lie withiz.; of each other and set of available channels, respectively. ket (cy, s, . .., cn)
independence would hold beyoms, i.e., the PBD condition denote achannel assignmermhere,Vi c N, c € C, denotes
would hold, at least approximately. The PBD condition is ghe channel assigned to CellTwo completely dependent co-
geometric property that enables modeling at the cell levghannel cells are said to besighbors Note that,two com-
Since,if the PBD condition hOIdS, the relative locations Ob|ete|y dependent cells Operating on different non-owlag
the nodes within a cell do not matteAlso, any interferer channels arenot neighbors Let \; (C A/) denote the set of
‘I', which must be within R, of a receiver ‘R, will also be neighboring cells of Celi-(: € V). Note thati ¢ ;. The key
within Rcs of the transmitter ‘T’ if the PBD condition holds. to mode“ng the MAC contention in a multi-cell network, gm/e
Hence, either (i) ‘I' can start transmitting at the same timg channel assignment is the co-channel contention graph
as ‘T" causingsynchronousollisions at ‘R’, or (i) ‘I' gets  G(¢) in which only neighbors (i.e., completely dependent co-
suppressed by T's RTS (or DATA) transmission followed b¥hannel cells) are joined by eddesigures 2(a)-2(d) also
R's CTS (or ACK) transmission since CTS and ACK framegepict the corresponding co-channel contention graphs.

are given higher priority through SIFS<(DIFS < EIFS). We emphasize that determining a channel assignmést
Thus, if the PBD condition holds, nodes do not require deferr

by EIFS; deferral by DIFS would suffice. Thus, we assume thg(t)t part of our gnalyﬂcal model. Given a channel assignment
we can obtainG(c), and our model applies to any(c).

contention for medium access a_Iways begins after defeyral Fr)1 Section V-A, we model the case where nodes are infinitely
DIFS and we do not model the impact of EIFS. backlogged and are transferring packets to one or more nodes

V. ANALYSIS OF MULTI-CELL WLAN S WITH ARBITRARY  in the same cell using UDP connection(s). In Section V-B, we
CELL TOPOLOGY extend to the case when STAs download long files through

In this section, we develop a cell level model for wLANZN€Ir respective APs usingersistentTCP connections.
that satisfy the PBD condition. We provide a generic model
and demonstrate the accuracy of our model by comparing
with simulations of specific cell topologies pertaining {0: 3In particular, withM = 1 channel, we haveg(c) = G.



A. Modeling with Saturated MAC Queues ~; := collision probability as seen by the nodes in Cell-

Due to the PBD condition, nodes belonging to the same cell (conditioned on an attempt being made)

have an identical view of the rest of the network. When one The attempt probabilitys; of the nodes in Cell; Vi € \V,

node senses the medium idle (resp. busy) so do the other ndefs be related ta; by (see [6])

in the same cell and we say that a cell is sensing the medium Ldmin.. + oK

idle (resp. busy). Since the nodes are saturated, wheneedr a Bi = ! . L 7 (1)

senses the medium idle, all the nodes in the cell decrement Do+ yiby -+ 370k + .-+ b

their back-off counters per idle back-off slot that elapses where K denotes theetry limit andbx, 0 < k < K, denotes

their local mediunt and we say that the cell is in back-off.the mean back-off sampled aftercollisions.

If the nodes were not saturated, a node with an empty MACThe First Stage: When Celli and some (or all) of its

queue would not count down during the “medium idle” periodaeighboring cells are in back-off they contend until one of

and the number ofontendingnodes would be time-varying. the cells, say, Celj; j € N; U {i}, starts transmiting. Since,

With saturated AP and STA queues, the number of contendiwg ignore inter-cell collisions in the first stage, the pbiy

nodes in each cell remains constant. of two or more neighboring cells starting transmission tbge
We say that a cell transmits when one or more nodes ipyruled out. When Cell-starts transmitting, we say that it has

the cell transmit(s). When two or more nodes in the sanf@comeactive When Celli becomes active, it gains control

cell transmit, anintra-cell collision occurs. Consider FigureOVver its local medium bymmediatelyblocking its neighbors

2(a). There are periods during which all the four cells are fhat are not yet blocked. We assume that the time until Cell-

back-off. We model these periods, when none of the cellsdges from the back-off state to the active state is expoaignti

transmitting, by the stat® where® denotes thempty setThe distributed with meany-. The activation rate\; is given by

system remains in Stafee until one or more cell(s) transmit(s). 1= (1= 8™

When a cell transmits, its neighbors sense the transmission A = ! (2)

after a propagation delay and they defer medium access. o

We then say that the neighbors astocked due to carrier Wherén; denotes the number of nodes in Cglls denotes

sensing. When a cell is blocked, the back-off counters of 4fi€ duration of a back-off slot (in seconds) ane (1 — ;)™
the nodes in the cell arozen Two neighboring cells can IS the probability that there is an attempt in Celper back-

start transmitting together before they could sense edwrst Off Slot. Notice that we have converted the aggregate attemp

transmissions resulting isynchronous inter-celtollisions, ~ Probability in a cell per (discrete) back-affot to an attempt
We observe that a cell can be in one of the three states: @€ V€' (con“tmuous) k_)acl_<-offme_ Also notice that, our

transmitting, (ii) blocked, or (jii) in back-off. Modelingyn- & sumption of “exponential time until transition from theeck-

chronous inter-cell collisions requires a discrete timztet Off state to the active state” is the continuous time analogu

model. However, this would require a large state space sintgg assgmptlon_of geometric number of slots until attempt
e discrete time model of [6].

the cells change their states in an asynchronous manner. IIE'oé?_ on 5.11n 191 th h ditional
example, consider Figure 2(a) and suppose that Cell-1sstart iscussion 5.1:In [9], the authors use an unconditiona

transmitting and blocks Cell-2 after a propagation delagwH activation rate A overhaII btlmkes ﬁas, well a; alcondr:'uonal
ever, Cell-3 is independent of Cell-1 and can start trargmit activation rateg over the back-off times and relate the two

at any instant during Cell-1's transmission. Thus, the @tioh rates through a throughput equation which makes their model

of the system is partly asynchronous and partly synchronoﬁgmpl!cated' we use a single activation ratewhich is .
To capture both, we follow awo-stageapproach along the cond|t|o_nal on being in the back-off state and our model is
lines of [9]. In the first stage, we ignore inter-cell collies and much S|mpler' than that of [9]' . : . "
assume that blocking due to carrier sensing is immediate. \Q/Iewl?eg ge"% beC(Times ?thﬁ’,,'ts ne|gh_b0_r|ngf_c_ellr? remz;m
develop a continuous time model as in [7] to obtain the foacti ocked (due to Ceh until Cell-’s transmission finishes an

of time each cell is transmitting/blocked/in back-off. In thef‘hn 'dli DIFS per|f0(|jtelaps§s._When Cfelb(_ectome;s?‘;lve
second stage, we obtain the fractionstiftsin which various rough a successful transmission (resp. an intra-c )

subsets of neighboring cells can start transmitting toz«‘grethIts T“?'ghb_ors reg“a'” bIocl_<ed for_success timd’, (resp. a
This would allow us to compute the collision probabilitie§()||'5'_On tllme_TC) - The active periods of Cell-are of mean
accounting for synchronous inter-cell collisions. We cameb duratlonm given by

the above through a fixed-point equation and compute the

g

throughputs using the solution of the fixed-point equation. 1 (mﬂi(l - @')”il) (T)
We define the following as in [6]: i L—(1—g;)m
A3.(1 — B i1
B; := (transmission) attempt probability (over the back-off + <1 — %) (T.) 3)

slots) of the nodes in Cell-

5For theBasic Accesgresp.RTS/CT$mechanismTs corresponds to the
“Nodes belonging to different cells, in general, have différviews of the time DATA-SIFS-ACK-DIFS (resp. RTS-SIFS-CTS-SIFS-DATFS-ACK-
network activity. DIFS) andT. corresponds to the time DATA-DIFS (resp. RTS-DIFS).



m(A) = <H pz-> n(®), (VA€ A) (4)
i€A
where p; = 2 and 7(®) (which denotes the stationary

probability that none of the cells is active) is determingarf
the normalization equation

> wA) =1 (5)
Ac A
Combining Equations 4 and 5, we obtain
Fig. 3. The CTMC describing the cell level contention for foer <H pi)
linearly placed cells given in Figure 2(a). ﬂ'(A) _ €A (V.A c .A) (6)
where % is the probability that Celi- becomes S TT e
active through a success given that it becomes active. It is AcA \jeA

worthwhile now to mention thansensitivityresult of Boorstyn
et al. [7] which says that the product-form solution provzjdeb Lo 1

by their model is insensitive to the packet length distiidnut € equatto L. -

and depends only on the mean packet lengths. Applying thgirThe Second StageWe now compute the collision proba-

insensitivity argument, we take the active periods of Ceb- ities ~;'s accounting for inter-cell colisions. Note that
be i.i.d. exponential ra,mdom variables with men is conditional on an attempt being made by a node in Cell-

. . . . Ma y . .
Due to carrier sensing, at any point of time, only a sét Hence, to computey;, we focus only on those states in

A (C N) of mutually independent cells can be active togethéﬁh??fh.c.e"fé Cin alztel;?pt. (;Iearly, 99"‘3‘?‘; ‘?“tempt inl Staﬁe-
i.e., A must be anndependent sgbf vertices) ofG(c). From it Is in back-off in 'tate;4,_|.e., Mo < Ua. n a
G(c), we can determine the set of celfis, that get blocked such states a node in Cellean incur intra-cell collisions
due toA, and the set of cell&/4 that remain in back-off, i.e., due Fhe ot_her nodes_ n Ca‘lI-Furth_ermore, some (or all) of
the set of cells in which nodes can continue to decrement thgie”'l. shgelghbors” might gls;) I.Oe |rj1vba_ck-(|)ff n St;[ani'lfﬁ
back-off counters. Note thatl, B4 andi{4 form a partition & r;elg ;)rl_ng C.? ' SaZ{’ eﬁ"] < Zd IS acs:on ack-o
of \V. We takeA(#), i.e., the setd of active cells at time, as " tatezA, I.e, I j € Ua, then a node in Cel-can incur

the state of the multi-cell system at timeDue to exponential inter-ce_ll_ colli_sions d“‘? to the node_s in Cgli-The collision
activation rates and active periods, at any titnehe rate of probability y; is then given by Equation 7 (appears at the top

transition to the next state is completely determined by tf?é the next page). A formal derivation of Equation 7 can be

current stated(t). For example, Cell, j € U4, joins the set ound in Appendix A of [4].

. : L . Y
A (and its neighboring cells that are alsolfy join the set Fixed Point Fo,rmulanon._ Equations 2, 3’,6' 7 ane ;= i
B.) atarate\;. Similarly, Cell4, i € A, leaves the sett (and can express thg;’s as functions of only th@;’s. Together with

its neighboring cells that are blocked only due to Gdkave Equation 1, they yield av-dimensional fixed point equation

the setB.4) to join the set{4 at a ratey;. In summaryithe where we recall thatV is the tc_>ta| number pf ceIIs._ In_aII of_
process{A(t), > 0} has the structure of a Continuous Timethe cases that we have considered, the f|xed_ p0|r!t |terat|0_ns
Markov Chain ((_ZTMC.)This CTMC contains a finite number Vere ot_)serveql to converge to the same solutions irrespectiv
of states and is irreducible. Hence, it is stationary anddirg of sta_rtlng points. Howe_ver, we have nqt yet been able to
The set of all possible independent sets which constitintes t’:\nalytlcally prove the uniqueness of sol_ut|ons. o

state space of the CTMQA(t),t > 0} is denoted by.A. Calculating the Throughputs: The stationary probabilities

F . tenti ' be determined. For the®f the CTMC {A(t),t > 0} can provide the fraction of time
toogo‘f‘og;";‘vgg?negig’& grza(g?‘lv‘;z”h . ie{rlm';z 0 o for which Celli is unblockedA cell is said to be unblocked

A = {®,{1}, {2}, {3}, {4}, {1,3},{1,4},{2,4}} where we when it belongs to eithed or 1/4. Thus,Vi € N,
recall that® denotes the empty fset._The.CTl\_/{(Zl(t), t>0} T = Z m(A). (8)
corresponding to this example is given in Figure 3.

It can be checked that the transition structure of the CTMC ,
{A(t),t > 0} satisfies the Kolmogorov Criterion for re- Definition 5.1: Let G(c), i € N, denote the subgraph
versibility (see [19]). Hence, the stationary probabikitigtri- Obtained by removing Cefl-and its neighboring cells inV;
bution 7(A), A € A, satisfies the detailed balance equation§0m G(c). For a givenG(c), let A be defined as follows:

Convention:A product] ] over an empty index set is taken to

Ac A icAuU

m(A)Ai = m(AU{i})pi , (Vi€ Ua) NS )
and the stationary probability distribution has the form Ac A \JeA



. ZAGA: 1€EUA T‘—(A) 1 - (1 - 57;)7”_1 HJGNI :jGZ/{A(]‘ - ﬁ])n]

DoacA - icu, T(A) (reN) @

Vi

Let A; denote theA corresponding to the subgraghi(c). m 0;
An important observation which facilitates the computatio T =
of the z;’s is given by the following theorem.
Theorem 5.1:The fraction of timex; for which Cell< is
unblocked is given by

Gni,singlecell

can be interpreted as the throughput of Gelkhormalized
with respect to Celi’s single cell throughput. Thus, a cell
which belongs to every MIS o§(c) (resp. does not belong
(14 pi)A; _ to any MIS of G(c)) obtains a normalized throughput 1
U N vieN. (10) (resp. 0). Similar observations have been made in [8] fd¢ lin

Proof: See Appendix B of [4]. m throughputs. Defining theormalized network throughpud

Let ©; denote the aggregate throughput of Gelt-a given by - N
multi-cell network and 1€0,,, singiccenr denote the aggregate O := in , (12)
throughput of Celk if it was an isolated cell containing i=1
n; nodes. BothO; and O, singieccu are in packets/sec. Weand recalling that an MIS of(c) is active at any point of
approximated; by time, we further observe that, as — oo for all i € N, we

have,
ei = T ®n¢,singlecell (11)

and O, divided by n; gives the per node throughpdf in
Cell-, i.e., 0, = (2_ (packets/sec). wherea(G) denotes the cardinality of an MIS (of vertices) in
Discussion 5.2:Equation 11 is justified as follows. If Cell- @ graphG and is also called thindependence number G.
i is indeed an isolated cell, then we hawve = 1 and Notice that,a(G) is a measure o$patial reusein a network
©; = O, singleceu- However, in general, Cell-remains With contention grapt;, and thus,(G(c)) is a measure of
unblocked only for a fraction of time:;. If we ignore the spatial reuse induced by the assignment
time wasted in inter-cell collisions, the times during whic ; ;
' B. Extension to TCP Traffic
Cell-; is unblocked would consist only of the back-off slots

and the activities of Cell-by itself. Thus, we approximate the OUr €xtension to TCP-controlled long file downloads is
aggregate throughput of Cell-over the times during which based on the single cell TCP-WLAN interaction model of [3].

d The model proposed in [3] has been shown to be quite accurate

with z; gives the aggregate throughp@t of Cell-i in the when: (1_) the TCP server is connected_to the AP by a high-
multi-cell network. Clearly, Equation 11 is an approximati SPe€d wireline LAN such that the AP in the WLAN s the
since the time wasted in inter-cell collisions have beenigd. Pottleneck, (2) every STA has single persistenTCP con-
However, (1) it is quite accurate when compared with tHEECton, (3) there are no packet losses due to buffer overflow
simulations (see Section V1), and (2) it allows efficient cor4) the TCP timeouts are set large enough to avoid timeout
putation of throughputs SINCO.,, yingecerr CaN be obtained expirations due to Round Tr|p_T|m_e (RTT) fluctuations, and
from a single cell analysis and thk as well as the\;’s can (°) the delayed ACK mechanism is disabled. We keep the
be computed using efficient algorithms [13]. above assumptions in this paper. _ _
Large p Regime: Let 1 (resp.n;) denote the number of In [3], the aqthors propose to model_ a smgle_ cell having an
Maximum Independent Sets (MISs) 6fc) (resp.Gi(c)) (see AP a}nd an arbitrary r_1umber of STAs with Iong—llveq TCP con-
Definition 5.1). Notice thaty; is also equal to the number ofnections by an “equivalent saturated network” which cdasis

MISs of G(c) to which Cells belongs. From Equation 6 it is of a saturated AP and a single saturated STA. “This equivalen
easy to see that, as — oo, Vi € A, we have saturated model greatly simplifies the modeling problemesin

the TCP flow control mechanisms are now implicitly hidden

© — a(G(c)) .

it is unblocked, bYO,,, singiecerr @NA B4, singlecens Multiplie

1 it Ais an MIS and the total throughput can be computed using the sataratio
7(A) =< 7 ' analysis [3].” Using the equivalent saturated model of {Bg
0 otherwise analysis of Section V-A can be applied to TCP-controlledjlon

i.e., only an MIS of cells can be active at any point of timef.Ile downloads, taking:; = 2,¥i € \.

Also, from Equations 6, 8, 9 and 10, we observe that, as VI. RESULTS AND DISCUSSION

pi — oo, Vi € N, we have, We carried out simulations usings-2.31[20]. We created

T — i , the example topologies given in Figure 2(a)-2(d) by setting
n the cell radii and the distances among the cells such that the

where we recall that; is the fraction of time for which Cell- PBD condition holds. Nodes were randomly placed within the
is unblocked. The quantity cells. The saturated case was simulated with high rate CBR



TABLE |
RESULTS FOR THEFOUR LINEARLY PLACED CELLS GIVEN IN FIGURE 04 : :
2(A) WHEN EACH CELL CONTAINSn = 5 NODES ns-2 simulation ——J

analytical EX<302
single cell ---—+--

Cell Ysim Yana esirn eana 900 035 -
index (pkts/sec) | (pkts/sec)| (pkts/sec)

1 0.2351 | 0.2399 94.48 97.41 93.53 03 -
2 0.3005 | 0.3146 41.21 46.66 46.76
3 0.2999 | 0.3146 41.66 46.66 46.76
4 0.2359 | 0.2399 93.99 97.41 93.53

TABLE Il
RESULTS FOR THEFIVE LINEARLY PLACED CELLS GIVEN IN FIGURE
2(B) WHEN EACH CELL CONTAINS = 5 NODES 0.15 -

0.2

Collision Probability

Cell Vsim Yana esirn Oana Oco 01r
index (pkts/sec) | (pkts/sec)| (pkts/sec)
0.1882 | 0.1897 129.35 131.35 140.29 005
0.3321 | 0.3975 8.69 8.64 0 Cell Index
0.1892 | 0.1925 123.35 126.41 140.29
0.3321 | 0.3975 8.72 8.64 0 Fig. 4. Comparing collision probability for the scenario in Figure
0.1884 | 0.1897 ]| 129.31 131.35 140.29 2(d) when Celk, 1 <4 < 7, containsn; = ¢ + 1 saturated nodes.

TABLE Il

QB W| N -

RESULTS FOR THESEVEN ARBITRARILY PLACED CELLS GIVEN IN + ns—‘ZS\mulationl‘ ——
lyti

infinite p apprggiwyatllzi

single cell

350 [

FIGURE 2(D) WHEN CELL-7,1 <4 < 7 CONTAINSn; =i+ 1 NODES

300 [

Cell U Ysim Yana Osim Oana (258
index ¢ (pkts/sec) | (pkts/sec)| (pkts/sec)
1 0.0669 | 0.0666 320.66 325.26 349.94
0.1163 | 0.1163 216.19 219.65 236.09
0.2764 | 0.3280 12.48 12.97 0
0.3105| 0.3318 34.29 40.20 46.76
0.2505 | 0.2585 83.77 84.92 77.26
0.3574 | 0.3787 28.67 32.40 32.81
0.3062 | 0.3139 56.87 59.21 56.90

250 |

200 |

150 [

Throughput per node (packets/sec)

100 -

~N[ o] O B W[ N
0o | O U1 B W N

over UDP connections. For the TCP case, we created one TCP

download connection per STA. Each TCP connection was fed 1

by an FTP source with the TCP source agent attached directly

to the AP to emulate a local server. The AP buffer was set Fig. 5. Comparing throughput per nodefor the scenario in Figure

large enough to avoid buffer losses. The EIFS deferral and2(d) when Celli, 1 <i <7, containsn; = i + 1 saturated nodes.

the delayed ACK mechanism were disabled. Each case was

simulated 20 times, each run for 200 sec of “simulated time&ell-i, 1 < i < 7, containsn; = i + 1 saturated nodes.

We took 11 Mbps data rate and packet payloads of 1000 byt¥é show the plots corresponding to Table Il in Figures 4
We computed the single cell throughputs for the saturaté@d 5 which compare the collision probability and the

case as in [6] and that for the TCP case as in [3]. The sindfgoughput per nodé, respectively. In Figures 4 and 5, we

cell throughputs thus obtained from known analytical medeflso show the relevant single cell results, i.e., the resute

and thez;’s computed by our multi-cell model were plugged’VOU|d expect had the seven cells been mutually independent.

into Equation 11 to obtain cell throughputs in the multitceReferring Tables I-1ll, and Figures 4 and 5, we make the

scenarios. The functionf$olve(} of MATLAB was used for following observations:

solving theN-dimensional fixed point equation. We report th€-1.) Collision probabilities (resp. throughputs) in the multi-

results for “Basic Access”. Similar results were obtaindthw Cell scenarios are always higher (resp. lower) than theeeorr

“RTS/CTS”. We do not report the results for the hexagon&Ponding single cell values (see Figures 4 and 5) because (a)

topology given in Figure 2(c) which can be found in [4]. |rinter-cell collisions can be significant, and (b) due to kiag,

the following, quantities denoted with a subsctigim” (resp. Cells get opportunity to transmit only a fraction of time.

“ana” ) correspond to results obtained frams-2 simulations ©-2.) Our analytical model is quite accurate (less than 10%

(resp. fixed point analysis). In each cafe, represents the error in most cases) in predicting the collision probaietitand

Cell Index

throughput per-node obtained by takipg— oo, Vi € \. throughputs. The throughput predictions wih — oo, Vi €
N, is fairly accurate but the fixed point analysis providesenor
A. Results for the Saturated Case accurate predictions. Furthermore, our model works weth wi

Tables | and Il summarize the results for the example mulgither equal or unequal number of nodes per cell.
cell cases depicted in Figures 2(a) and 2(b), respectuéign O-3.) Our analytical model always over-estimates the through-
each cell containg = 5 saturated nodes. Table Ill summarizeputs since the time wasted in inter-cell collisions havenbee
the results for the example case given in Figure 2(d) whégnored. Ignoring inter-cell collisions in the first stagktbe



TABLE IV

RESULTS FOR THEAP CORRESPONDING TOFIGURE 2(A) WHEN EACH 03 N
CELL CONTAINS 1 APAND n = 5 STAS o) £
ingle cell -
Cell | Yoim,aP | Yana,AP | Osim,AP | Oana,aP | Ooc,aP os | e ]
index (pkts/sec) | (pkts/sec)| (pkts/sec)
1 0.1038 0.1033 306.33 318.73 304.35 2
2 0.1560 0.1574 153.16 169.18 152.18 % 021 M ]
3 0.1555 0.1574 153.06 169.18 152.18 3
4 0.1038 0.1033 306.41 318.73 304.35 £ sl il
TABLE V 5 R
RESULTS FOR THEAP CORRESPONDING TOFIGURE 2(B) WHEN EACH % o1l o ]
CELL CONTAINS 1 APAND n = 5 STAs
Cell Ysim,AP Yana,AP esim,AP eana,AP eoo,AP 005 1 ‘ {:’ ‘ Sf ‘ <> ‘ 5{ ‘ E T
index (pkts/sec) | (pkts/sec)| (pkts/sec)
T 00728 | 00775 | 38121 | 387.16 | 45653 0 o O O O < O O 4
2 0.1793 | 0.1950 75.16 85.62 0 o e T
3 0.0744 0.0832 340.24 346.47 456.53
g 83;22 83332 378512135 388576126 452 =3 Fig. 6. Comparing collision probability for the scenario in Figure
: : : : . 2(d) when each cell contains an AP and= 5 STAs.
TABLE VI
RESULTS FOR THEAP CORRESPONDING TOFIGURE 2(D) WHEN EACH 600 P ——
CELL CONTAINS 1 APAND n = 5 STAS analytical

infinite p approximation
single cell

500 [

Cell | vsim,aP | Yana,aP | Osim,aP | Oana,aP | Ooc,aP
index (pkts/sec) | (pkts/sec)| (pkts/sec)
0.0610 0.0670 421.70 425.83 456.53
0.0604 0.0670 421.92 425.83 456.53
0.2010 0.2528 33.79 38.50 0
0.1561 0.1685 141.80 156.41 152.18
0.0987 0.1028 317.39 329.06 304.35
0.1551 0.1644 158.55 172.64 152.18
0.1061 0.1099 301.15 314.10 304.35

400

AP Throughput (packets/sec)
w
S
3
T

200 |

~N| O O B W[ N -

100 |

model also over-estimates the fraction of time spent in back

off. Thus, the collision probabilities are also over-estiad. 0
However, had we not accounted for the inter-cell collisions celindex

the second stage, our analytical coII|5|(_)n pr(_)babahslmeuld_  Fig. 7. Comparing throughput per nodefor the scenario in Figure

have been equal to the corresponding single cell collision2(d) when each cell contains an AP and= 5 STAs.

probabilities (see Figures 4 and 5).

0O-4.) Throughput distribution among the cells can be very unke collision probabilityy and the throughput per nodg

fair even over long periods of time. Furthermore, introdtutt respectively. Referring Tables IV-VI, and Figures 6 and 7,
of a new co-channel cell can drastically alter the throughpwe conclude that the foregoing observatio@®s1(-O.5) for the
distributions. For example, compare Tables | and Il. Caedh® saturated case carry over to TCP-controlled long file texnssf
Cell-4 severely get blocked if Cell-5 is introduced to theifo as well. Referring Tables IV-VI we extend the validity of the
cell network given in Figure 2(a). equivalent saturated model of [3] as follows:
0O-5.) The throughput of a cell cannot be accurately determin€®6.) The equivalent saturated model of [3] proposed in the
based only on thaumberof interfering cells. Consider, for ex- context of a single cell, preserves its desirable propgriie.,
ample, Figure 2(d). Cell-3 and Cell-4 each have two neighbdt predicts the AP statistics quite well when extended to a
but their per node throughpuisare quite different (see Figuremulti-cell WLAN that satisfies the PBD condition.

5). In particular,d, > 63 even thoughs = 4 < ny = 5. This o )

is due to Cell-7 which blocks Cell-6 for certain fraction phe - Variation withp

during which Cell-4 gets opportunity to transmit whereai-Ce Clearly, thep,’s are functions of the3;’s and the payload

1 and Cell-2 are almost never blocked and Cell-3 is almosize. Thes;’s cannot be preset to desired values since they
always blocked due to Cell-1 and Cell-2. Thtopology plays are determined by the back-off adaptation mechanism of
the key role and heuristic methods based only on the numisCF. Thus, we study the effect of variation pfby varying

of neighbors would fail the payload size. Figures 8 and 9 depict the variation with
payload size of analytically computed collision probdtas
B. Results for the TCP Download Case and normalized cell throughputs, respectively, for theesev

Tables IV-VI summarize the AP statistics for the topologiesell network of Figure 2(d) when each cell contains= 10
in Figures 2(a), 2(b) and 2(d), respectively. We show thesplosaturated nodes. Similar results were obtained for the TCP
corresponding to Table VI in Figures 6 and 7 which compammase as well. From Figures 8 and 9, we observe that:



the greedy simulated annealing algorithm can only provide

o —— channel assignments that &tash equilibria in pure strategies

055 j e ] in the sense that changing the channel of one of the cells does

Yoo not increase the expectedility.

0% Suppose that our objective is to maximize the normalized

network throughput® (see Equation 12). As discussed in

SR - ObservationO-7, © ~ a(G(c)). Hence, maximizingy(G(c))

04 would maximize®. Thus, we need to determine an assignment

c to transformg to G(c) so thata(G(c)) is maximized. To this

036 BLEL A o end, we propose the following channel assignment algorithm

(recall thatM denotes the number of available channels)
Maximal Independent Set Algorithm (mISA) :

025 - BT 1. Begin withG (since we have not yet assigned channels).
Payload Size n bytes 2. Choose anaximalindependent set (mISpf cells in G,
assign them Channel-1, and then remove them fgom
3. Increment the channel index and repeat Step-2 above on

the residual graph until exactly one channel is left.

0.6

Collision Probability y
a

03

Fig. 8. \Variation of collision probabilities with payloadze for the
seven cell network in Figure 2(d).

L pR— 4. Assign Channel to all the cells in the residual graph
0 5 E after M — 1 steps.

08 5T Notice that mISA takes only\/ steps. Clearly, mISA is
T ae A e based on a classical graph coloring technique, but the tyovel

lies in our recognizing the notion of optimality that mISA
provides which is given by the following theorem.

Theorem 7.1:The channel assignments by mISA are Nash
equilibria in pure strategies for the objective of maximgi

0.6

0.5

0.4

Normalized Cell Throughput

03 e . normalized network throughp@ asp; — oo, Vi € N.
02 Proof: Note that the residual graph may becom (i.e.,
01 it might not have any vertices left) aftév/’ < M steps. If
S S S N S S the residual graph becomes null in less thiahsteps, then
S s e every cell would have a channel different from that of all its
neighbors and, we hav& = N, i.e., mISA would provide a
Fig. 9. Variation of normalized cell throughputs with pagtbsize globally optimum solution and we are done. Hence, assume

for the seven cell network in Figure 2(d). that the residual graph afté/ — 1 steps is not null.

) . ... . Suppose thalv; cells are assigned Channgin Steps, 1 <
O-7.) The results are largely insensitive to the variation in - -4 LetG; be the residual graph aftgrsteps,l < j <
= . ] - = —=

payload size. Moreover, the normalized cell throughpués af, | Let ©,, denote the aggregate normalized throughput of
approximately equal to the normalized throughputs obthing,q celis on Channet: 1 < k < M. Then, we haved, = N,
L > > . ' J 0

by taking p; — o0, 1 < i <7, i.e,, we haver: =z, X 1 < j< )f — 1, due to independence, aith; = a(Gar_1).
Lizs = 0,24 = w6 = 3,25 ~ z7 = 3. Hence, we may Hence,® — Zkle O — ij\ilej + a(Grr1). Suppose

: 3
assume that® ~ a(G(c)) for all values ofp. that a cell on Channel; j # M, is moved to Channel;
VII. A SIMPLE AND FAST CHANNEL ASSIGNMENT k # j. Then,©; decreases by 1 b, can increase by at
ALGORITHM FOR MAXIMIZING © most 1. Hence® cannot increase. Suppose now that a cell on

. . . i ;1<j<M-1.
Any channel assignment algorithm requires a means %1annelM is moved to Channej; 1 < j < M — 1. Clearly,

g ., _.any cell on ChanneM is dependent (in the original graph
evaluate thegoodnessof an assignment based on which i ) W.r.t. at least one of thév; cells on Channef- since the
determines abetter assignment. Our analytical model ca 4

: , ' el < j < M —
provide such feedback. In fact, we could apply our mod?o-;r:illr? rt:g[ ﬁirﬁcgg?aggegnn;hfﬁgﬁi EUE% —C];{] onlI’
in conjunction with the Linear Reward-Inactio.£_;) al- : J 9 M y

gorithm [21]. However, we found thé;_; algorithm to be decrease. Henc&) cannot increase by changing the channel

extremely slow (see [4] for the details). The Linear Rewar(?—f only one of Fhe cells ano! the theorem is -proved. =
. . . Implementation of mISA: mISA can be implemented in
Penalty {.r_ p) algorithm of [17] and thesimulated annealing .
: a decentralized manner as follows. APs sample random back-
algorithm of [18] guarantee convergence to a globally opti- : . . :
. . : 2 % 0offs using a contention window// and contend for accessing
mum solution as the number of iterations goes to infinity, ] : .
. . . . : he medium using Channel-1. W is chosen large enough,
A greedyversion of simulated annealing algorithm in [18
converges relatively fast but still takes a large number oferng ower case ‘m’ corresponds to “maximal” as opposed toupper

iterations to converge. Moreover, theg_; algorithm and case ‘M’ which corresponds to “maximum”.



the probability that two or more neighboring APs samplef optimality which mISA provides (i.e., Nash equilibria in
the same back-off would be small. When an AP wins thgure strategies) and the conditions under which the opitiynal
contention it keeps transmitting broadcast packets segghrais attained (i.e., whep; — oo, Vi € A). We also discussed
by SIFS for some duratioff’ >> oW where we recall that how mISA can be implemented in real networks. Developing
o is the duration of a back-off slot. This emulates the infinitsimple and practical algorithms for general objective tiors,

p situation since an AP after wining the contention does nother than maximizing the normalized network throughput,
relinquish control over its local medium, and its neighhgri is a topic of our ongoing research. Also, developing simple
APs remain blocked for the duratiofi. We had observed and accurate analytical models for TCP-controlled shoet fil
that, asp; — oo, Vi € N, only the cells that belong to antransfers is an important topic which we plan to address in
MIS obtain non-zero normalized throughputs. But this holdke future.
only in anensemble averageense. If an AP, after wining the
contention, does not relinquish control over its local meuli

in a particu|arsamp|e pathan mIS of APs (Wthh may not [1] “Wireless LAN Medium Access Control (MAC) and (PHY) Laye

. s Specifications, ANSI/IEEE Std 802.11, 1999 Edition.”
be an MIS) wouldgrab the channel durindg’. This is not [2] R. Murty, J. Padhye, R. Chandra, A. Wolman, and B. Zill.¢tfigning

surprising since with infinitep;'s, the CTMC { A(¢),t > 0} High Performance Enterprise Wi-Fi Networks,” fith USENIX Sympo-
becomes absorbing with the maximal independent sets &f cell  sium on Networked Systems Design and Implementation NS2008.

. ] R. Bruno, M. Conti, and E. Gregori, “An accurate closedrii formula
as the absorbing states and we cannot expect the time averélgdefor the throughput of long-lived TCP connections in IEEE 802

to be equal to the ensemble average. WLANSs,” Computer Networksvol. 52, pp. 199-212, 2008.
At time T', APs that could transmit consecutive broadcast}] M. K. Panda and A. Kumar, “Modeling Multi-Cell |IEEE 80211

. S WLANs with Application to Channel Assignment,” Indian
packets stop contendlng until tm'(éw - 1) x T and APs Institute of Science, Tech. Rep., 2009, available onlinemfr

that remain blocked switch to Channel-2, sample fresh back- http://arxiv. org/ abs/ 0903. 0096v2.

offs and keep contending unglll” and so on. APs that remain [5] G. Bianchi, “Performance Analysis of the IEEE 802.11 tbimited

. . Coordination Function,"EEE Journal on Selected Areas in Commu-
blocked throughout the duratiqd/ — 1) x T stick to Channel- nications vol. 18, no. 3, pp. 535-547, March 2000.

M. Thus, in every time duratioff’, a maximal independent [6] A. Kumar, E. Altman, D. Miorandi, and M. Goyal, “New indits from

set of APs would be assigned a channel. Normal network @ fixed point analysis of single cell IEEE 802.11 WLAN{ZEE/ACM

: - : . Transacti Networking/ol. 15, no. 3, pp. 588-601, June 2007,
operation can begin after time)M/ — 1) x T. Notice that, a{?gsaicpg’:rzdo?n NEOCOM oo 0 PP une

mISA does not require any knowledge of AP topology and rung| R. Boorstyn, A. Kershenbaum, B. Maglaris, and V. Sahifiltoughput
in a completely decentralized manner without any message Analysis in Multihop CSMA Packet Radio NetworkdEEE Transac-

assing In addition, if there is a central controller to which tions on Communicationsiol. 35, no. 3, pp. 267-274, March 1987.
p g ! [8] X. Wang and K. Kar, “Throughput Modeling and Fairnessukss in

the APs can communicate, mISA can be repeated several times cSMA/CA Based Ad Hoc Networks,” itEEE INFOCOM 2005.
before normal network operation could begin. The centrdfl M. Garetto, T. Salonidis, and E. W. Knightly, “ModelingeRflow

. . . Throughput and Capturing Starvation in CSMA Multi-hop Netks,”
controller, which obtains the gIObaI view of the channel IEEE/ACM Transactions on Networkingo appear, Also appeared in

assignments, can choose the best among the solutions edovid  INFOCOM 2006.
by mISA. In absence of centralized control, mISA can bid0] M. Durvy, O. Dousse, and P. Thiran, “Border Effects, ress, and

. ked iodicallv. Th ISA b iV i | Phase Transitions in Large Wireless Networks, INFOCOM'08
INvoked perioaically. us, m can be easily imp emente[gl] H. Q. Nguyen, F. Baccelli, and D. Kofman, “A Stochastied@netry

in real networks in a completely decentralized manner if the = Analysis of Dense IEEE 802.11 Networks,” [EEE INFOCOM'07
number of channels for all APs is the same and knowi2l T. Bonald, A. Ibrahim, and J. Roberts, “Traffic Capacity Multi-Cell

: o WLANS,” in ACM SIGMETRICS'08
However, mISA requires loose synchronization among the ABS] A. Kershenbaum, R. R. Boorstyn, and M.-S. Chen, “An Altjon for

similar to the channel assignment algorithms in [17] and.[18  Evaluation of Throughput in Multihop Packet Radio Netwonkith
Complex Topologies,TEEE Journal on Selected Areas in Communi-

VIIl. CONCLUSIONS ANDFUTURE WORK cations vol. SAC-5, no. 6, pp. 1003-1012, July 1987.
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controlled long _flle downloads. Our analytical model V\_’aﬁﬂ D. J. Leith and P. Clifford, “A Self-Managed DistributeChannel

shown to be quite accurate and insightful. Thus, we believe™ selection Algorithm for WLANSs,” inProceedings of RAWNET’06

that our modeling framework is a significant step toward8] B. Kauffmann, F. Baccelli, and A. Chaintreau, “Measuant-Based Self

o e » : . . Organization of Interfering 802.11 Wireless Access Neksdrin IEEE
gaining “first-cut” analytical understanding of WLANs with INFOCOM'07, 2007.

dense deployments of APs. Based on the insights provided[by] F. P. Kelly, Reversibility in Stochastic NetworksJohn Wiley, 1979.
our model, we also proposed a simple decentralized algoritf?0] S. McCanne and S. Floyd., “The ns Network Simulator.”

. . . http://lwww.isi.edu/nsnam/ns/.
called mISA which can provide channel assignments that &) P. s. Sastry, V. V. Phansalkar, and M. A. L. ThathachBecentralized

Nash equilibria in pure strategies in only as many stepseas th Learning of Nash Equilibria in Multi-Person Stochastic GarWith
are channels. AIthough mISA is based on a standard graph Incomplete Information,”IEEE Transactions on Systems, Man, and

. . ; “FT Cybernetics vol. 24, no. 5, pp. 769-777, 1994.
coloring technique, we have formally established the motio ~ ~YPeMeies Vol &4, no. 5, pp

REFERENCES



