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Abstract— We provide analytical models for capacity evaluation In this paper we are concerned with a network in whigh
of an infrastructure IEEE 802.11 based network carrying |EEE 802.11 stations (STAs) access a high speed local area
TCP controlled file downloads or full-duplex packet telephme network via an access point (AP). We consider three differen

calls. In each case the analytical models utilize the attentp traffi . d devel vtical dels that vield
probabilities from a well known fixed-point based saturation raflic scenarios, an evelop analytical models that yie

analysis. For TCP controlled file downloads, following [3],we Capacity estimates for carrying such traffic over the WLAN.
model the number of wireless stations (STAs) with ACKs as a Thus our analysis will yield answers to the questions: “How
Markov renewal process embedded at packet success instants many TCP controlled file transfers can be done in parallel
In our work, analysis of the evolution between the embedded g, that the transfer throughput per STA is at least (say)
instants is done by using saturation analysis to provide sta 25 kilob d?” or “H k lebh

dependent attempt probabilities. We show that in spite of llobytes per Secon, 2" or "How many packet telep O.r,]e
its simplicity, our model works well, by comparing various Calls can be set up to different STAs such that the probgbilit

simulated quantities, such as collision probability, withvalues of packet delay over the WLAN exceeds (say) 20 ms is

ﬁmdi‘?ted ffom_c?UmeOdeL o Vorp call o small?” Our goal is to provide answers to these questions
ext we consider constant bit rate Vo calls termlnatlng H H .
at N STAs. We model the number of STAs that have an up- ;Jhsrlggg?l ?ttOChaStlc model for the WLAN and the traffic flow

link voice packet as a Markov renewal process embedded at so . . . . .
called channel slot boundaries. Analysis of the evolutionwer In the first scenario, we considéf mobile STAs each having

a channel slot is done using saturation analysis as before. &V a TCP connection via the AP to some server. Such a TCP
find that again the AP is the bottleneck, and the system can data transfer only situation will exist in a typical office NA
support (in the sense of a bound on the probability of delay gnyironment. Each of the connections is transmitting a long
exceeding a given value) a number of calls less than that at file th to th ia the AP. We d |
which the arrival rate into the AP exceeds the average servec lie from . e server(s) to _e users via the j € develop
rate applied to the AP. an analytical model for this system and obtain the system
Finally, we extend the analytical model for VoIP calls to throughput.

determine the call capacity of an 802.11b WLAN in a situation |n the second scenario, each STA is engaged in a VoIP calll
where VolIP calls originate from two different types of codes. \.ith some wired client via the AP. Such a situation would

\é\;«isc%r:is;neartijxa Cf?g; 0¥3F')r;at'2ngcgjoergyggr1GC701df an?jndé\%g arise in a wireless IP PBX where the sole function is to

voice coders, we show that the analytical model again provies Provide telephony services in an office. In this case we will

accurate results in comparison with simulations. consider the quality of service (QoS) parameter to be the
Index Terms—TCP throughput on WLAN, VoIP on WLAN fraction of packets transmitted within a certain time foclea
capacity of WLAN, performance modeling of DCF. connection. We form an analytical model of this system and

compute the number of voice calls that can be supported.
In the third scenario, we consider the case where the VolP
_ calls originate from different type of codecs. The analtic
Wireless local area networks (WLANSs) based on thgodel for VoIP calls (in the second scenario) is extended
IEEE 802.11 standard [22] are being increasingly deploygd analyze this case. We obtain the admissible region for
in enterprises, academic campuses and homes, and at sHghnumber of \VoIP calls of different types, possible in the
places they are expected to become the access netwaisAN, while meeting the delay QoS constraint.
of choice for accessing the Internet. It therefore becomgs each of the above models we identify an embedded
important to study their ability to carry common Intereparkov chain which we study to obtain the parameters
apphcauons such as TCP controlled file downloading, @f interest. The MAC protocol (CSMA/CA) employed in
packet voice telephony. 802.11 DCF is complicated and does not really lead to a
, _ _ Markov system. But we replace it with a system where each
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Markov chain is embedded are random, but together theseolution of the back-off process of the 802.11 MAC layer,
constitute a Markov renewal process. We will see that thmit consider approximate constant values for back-offipara
resulting stochastic model provides a good approximation ¢ters like average back-off time ([9] and [13]) and collisio
the actual system. probability ([17]).

Remark: It is known (see for e.g., [1]) that with the defaultOur Contribution : We model the MAC layer queue dy-
|IEEE 802.11 DCF, interactive packet telephony cannot i@mics for typical Internet applications like TCP download
sustained in conjunction with data downloads. Hence in tHignsfers and voice traffic, while also considering the evol
paper we analyze the two traffic classes separately. In tecéiin of the binary exponential back-off process of the 8@2.1
work [11], [12] we have extended our approach in this pap®AC. We provide a simple approach of using the results
to IEEE 802.11e WLAN where we do model voice and TCPf saturation analysis of Bianchi [2] and Kumar et al. [15]
downloads together. m for performance evaluation of a WLAN with finite load.
Related Literature: The modeling of IEEE 802.11 DCF hasThe delayed ACK option is considered for TCP download
been a research focus since the standard has been propdgaasfers. In each of the scenarios, we obtain the number of
Chhaya and Gupta in [6] analyze the effect of packet captutentending stations through a Markov chain and obtain the
and hidden terminals. Cali et al., in [5], provide a thearatti performance measures through Markov regenerative asalysi
throughput analysis based ongapersistent model of the In order to ascertain the accuracy of the models, we derive
MAC. In [2], Bianchi uses a Markov model to analyze th@dditional parameters like collision probability, attetmate,
saturation throughput of a single cell IEEE 802.11 network!C. and show that they compare well with the simulation
and shows that the model yields accurate results. A genefg@sults.

ization and a fixed point formalization of the Bianchi anadys Outline of the paper: In Section Il we discuss the modeling

is done by Kumar et al. in [15]. All the above papers assun@sumptions of TCP download transfers case. We build the
that stations operate in saturation, i.e., they a|Way5 ha\/é’nOdd that results in a Markov regenerative framework and
packet to transmit. use it to derive the performance measures, namely the ag-
There are only a few attempts to model and analyze t8gegate download throughput and collision probabilitysti
802.11 MAC protocol behavior when subjected to actu#fe consider the undelayed ACK case and then cover the
traffic loads, e.g., TCP or voice traffic. Duffy et al. [8] andlelayed ACK case as well. We then provide numerical and
Sudarev et al. [23] propose models in finite load conditiormulation results for showing the accuracy of the model. In
by approximating the packet arrival process at the wireleS§&ction Ill, with some key assumptions, we model the case
stations as a Poisson process. Tickoo and Sikdar [24] derffeduplex CBR voice calls and derive the voice capacity and
delay and queue length characteristics for a finite load a@ther related parameters for model validation. In Sectin |
hoc 802.11 WLAN by modeling each queue with an M/G/we justify the approach of using attempt probabilities from
model. Detti et al. [7] and Pilosof et al. [20] discuss thrbug Saturation analysis of [2] and [15], by deriving the attempt
put unfairness between TCP controlled transfers in 802.1ates from the proposed voice model and comparing them
WLANS. Leith and Clifford [16] discuss how TCP unfairnesdVith those obtained from the simulations. In Section V,
can be removed using the QoS extensions in 802.11e. ™ extend the voice model to capture the scenario when
papers do not directly address the problem of performang@lls originate from different type of codecs. We obtain
evaluation of actual TCP transfers or VoIP calls in a WLANthe admission region of voice calls in this scenario, while
Bruno et al. [3] consider the scenario of STAs performinf€eting the QoS delay constraint. Lastly (in Section VI) we
TCP controlled bulk downloads via an AP. Our modelin§onclude by listing the modeling insights obtained in this
assumptions are drawn from this work. We discuss tinalysis.

relationship between [3] and ours in subsection II-B. In . MODELING TCP CONTROLLED FILE DOWNLOADS
their recent paper [4], Bruno et al. have considered the "

scenario where both upload and download TCP connet- Modeling Assumptions

tions are present in the WLAN. When there is a certaiWe consider a single cell 802.11 WLAN witlv STAs
number of contending nodes, the authors model the statesociated with a single AP. Allodes(a term we use to
dependent attempt probabilities using an iterative aimlysefer to any wireless entity and hence could be STAs or AP)
presented in [5]. The proposed model does not consider twntend for the channel via the DCF mechanism. Each STA
delayed ACK option, an important technique that improvdsas a single TCP connection to download a large file from
the TCP throughput. Miorandi et al. [18] propose a modal local file server. Hence, the AP delivers TCP data packets
for performance analysis of TCP download connections in thewards the STAs, while the STAs return TCP ACKs. We
WLAN, with the delayed ACK option. The model in [18], further assume that when downloading a file, RTS/CTS is
uses a Bernoulli distribution approximation for the numbarsed by the AP to send the data packets, while basic access
of contending nodes in the WLAN. is used by the STAs to send the ACKs. We begin by assuming
Analytical performance modeling of packet voice telephorthat when an STA receives data from the AP, it immediately
to estimate the call capacity over 802.11 WLANs has begenerates an ACK (that is queued at its MAC). Later on we
done by Garg and Kappes [9], Hwang and Cho [13] aralso consider a model for the case in which delayed ACKs
Medapalli et al. [17]. These authors do not model thare used.
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Fig. 1. An evolution of the back-offs and channel activiy,, k € 0,1,2,3, ..., are the instants wherk!” successful transmission ends.

Collision

We assume that the AP and the STAs have buffers larderivation of E[T,]x, the mean virtual transmission time
enough so that TCP data packets or ACKs are not lost duectinditioned on having< active STAs at the beginning of
buffer overflows. We also assume that there are no bit errotise virtual transmission time. Then they comp®&g’,| as
and packets in the channel are lost only due to collisions;, =(k)E[T,],, wheren (k) is the probability that there
Also, these collisions are recovered before TCP time-oudse k active STAs after an AP’s successful transmission. The
occur. As a result of these assumptions, for large file tenssf channel utilization is simplbeA;Tf; whereTsp is the time
the TCP window will grow to its maximum value and staytaken to transmit one AP packet. They obtain results only
there. for the non-delayed ACKs case and report the delayed ACK
When there are several TCP connections (each to a differease as a matter of further study. They provide simulation
STA), since all nodes (including the AP) will contend foresults as well to substantiate their analysis. Our approac
the channel, and no preference is given to the AP, most lndre is similar but differs in the following ways: (i) We
the packets in the TCP window will get backlogged at thiacorporate the IEEE 802.11 DCF backoff procedure by using
AP. The AP’s buffer is served FIFO, and we can assuntiee saturation analysis from [2] and [15]; in particular, as
that the probability that a packet transmitted by the AP toagainst the constant in [3], the attempt probability in our
particular STA is%. Thus it is apparent that the larger themodel depends on the number of STAs having ACKs at that
N, the lower is the probability that the AP sends to the santiene. (ii) We validate this approach by calculating addiab
STA before receiving the ACK for the last packet sent. Theystem measures (collision probability and distribution o
number of ACKs in the STAs depends on the number of TQRumber of non empty STAs), and compare the results against
data packets delivered by the AP. If there are several STAisnulations. (iii) We also develop a VoIP capacity analysis
with ACKs then the chance that AP succeeds in sendingSaction IIl). (iv) Our analytical development is very sirapl
packet is smallThus the system has a tendency to keep most

of the packets in the AP with a few STAs having ACKs & The Mathematical Model and its Analysis

send backWe observe that the STA may or may not have an

. ) et us consider Figure 1 which shows the back-offs and the
ACK packet. When the STA queue is non-empty, it conten Rannel activity. The instantSy, k£ €0,1,2,3,..., are the

for the channel. To develop the model (based on the abq}ﬁgtants where th&!" successful transmission ends.

discussion) we assume that each STA can have a maximgn%t considerN large, and letS; be the number of active

of one .TCP AC.:K packet queued up. This assumption i,mP"PSSI'As at the instant&’;. Since the AP has TCP data packets
two things. First, after an STAs successful transmissiofy 4ansmit all the time, it is sufficient to keep track S,

the number of active STAs reduces by one. Second, ea}ﬁhorder to model the channel contention. We also assume

successful transmission from the AP activates a new STat whenever there ane active STAs then these STAs and
As N is increased, this assumption is close to what happeps, Ap each attempt in a slot with probabilify,, ,, where

in reality. 41 1S th mpt r ined vi ration analysis ([2
Hence for Iarg_eN , We can simply analy_sg the process c_>f thghgl[lz]t) \Elzvr?gr? thrgrea;ereo :)_tall sZ?ur;teSdatr?oztez. analysis ([2]
ngmber of aCt.'VPT STAs. Before explaining the analysis WEince the back-off parameters for both the AP and the STAs
will review a similar approach from [3]. are the same, it is assumed that when there rarf8TAs

. ] active, the probability of the AP to win the contention is
B. Discussion of Related Work [3] 1/(n+1) while the probability of one of the STAs to win the
The modeling assumptions mentioned above were first introentention isn/(n + 1) [15]. As explained earlier in Section
duced in [3]. The authors consider the TCP transfers soenalii-A, since the AP is carrying the traffic of all th& STAs,
and obtain the channel utilization achieved by the APthe number of contending STAs cannot become large. Hence
transmissions. They derive the analysis forpgoersistent the number of STAs that are active with a high probability is
IEEE 802.11 protocol. The-persistent IEEE 802.11 MAC insensitive toN for large N. See also [4], [18]. Hence with
differs from the standard protocol in the selection of ththe above observations and assumptidgiisis modeled as a
backoff interval. Instead of the binary exponential backvMarkov chain, over all nonnegative integers. The transitio
off used in the standard, the backoff interval is samplgatobabilities of the Markov chain are shown in Figure 2. This
from a geometric distribution with parameter In order approximation also helps us to obtain a simple closed form
to obtain the channel utilization they first obtain the meaexpression of the stationary probability distributien,which
virtual transmission tim€E[T,]) defined as the mean timewe will derive below. We will show via simulations that this
between two AP successes. They provide a complicateidhplification yields accurate results for lar@eé (in fact, N



L 12 s v(n=1) in Parameter Symbol Value

Y N —~ 7 PHY data rate IoF 11 Mbps

@ @ @ Control rate Ce 2 Mbps

AN PLCP preamble time Tp 144ps

~_ S~ T~ < PHY Header time Tray 48us

112 23 314 (n=1)/n m(n+1) MAC Header Size Lasac 34 bytes

RTS Packet Size LgrTs 20 bytes

Fig. 2. Transition probability diagram of the Markov chaf.. CTS Packet Size Lers 14 bytes

MAC ACK Header Size | Lack 14 bytes

IP Header LipH 20 bytes

TCP Header Lrcopy 20 bytes

just needs to be greater than 4 for the infintemodel to TCP ACK packet size Lrep-ack 20 bytes

suffice) TCP data payload size Lrcp 1500 bytes

. : . . . . \VoIP packet size: G 711 | Lyoices Lvoicel 200 bytes

It is easy to see thdbr N = 1, the situation is different VoIP packet size: G 729 | Lyoice2 60 bytes

from that described forV large. Since nodes contend for System slot time 4 20us

access independent of their packet lengths, in steady state g:Eg I:rr:: ;SDIIPT 5 i’gzz

(for large file downloads) the TCP window will be equally EIFS Time TgrFs 364ps

split between the AP and the single STA. Both nodes are | Min. Contention Window | CWiin 31

thus saturated and the AP throughput is the connection LM&x- Contention Window] CWinaq 1023
throughput. This observation was also made in [15]. TABLE |

The following subsections provide the analysis of the model VaRrious PARAMETERS USED IN ANALYSIS AND SIMULATION
for N large, followed by the analysis fav = 1. We will
see from simulations how larg¥ needs to be for the “large

N analysis to apply. . h . . . i
1) Aggregate Download ThroughpuThe throughput of the Since we ave a posm\_/g invariant probabi |ty' vector,
e Markov chain is positive recurrent. We notice that

AP is the main performance metric for this system. Consid€r_ 1 L i i
Figure 1. LetX), — Gy — Gy_1. Under our assumptions 2-n=0T» (737) = 3. @S expected, i.e., in the undelayed
{(Sw;Gr),k > 0} forms a Markov renewal process. LetACK case, the AP must transmit half the successful trans-

the number of successful attempts made by the AP in tAUSSIONS. 3
k' cycle be denoted byHy (= 0 or 1 ). We view Hy 3) Mean Cycle LengtlE,, X: Let the attempt probability of

as a reward associated with th&" cycle. Let H(t) denote a node obtained from fixed point analysis g1 [15] when
the total number of AP successes(in¢). Then by Markov there aren+1 contenders. Then the following equation holds

regenerative analysis (or a renewal reward theorem) [14] d'frls takes Into ar(]:co_unt the facdt that tlfl1_e_followr|]ng evelat@t
obtain, with probability one, ifferent times: the time wasted in collision, when a sloego

- ) idle, when TCP packet is successfully transmitted by AP and
Ht)  Xp—o™ (577) when a TCP ACK packet is successfully transmitted by an

ML T S TR QA STA)
wherer,, is the stationary probability of having contending E.X = Puae(0+E,X)+ PiapTsap+
STAs in a cycle, and,, X is the average time until the end PysraTssra + Pe(Te + E X)

of the next success when the number of contending STAs @ich yields:

the end of a success is In the following we computer,

andE,X. ©4p_y4y is the total throughput (in packets per E,X = Piaed + PoapTsap + PostaTssra + Pele

second) obtained by all the TCP connections together. The 1= Piae — Pe

ith TCP connection will get the throughpwt; (in packets The above equation uses the following notations. These use
per second) proportional to its maximum window size. Thé&e IEEE 802.11b parameters provided in Table I.
throughput of each connection, in bits per second, will be & is the system slot time. A system slot is the time
proportional to the product of the maximum window size and unit employed for discrete-time backoff countdown
the packet length. We are assuming here that each connection in IEEE 802.11 MAC standard.

has the same maximum window size and equal packet lengthPq. is the probability of a slot being idle 1 —

and so each of the connection will obtain an equal share of Brg1)" L.
the aggregate download throughysditi p— f¢,. Piap is the probability that the AP wins the contention
2) The Stationary Distributionsr,,: The balance equations = Bnt1(1 = Bog1)™
for the Markov chain are (see Figure 2) P;sTa isthe probability that an STA wins the contention
1/n n+1 = 11 (1 = Bni)". . .
T = mwn,l =7 -1, N €{0,1,2,...}. P. is the probability that there is a collision ¥ —
Pigie — Psap — Pssta.
Using the above equations and the fact that 7, =1, 0ne T, ,p is the time required for transmitting one TCP
can obtain the stationary probability, as packet (from AP) including MAC and PHY
SN (2 S .12 overhead =Tp + Tpuy + L& + Torps +

Tp + Tray + 2855 + Tsirs + Tp + Tray +




Luactlipntlocentlrce | Tgipg + Tp + 5) Single TCP SessiomV( = 1): As explained earlier in

Teny + L?jcz? +Tprrs. this section, when only one STA is engaged in a download

T,srais the time required for transmitting one TCP ACKfile transfer, we have just 2 nodes and the assumption of

packet including MAC and PHY overhead®- + asymmetry in the queues of AP and STA does not hold. The

Tery + LMAC”IP%“TCP*ACK +Tsirs+Tp+ two nodes eventually reach a steady state wherein both are
d

Lack saturated [15]. Then the throughput is simply obtained as
Truy + =425 +Tprrs.
T, is the timecspent in collision = + Tpuy + H(t) 1/2
LMAc-‘rLIPIé:-LTCP—ACK +Trrrs. @AP—ff,p = flirgo T = E, X (1)

In the above calculations, we have assumed that TCP daitace each success is a data packet or a TCP ACK packet
packets are larger than the RTS threshold and hence the i?’h I babili P P '
uses the RTS/CTS access mechanism, and since TCP A&ts equal probability.

are small, the STAs use the basic access mechanism. Also,

we note that whenever there is a collision, either between Bn Analysis for TCP with Delayed ACKs

RTS packet from the AP and one or more TCP ACK packe{,e analysis can be applied to a system with TCP
from the STAs, or between two or more TCP ACK packeigonnections with delayed ACKs as well with a small
from STAs, the channel time wasted is that due to the TGRqification in the model. Let us assume that instead of
ACK packet, since, the RTS packet is smaller than a TCRery TCP packet, every alternate packet is acknowledged.
ACK packet. This gives us only one collision time, given byThis analysis can be easily extended to the case in which
Te. everym!" packet is acknowledged.)

4) Collision Probability: To further check the accuracy of

the model, we give an expression for the conditional calisi |, our model without delayed ACKs, when the AP succeeds
probability defined as the probability that an attempt of th?generates an ACK at an STA due to which the state of the
AP fails due to a collision. Again let us cpnsider thg Markogystem increases by one. In the delayed ACK case an AP
renewal procesg(Sy, Gi), k > 0} mentioned earlier. Let g ccess generates an immediate ACK at an STA only half
us define, for thek*” cycle, {Ax,k > 0} as the number of of the time. Thus if the number of STAs with ACK packets
attempts made by the AP ar{d’y,k > 0} as the number is , and the AP succeeds the), goes to the state + 1

of collisions of these attempts by the AP. Let(t) and th probability 1/2(n + 1) and S, will stay at the same
A(t) denote the total number of collisions and attemptgate with probabilityl /2(n + 1). The rest of the transitions

respectively, in(0, 7). Then, remain unchanged. The new transition diagram is shown in
. CO(t) as. dYoorom EC Figure 3.
1 —\7 2 Lm=0"nh TRE . B
0 A1) S T EnA AP

14 e 1/2n
E.A and E,C can be calculated as follows. We use the ™\, O 9 Q » @ on
assumption that after every collision, success or idle, slot | —\F 4~ 2(n-1)
the nodes attempt with a probability which depends only @ @ @ @
upon the total number of nodes in active contention and isQ/ S TR P G
independent of the previous state of the system. Then, s 23 34 (n-1yin (L)

E.A = Prob{ None of the nodes attemE, A) + Fig. 3. Transition probability diagram for the infinite Mark processSy,

Prob{ AP attempts and succegds) + with delayed ACKS.
Prob{ AP attempts and collidé$l + E,,A) +

Prob{ Some STA attempts and succepds + . . .
Prob { AP does not attempt, STAs colli§leE,, A) The balance equations for this Markov chain are

= G- A + - ﬂmkl — n—Hanl ne{0,1,2,...}
gﬁiﬁ - flntlff)nill))"t)(l +EnA) + n/(n + 1) 2 n?
(1 = Bng1)nBny1(t — Buy1)™ 1O + ; ;
(- /f“ﬁ) (1 —+(11 - ﬁmr:r;n B (= B )" (Bn ) from which we obtain
n+1
and o = Sy T, n € {0,1,2,...}.
E.C = Prob{ None of the nodes attemifE,.C") + ] " .
Prob { AP attempts and succedd8) + Using the above equations and the fact that m, =
Prob { AP attempts and collidé$l + E,C) + 1, one can obtain the stationary probability,. All other
Prob{ Some STA attempts and succepdy + calculations for throughput and collision probabilitiesmain
Prob{ AP does not attempt, STAs collifieE,.C) unchanged
= Z"“ﬁ :f;,j1ﬁ>“<0>>;)(l P Since we are reducing the number of packets generated at
G s En ) + the STAs, the AP’s share of transmitted packets increases.
n—1 . .
= B )nBnp1 (= Ongp)™ 0 (0) + Thus the throughput of this system will be more than that of

(1= Bng1) (1= (= Bng D)™ = nBpp1(1 = B )" 1) (EnC)

the system with non-delayed ACKSs.



Remark: The analysis above assumes strictly that every other ¢! — Analysis:N=
packet is acknowledged. IV is large, due to the increase —6- Simulation; N=5
in queue length at the AP, the time between successfu & o4r
packet transmissions for the same STA might exceed the 02

delayed ACK timeout, and as a result a delayed ACK will 0 ‘ ‘ N N

be generated at the STA. Thus, for larfethe throughput 0 1 2 3 4 5 6 7 8
is expected to decrease, which our analysis will not capture Number of actve STASn___

Thus, this analysis gives an upper bound on the throughpu %[ — Anaysis;N = @

(see Figure 7). ] 04 —6— Simulation; N=10

E. Simulation Results and Comparisons
In this section we compare the results obtained by our 0 1 ) 3 4 T 5 7 8

analysis with those obtained by simulations (done in Nekwor Number of actve STAS,n |
Simulator ns-2 [19]). The various parameters used were  o6f — AnayssN= o
taken from the 802.11b standard (given in Table 1). The | -6~ Simulation; N=30

TCP packet size is 1500B and the RTS threshold is 300B & o
The error bars in simulation curves denote 95% confidence 02
intervals. The analysis yields two throughput numbers, one ‘ ‘ o &

£
0.2

L I & &

for N = oo (for each PHY rate), and one fé¥ = 1 for each 0 1 2 3 4 5 6 7 8

PHY rate. The values are shown in Table II. Figures 4, 5, 6

anq 7 show the diStribUtio'{mn}! the aggregate_ .thrOUghpUtsFig. 4. Simulation results for stationary distributian, of number of active
(without delayed ACKSs), the collision probabilities andeth STAsn, for N = 5,10 and30. Also shown alongside is the analytical result
aggregate throughputs with delayed ACKs, respectivelya THsingN = oo. The TCP sessions use undelayed ACKs; the PHY data rate

throughput is in Mbps and is obtained 8sx Lpcp x
©4p—yip. The following are some of our observations:

Sr—— i T
X Analysis; N=1
PHY Data O©4p_f1p (MDPS) @ agl|  AnabsisiN= 1
Rate,C, | Undelayed ACK | Delayed ACK é °[L===_Simulation
(Mbps) N=1] N=x N = oo s J 11 Mbps ]
2 141 141 151 e |%
55 2.80 2.78 3.04 g .ol |
11 3.88 3.86 4.30 Ch
TABLE I 2 3t 55Mbps A
o W
@Ap,ftp FOR VARIOUSPHY DATA RATES OBTAINED VIA ANALYSIS. g -
£ 25F i
o
<
g 2 1
1) In Figure 4 we compare, obtained via simulations for g
N = 5,10 and30, and via analysis (usiny = o). As 2 155, 2Mops |
predicted by the analysis;, is independent ofV for

2)

3)

Number of active STAs, n

Is 11 Mbps.

such values ofN. Note that the shape of the distribution 135 10 15 20 25 30 35 40 45 50

and its support is captured quite well by the analysis. Number of FTP connections, N

We see that forV > 5, the distribution of the number _ ) ) ) )

of active STAs is insensitive t& and hence an ana]ysisgg%;,n‘?badAS]?g’j;;L?tdvss'n;ﬂﬁtl')%? r;Sl,i'}SPf(égngmgh?gn?ggéegge
for N = oo can be expected to work well. Interestinglyyarious PHY rates. The TCP sessions use undelayed ACKs.

it works well for N < 5 as well (Figures 5, 6).

The plot of aggregate download throughput with dif-

ferent values ofN for PHY bit rates of 11, 5.5 and model. The equation foryap_sy shows that it is
2 Mbps are shown in Figure 5. The values obtained  independent of the PHY rat&his is verified by the
via the analysis are shown in Table Il. In Figure 5 simulation plots. This insensitivity with the PHY rate

we show the single throughput number obtained from  is as expected, since the evolution of the contention

the N = oo analysis, plotted forN > 5 (in view process does not depend on PHY rates.
of the observation in Point 1 just above). The value 4) In Figure 7 we compare the aggregate downstream
obtained forN = 1 is shown with anx. The analysis throughput with different values oV for PHY bit rate

is remarkably accurate, and we find that the throughput ~ 0of 11, 5.5 and 2 Mbps for thdelayedACK case. As

for N = 2,3,4 is the same as that for the other values =~ commented on before, a§ increases there is a drop
of N. in the throughput which our model does not capture.
We compare the collision probabilities in Figure 6As a general rule of thumb, we can conclude that the FTP
which gives a further check on the accuracy of ouwlownload capacities (using TCP with delayed ACKs) for an



F. Remarks on our Modeling Assumptions

—~ftp

0.1 T
< — Analysis; N =
; oork 7 Under certain modeling assumptions, we have pr0\_/ided_ an
I - _ — accurate gnalytlcal model for TCP controlleq down!lnk file
s transfers in an IEEE 802.11 WLAN. In this section we
Fl tMbes discuss some of these assumptions.
£ L ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 1) Finite AP Buffer: One of our modeling simplifications is
C s A berof FTPcomnectons, N ® % that the buffer at the AP is infinite and hence there are no
g ‘ ‘ ‘ packet drops due to buffer overflow. A consequence of the
& infinite buffer assumption is that the TCP window grows to its
> 007f | maximum value, the AP buffer never empties out and hence
2 005 the AP always contends. It may be recalled that we have
g oosk 2 Mbps assumed this in our analytical model. In practice, however,
s the buffer at the AP is finite. Recall that we are modeling the
5 b situation in which the file transfers are taking place from a

Number of FTP connections, N server on the high speed LAN to which the AP is connected.
Fig. 6. Analysis and simulation results for the collisiorolpability vs -Hence the rOl-md rip propagatlon delay is very small Then'
number of FTP connections (one per STA), for 11Mbps and 2 MY it can be easily seen that, if the_ number of trqnsfers is not
rates. The TCP sessions use undelayed ACKs. very small (5 or more), a TCP window of 1 suffices to keep
the AP from emptying out. In fact, our analytical model
continues to hold in all aspects. The concern remains that
if the maximum TCP window is large (denoted usually by
- = Analysis Whax, @ typical value being 20 packets) then buffer losses
— Simulation 11 Mbps ] and the consequent timeouts can result in starvation of the
""""""""" AP buffer. We therefore conducted ns2 simulations with an
i AP buffer of 300 KBytes, or 200 packets. With 5 TCP
connections there were no packet losses, as expected. With
50 connections, we observed packet losses, some of which
S resulted in timeouts and others in triple-duplicate ACKdxhs
recovery. The packet loss probability observed was 10%.
However, the simulations showed that the stationary prob-
ability distribution of the number of contending STAs, the
1 aggregate download throughput, and the collision probgbil
2 Mbps . . . .
were still the same as in Figures 4, 5 and 6, respectively.

"""""" This is explained as follows. One packet from each transfer
o 5 10 15 20 25 30 35 40 45 suffices to keep the AP from starving, as observed earlier.

Number of FTP Connections, N The TCP window never drops below 1. Also, even when
Fig. 7. Analysis and simulation results for the downlink Faggregate timeouts occur in some connections, there are enoth active
download throughput vs number of FTP connections (one pex)$ar connections to keep the AP from starving. In fact, we have
various PHY rates. Delayed ACK option is enabled. observed that even with a very small AP buffer, e.g., just 10
packets, the aggregate performance measures are the same
as with an infinite AP buffer, but there is a large short term

infrastructure IEEE 802.11 WLAN with all STAs associatedroughput variability across connections. With a 300 Keyt

at 11 Mbps, 5.5 Mbps or 2 Mbps are roughly 4.3 Mbps P buffer this variability becomes insignificant.
Mbps or 1.5 Mbps. These aggregate rates are shared equa}gﬁldwectlonal Transfers:ln our quel, we have only con-
red TCP controlled donwlink file transfers. If we retain

(for equal maximum window sizes and packet lengths fof9€

each connection) among the STAs performing the downloadf2€ infinite AP buffer model, then it can be seen that the same
if there is one FTP session per STA. model works for uplink file transfers. This is easily obsetve

when delayed ACKs are not used, i.e., for each received data
Remark: An extension to the case where different STAs angacket the TCP receiver sends back an ACK. First consider
associated at different rates can be done as follows. Ttwly uplink file transfers. Now, in our model, we only need to
Markov chains{ Sy} (see Figures 2 and 3) remain unchangedeplace downlink data packets with ACKs, and uplink ACKs
The success and collision probabilities will not depend onith data packets. Exactly the same analysis works. This is
the rates. Suppose a fractian of the STAs are associatedbasically a consequence of the fact that in the IEEE 802.11
with rate r;(€ 11,5.5,2 Mbps). Then an STA success canDCF the attempt behaviour of the nodes does not depend
be ascribed to an STA associated with rgtev.p. a;. An AP on the length or type of the packet being attempted. Now,
success can similarly be ascribed to an STA associated wsthppose that some STAs are performing downlink transfers,
rater; w.p. a;. B whereas others are performing uplink transfers (with each
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STA being involved in only one transfer). Again the samé/e set an objective that each arriving packet of a call should
model holds, and we have the same Markov model for tlget served with a high probability before the next packet
number of STAs with a packet to send (ACK or data). We justf the same call arrives, i.e., “with a high probability the
need to observe that, if all the TCP windows are equal, thpacket delay should be less than 20 ms”. To justify this
the head-of-the-line packet at the AP is a data packet witlkelay objective, we present some useful simulation results
probability equal to the fraction of STAs that are performinin Figure 8. The figure shows the probability that the voice
downloads. Even different window sizes can be handled Ippcket delay, at the AP and at an STA, exceédsl €
this approach. {20ms, 40ms, 80ms, 120ms} vs. the number of voice calls

in the WLAN. The solid lines are for the AP while the dashed
Although, numerical results from our model match the finitgnes are for an STA. We make the following observations:

buffer simulations, the detailed analytical modeling of IC 1) The AP packet delays shoot up earlier than that of the
transfers over a WLAN with a finite AP buffer remains a STA. This implies, as is to be expected, that AP is the

challenging problem. With simultaneous transfers in both capacity bottleneck.
directions, and finite AP buffers, unfairness between down-5y A the AP delay curves (for different values of d)

link and uplink transfers has been reported in empirical * ghoot up after 11 voice calls. These simulation results
and simulation studies [10]. It is also of interest to obtain show that the IEEE 802.11 service is such that there
a performance model when transfers take place from a g 4 sharp change from an uncongested regime to a
remote server across a wide area Internet. Modeling of such congested one. Such an observation can also be made
situations is a topic of our ongoing research. from the results reported in [21] and [24], where for an
open-loop arrival model of a WLAN it is found that the
1. A M ODEL FORPACKET VOICE TELEPHONY delay is very small but s_harply increases as the arrival
rate approaches saturation.
There areN STAs, all associated with a sm_gle AE. Each STPthS’ though a more relaxed delay QoS may be acceptable,
has a single full duplex VoIP call to a wired client on th§ye make an important conclusion that even “an objective of
wired LAN via the AP. The ca_lls are not synchronized W'”Prob(delay > 120ms) is small’, yields no increase in the
each other. Each call results in two RTP/UDP streams, OBgj| capacity. For our model, the choice of delay bound of
from a remote client to a wireless STA, and another in they s js convenient as it permits us to assume that a device

reverse direction. We begin by considering the case whetr@p or STA) will rarely have more than one packet of the
each call uses the ITU G711 codec. Packets are generalge call if QoS has to be met.

every 20 ms. Including the IP, UDP and RTP headers, the

size of the packet emitted in each call in each direction )

is 200 bytes every 20 ms. We also present results for the A Stochastic Model

G729 codec which compresses 20 ms speech to 20 bytesthis subsection we develop a Markov renewal model for
this results in a packet of size 60 bytes including the IP, UDBRe number of active senders when there Arealls in the
and RTP headers. We do not model voice activity detectiggstem, each call terminating on a different STA.

(and consequent packet suppression) since not all ingangg make some assumptions that permit us to formulate as
of packet voice can be expected to utilize this optimizatiom discrete time Markov chain the number of STAs that have
packets to transmit, i.e., that contend for the channeké&ac
arrive at the STAs every 20 ms. As discussed earlier (just
before Subsection 1lI-A), as a QoS requirement we demand

091 o AP d=20ms 1 that the probability that a packet is transmitted succdlgsfu
o8f < f\y\g:igm: — within 20 ms is close to 1. Since the packets will experience
o7k -+ STAd=40ms , delays in the rest of the network also, this is a reasonable
S 06 A o) ToaR G ] target to achieve. Then, if the target is met, whenever a
P —— AP d=120ms new packet arrives at an STA, it will find the queue empty.
E 0.5 -* STA d=120ms 7
T

Thus the following two assumptions will be acceptable in the
region where we want to operate: (1) the buffer of every STA
STA i has a queue occupancy of at most one packet, and (2) new
packets arriving to the STAs arrive only at empty queues.
2 The latter assumption implies that if there @reSTAs with
0.01 O e Gmmmm e B F ] voice packets then a new voice packet arrival comes to a
9 10 11 12 13 14 15 17 18 19 20 (k+1)t" STA. Since the AP handles packets fravnstreams
Number of VoIP calls, N we expect that it is the bottleneck (as also demonstrated by
' _ _ _ B the simulation results in Figure 8) and we assume that it will
ho %TAS'ggﬂg“g:‘e;etzf'ttrs]asji:‘cc’l""é”f{’ggzzfzgi:’!itgoﬂgf‘gﬁ:fﬁftjﬂﬁf contend at all times. This is a realistic assumption near the

number of calls V). Packet size is 200 bytes (G711 codec); MAC protocoByStem capacity. Note however that the AP can have up to
is 802.11b; PHY data rate is 11Mbps; control rate is 2Mbps N packets ofdifferentcalls.
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N -y b N—y—b
Prob (Bj41 = b|(Y; = y; Ljv1 = 1)) = < p ) )" (=) (2)
Lj UJ+1 Uj+4
I I I | I I | I | |
S Successful Transmission S Collision § Successful Transmission ! dle Slot
Url UJ j+2 U]+3 UJ+5 .

Fig. 9. An evolution of the back-offs and channel activity;, j € 0,1,2,3,... are the instants wherg" channel slots ends.

As mentioned earlier, packets arrive every 20 ms in eveand0 otherwise.i.e.
stream. Wg use this mode_l in our S|mulat|on§. However, since (ap) [ 1 wp.By,41(1— gyjH)Yj
our analytical approach is via Markov chains, we assume J+1 7 ) 0 otherwise

that the probability that a voice call generates a packetin ith the assumed binomial distribution for voice packet

. I M _
m;ttaryal dOf Ie?glthl SlOItES I-’;pz _tl (Ilt _)‘;m; wr:jerei\_ IS arrivals and the state dependent probabilities of atteinjst,
ootained as foflows. Each system slot 1S Blus duralion. o 545y seen that fok > 0, {Y;;j > 0} is an irreducible, finite

Thus in1000 system slots there is one arrival. Therefore, foétate DTMC and hence positive recurrent. The stationary
the 802.11b PHY we take = 0.001. This simplification :

. ; : probabilities, 7,,, 0 < n < N of this DTMC can be
turns out to yield a good approximation.

) ! numerically obtained. Note that, is the fraction ofchannel
Figure 9 shows the evolution of the back-offs and channgly; houndariesat which the number of STAs is.

activity in the networkl;, j € 0,1,2,3, ..., are the random e now find the distribution of channel slot length as follows
instants when either an idle slot, or a successful transomss | gt L; be the length of thg'" channel slot which can take
or a collision ends. Let us define the time between two sughyee possible values in units of system slas (1) one slot

. '/h/ . . 101
is called thej™ channel slot. Let; be the number of non- yansmission takes place, or (3); slots when a collision
empty STAs at the instartf;. Let B; be the number of new tges place.

VoIP packet arrivals at all the STAE ") the number of Remark: The values ofl’s and T.,; depend on the access
departures from AP an(ﬂ/j(STA) the number of departuresmechanism employed. Since voice packets are of small size,
from STAs in thej*" channel slot. We note that new arrivalgVe use theéasic accesenechanism. LetL,,i.. be the length

in [U;,U;41) cannot contend until/; ;. Hence, of a voice packet (including upper layer headers). Thgr=
Tp+Tpay + Hactbuoice 4 Torpg+Tp+Tpay + 2475 +
5/}"1‘1 = i/j - ‘/J(f;TA) + Bj+1. TDIFS and T(:Ol - TP + TPHY + 7LA{ACC_!_LUMC€ —+ TEIFS

where the notation is as in previous section (see Table ).
Table IV gives the values df; andT,;, for different values

of C. andCy. |
Then the distribution of_;, givenY;_; = n, is

with the conditioan(STA) + Vj(AP) € {0,1},Vj. By our
earlier assumptions in this subsection, it is sufficienteek
track ofY; in order to model the channel contention.

The distribution of the number of arrivals in one channel 1 W.p. (1 = Bny1) ™,
slot, B;, can be obtained as follows. The probability with Li=q To  Wp. (n+1)Bnp1(1 = Bny1)",
which a packet arrives at a node in a slotNs Then the Teor Otherwise

probability that at least one packet arriveslislots will be The process(Y;;U;),7 > 0} can be seen to be a Markov

1 — (1 —X)" = p;. Since we assume that packets arrive agnewal process, with cycle time;.

only empty STAs,B; will have the distribution as given by 1) Obtaining the Voice Call Capacity Let A;,j > 0, be

Equation (2) (displayed above). the number of successes of the AP in successive channel

We also assume that whenever there faneonempty STAs slots. A; is 1 if the AP wins the channel contention and 0

then these STAs and the AP each attempt in a slot wigtherwise. IfY;_; = n, then,

probability 3 1, whereg,. ;1 is the attempt rate obtained via 1 W.p. Bogr(l = Busr)",

fixed point analysis [15] when there ake-1 saturated nodes. Aj = { 0 otherwise

We can then express the conditional distributi&gﬂéf 4) and :
(AP) (STA) i q . . Let A(¢) denote the number of successes of the AP until

Vi1 " asfollows. Vi, 7 is1if an STAwins the contention ime + we view the number of successes for the AP in a

channel slot as the “reward” associated with that channel

for the channel an@ otherwise. Thus
1 Wo. (V)8 o1(1— Bo )Y slot. Applying Markov regenerative analysis [14], we ohtai
VA — { W.p- (5)8y,41(1 = Byp41) with probability one

g+l 0 otherwise N
LAt neoTn EnA
(AP) ;. : . . lim (®) = ZN_O =:Oap_vorp(N)
andV;,; * is 1 if an AP wins the contention for the channel t—oo ¢ S0 EnL
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where,E, A = E(4,|Y;—1 = n) andE,L = E(L;|Y;_1 = be obtained by the following recursive equations,
n). ®ap_vorp(N) is the service rate of the AP in packets

w—n

per slot. g0 = 3 aonyn 9500 1), for 0 < w.
The rate at which a single call sends data to the AR Bince =0
the AP servesV such calls the total input rate to the AP is (w) (w)
N \. Obviously, this rate should be less th@n p_v .7 p (V). 9o (1) = 1+ aw-wy,0 gu (I =1)
Thus, we define ggu)(l) —0,forn > w
Ninaz = max (©ap—vorp(N) > NX) where,a, ;. = Prob{ arrivals fromz STAs in a system slot),
0<k<z

Note that we are asserting that usiNg< N,,,, also ensures E, R(w) will be given by,

the delay QoS. As discussed earlier in relation to Figure 8,

this is based on the observation in earlier research ([2d] an EnB(w) = Y ProbL; =1|Y;—1 =n) g." (1)
[24]) that when the arrival rate is less than the saturation le{l T, Teor}

throughput then the delay is very small. We validate thigow, we obtain

approach in Section I11-B. . N

Since each STA serves only one call, the number of calls at  };;, Jo Iy (w=wydu as. 2an=o TnEn (W)
which its service rate becomes less than the input load will ¢~ t ZnN:() TnEnL
e soined b e abote o, yhere,£, L E(L,¥1 = ).

additional simulations, that the AP is the capacity botdn hen the mean number of STAs active is given by
in this problem. Y () e

Remark: To appreciate the importance of our refined analysis }H& Z nVn

of calculatingN,,,... developed above, we examine a simpler n=0

approach to findv,,.... Instead of calculating,,, we assume . . .

that the STAs are always non-empty, i.e., there &re- 1 B. Analytical and Simulation Results

non-empty nodes in the system always. Then the service rkiethis subsection we present the simulation results and

= Vw

applied to the AP will be compare them with results obtained from the analysis. The
simulations were done usings2 [19]. The PHY parameters
/ _ EnA were taken from the 802.11b standard which are shown in
@AP7VOIP (N) - . . . .
EnL Table I. In simulations, the start time of a VoIP call is

uniformly distributed inf0, 20ms]. This ensures that the voice

packets do not arrive in bursts and remain unsynchronized.

N —max (O, N) > N 1) Maximum Ngmber of Calls In Figure 10 we show the
maz (O4p-vorr(N) ) plot of AP service rate® 4p_vorp, versus the number of

calls, N, for two PHY ratesC; = 11Mbps and 2Mbps,

We give the results in Section Il1-B and show that this simpl . .
approach does not work and yields half the number of ca‘zl%; Z?ai?gﬁogt;g.ct?v%o shown 'S> tjr\lfe)\ I'gﬁ;‘f:ﬂ \:\t/\ee grrzgzs\?vz
AP—VolIP .

as compared taV,,,q ) - : :
P max can find the largestV that satisfies this requirement. For

2) Mean Number of non-empty STAdn this section we ;
xample, from Figure 1 r graph (G711 for 11
determine the time average mean number of STAs n o omp'e, 1o gure 10 upper graph (G codec), fo

Sl . . ‘Mbps data rate, we note that the AP service rate crosses
empty and later compare it with simulation results. Thlﬁ1
gives a further check on the accuracy of our model.

and the maximum number of calls is then given by

L%tfe load rate, after 12 calls. This implies that a maximum
! ) 12 calls are possible while meeting the delay QoS, on
Y(t) denote the ”“mty’?[) of STAs W'_th packe_:ts at time a 802.11 WLAN. The values aW,,,, obtained for various

Then we needim;_..c —~. To determine the time averagey,i, rates and codecs are shown in Table Ill. Also shown

mean number of STAs active, we need the time average o taple are the values of’ (see the Remark at the

distribution of the number of non-empty STAsy, ie., end of Subsection 111-A.1) that are almost half of the values

. JE Iy (uy=wydu : - . . .
Vp = limy o0 ——p==—. We determine/, as follows.  of n,,,, obtained via our refined Markov analysis of the

The procesq (Y;;Uj),j > 0}, is a Markov renewal process.system.

We consider the channel slots in time units of the system slgt Figure 11, we show the simulation results for the QoS
d. Let the reward associated with th& cycle be the total objective of P(delay > 20ms), for both AP and STA
number of slots in which the number of STAs having packefsackets, for different data rates and codecs. Note that the
is equal to a particular value, say and be denoted bit; (w)  P(delay : AP > 20ms) is greater thanP(delay : STA >

in the j'* channel slot. Le€, R(w) be the expected reward20ms) and that the AP delay shoots up before the STA delay,
if we haven busy STAs at the start of the channel slot. Thifor any given packet size {200B,60B} and PHY data rate

is calculated as follows. Lef'" (1) be the mean time spentc {11 Mbps,2Mbps}. This confirms our assumption that the

in statew in [ system slots starting with state g,({”)(l) can AP is the capacity bottleneckVe observe that there is a
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Fig. 10. The service rat® sp_v,rp (in Mbps) applied to the AP as a Number of Voice Calls, N

function of number of voice callgy. Also shown is the lineV . The point
where the lineN\ crosses the curves gives the maximum number of calls
supported. The upper graph is for G711 codec and the lowehgis for
G729 codec.
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Fig. 12. Analysis and simulation results showing mean nunoective
STAs vs N, for different codecs. In the upper graph, packet Size isB200
(G711 codec) and in the lower graph, packet Size is 60B (GiR®;
PHY data rate is 11Mbps.
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P(delay > 20 ms)
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for different codecs. We see an exact match of the plots in

] the region where QoS requirement is met. For both codecs

o } i (see Figure 12), beyond = 17, the analysis underestimates

oo — the attempt rate, but this is well beyond the normal opegatin

LS umberotvepcals w2 ® 0w point (See Table Il), and for these larg®t, our model itself
does not apply. The match is poor for largé (beyond the

Fig. 11. Simulation results showing the probability of getd AP and STA capacity) because the theoretical assumption that the STAs

packets being greater than 20ms vs. the number of calls for various haye only 0 or 1 packet, which is typical of the regime in
data rates and codecs. The error bars denote 95% CI. . . . .
which the QoS is met, is no more valid.

value of N' at which the P(delay : AP > 20ms) sharply IV. VALIDATION OF USING SATURATION ANALYSIS
increases from a value below 0.01. This can be taken to be the ATTEMPT PROBABILITIES

voice capacity. For example, consider packet size of 20@B (bhe key approximation of the above analysis isjiinodes
G711 codec) and PHY data rate of 11 Mbps. We find thhave non-empty queues at any channel slot boundary, then
the P(delay : AP > 20ms) curve sharply increases afterthe attempt probability of a node is taken to B¢'. The 3,

N =11, implying thatN,,,.,, = 11, and is one call less thanvalues are obtained from [15] where if there aresaturated
that obtained from the analysis. nodes, the attempt probability of each nodéljs We would
Table 111 lists the values olV,,,,, obtained from simulations, like to cross-check the average attempt probability used (i
for different data rates and codecs. In all cases, our analyt our analysis) with the average attempt probability obtdine
Npaz 1S 0One more than that from the simulation. Thus wéom simulations in a non-saturated WLAN. This further
may infer a rule of thumb that the system can support 1 cathlidates the use of state dependent attempt probabilities
less than the analyticaV,,,.., while providing the desired the analysis.

QosS. It is difficult to obtain 8 through simulations. This is be-

2) Mean Number of non-empty STAAs a further check cause by definition (see [15])7 is the probability that a

on our model we compare the mean number of active STAmde attempts, conditioned on an idle channel slot having
In Figure 12, we show the plots of mean number of STAsIst elapsed. These events are not easily readable from the
as obtained by our analysis and as obtained via simulatiossnulation trace file unless modifications in the source
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pro (B0 =108, = 51y =) = (V%) 0 Q= @

code [19] are carried out. To circumvent this problem, wlr point processes, we need the mean renewal cycle time
derive an expression for attempt rate, i.e.,[it) denotes and hence we identify the distribution &f; as follows:

the cumulative number of attempts until tifidim;_, o %t) DefineZ; :=Y,;+1if X; #0andZ; :=Y; if X; =0, at
shall be the average attempt rate in the WLAN. This ihe instantl/;. Let n(Z;) be the probability of thej + 1)t"

the average rate at which the nodes attempt or contend étvannel slot being idlex(Z;) be the probability that a STA
the channel. The attempt rate is easily obtained from tisecceedsy(Z;) be the probability that the AP succeeds and
simulation trace file since we just have to count the totd(Z;) be the probability that there is a collision. Thén,
number of attempts in the network and average out on thakes the three values with the following probabilities.

total simulation time. The analytic attempt rate can easdy 1 w.p. n(Z;)
obtained using the regenerative analysis (as we will show). Lisi=4 T W:p: Z(Z]]-) +a(Z;)
Thus, we derive the attempt rate from the above analysis and Toot  W.p. ¢(Z5)

compare it with simulation for varying number of nodes. whereT, andT.,; are as defined before and
_ _ n(Z;) = (1-pBz,)%,

A. Analytical Calculation of the Attempt Rate a(Z;) =YiBz,(1—Bz,)% 7,

In order to derive the attempt rate, we need to drop the 7(Z;) iI{Xa'#O}BZJ(l_BZJ)ZJ i

assumption that the AP is always saturated from the voice ¢(Z5)  =1=(alZ) +o(Z;) +n(Z))

model of Section Il discussed above. This is because, in thex;#0} IS as usual, an indicator function denoting that AP
real scenario, the AP gets saturated only when the numbe@s packets to send.

voice calls nears thenaximum number of calls sustainapleThe process{ (Y;, X;;U;),j > 0} can be seen to be a
while meeting the delay QoS. With the saturation assumptidfarkov renewal process witt; being the renewal cycle
dropped, depending on whether the AP queue containdige. LetD; be the number of attempts in the network when
packet, the total number of active nodes will Bg (in case any node contends for the channel in the channeljsiSince
no packet is there in the AP queue)igr+-1 (if the AP queue We are interested in the system attempt rétgjs the reward
has at least one packet). The Markov Chif); j > 0} only N cycle . If there aren nodes active at thgj — 1) channel
provides the number of active STAs in the WLAN at thélot boundary, (i.e.Z;_1 = n), then we have,

channel slot boundaries. Additionally, we need to know the n\ . ,

state of AP queue so as to know the number of active nodes Dj =i w.p. (i)ﬁﬁ(l — Bn)" "

at the channel slot boundaries. Therefore we now model the

buffer occupancy of the AP. Let ED be the mean number of attempts. Then

Let X; be the number of packets in the AP queue Bjép) "\ -

be the number of new packets arriving at AP queue at the ED = Z ¢ (l) Pl = Ba)" ™" =nfy
i=1

end of j** channel slot. Then
Let D(t) denote the cumulative number of attempts until time

Yijn=Y; - Vj(flTA) + Bt t. Applying Markov regenerative analysis [14], we obtain the
AP AP net attempt rate of nodes in the WLAR(N) as
Xji1 = X; — VAP 4 piar) p ° N( )
. D(t) as. Zy:O > z—0 Ty EyaD
O(N) = thm — - ~ N E 7
. . STA AP STA o — —o0Ty,z By x
with the condition VJ.(Jr1 )+ Vj(ﬂ) € {0,1}. Vj( ), 2y=0 La=0 Tux By,

Y'j,l,Xjfl) = (y,{L)) and Ey’wL =

V4" and B; are as defined in Section Ill. On similarwhere,E, D = E(D;|(
= (y,z)) and®(N) is in attempts/slot.

lines asB;, Bj(.AP) can be modeled as having a binomiaF (L3l (Yi-1, Xj-1)
distribution. Observe that it packets are already there in

AP queue, at most onlyW — 2 packets can arrive beforeB. Numerical Results and Validation

the QoS delay bound of the earliest arrived packet getsgure 13 shows the attempt rate of a node vs number of VoIP
exceeded. Then the prObab”iwob(BJ(ﬁf)lXj,Lj+1), is calls obtained from analysis and simulation in the region of
given by Equation (3) (displayed above). It can be seen th@ieration. The simulation is done using the parameters as in
{(Y;,X;);j > 0} forms a positive recurrent DTMC andTable I. As before, in simulations, the start time of a VoIP
the stationary probabilitiesy, ., 0 < y,» < N, can be call is uniformly distributed in[0, 20ms]. The error bars in
numerically found. simulation curve denote the 95% confidence intervals. The
We make use of Markov regenerative framework to find therror between analysis and simulation is less than 5%.

attempt rate. In order to apply the renewal reward theoreitus we have further validated the approach of Section Ill.
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N; — —yi—
Prob (B, = 0((V". ¥}¥) = (wr,12): Ly = 1) ( ' y) ()" (1= o) (4)

<N2 b_ y2> (po)? (1 —py)Nevab (%)

Prob (B, = bl((;", V) = (w1, 12): Ly =1)

1400

— Analysis_ ] ‘ T departure can happen in any channel slot. Thus,

— Simulation with 95% CI 7

1200 G 1) _ M (ST A1) (1)
U8 e i i)

oo ' S Vi =YY" - Vin T+ B

with the conditionV 714" + VPT4% + VAP € {0,13.

Since we assume that packets arrive at only empty STAS,

B{" and B can be modeled as having a binomial

distribution, as done in Section lIll, and the probabilities

prob(B§f21|}fj, Lit1) andprob(Bj(.i)ﬂYj, L;4.) are given by

Equations (4) and (5) respectively (displayed above).

We again employ the approximation that +if nodes are

, L ‘ ‘ L contending (i.e., have non empty queues), then the attempt

* Number of VolP calls, N© © 0 probability is taken to bg,, and is obtained from [15] with

saturated nodes. Thus when there Istfé) Type 1 STAs and
Fig. 13. Results from analysis and simulatiohhe total attempt rate

®(N) obtained vs number of voice call&/. Packet size is 200B Yj(z) Type 2 STAs contending, the total number of contending
(G711 Codec); data rate is 11 Mbps and control rate is 2Mbps. STAs isY; := Yj(l) +Yj(2)_ Hence, including the AP we take
the attempt probability to by, ;1.
For convenience, let us define the following probability
V. MODEL FORTWO TYPES OFVOIP CALLS functions of the activities in thé¢j + 1) channel slot: Let
We now consider a case where the VoIP calls originate fronQYj(l), Yj@)) be the probability of channel slot being idle,
;wf? types of cofolecd We answerdthhe question: “Wheﬂ tW<91(Yj(1),Yj(2)) be the probability that a STA with Type 1
ifferent types of codecs are used, how many VoIP calls c (1) +(2) o
be set up to different STAs such that VoIP call QoS is met’?aCket succeedsxg(Yj Y ) be the probability that a
We assume that Type 1 voice calls have a larger packet sﬁ-EA "
than Type 2 calls. Let Type 1 calls use the G.711 codec aH'éOb"’(‘P)”'ty(Qt?at the AP succeeds and sends Type 1 packet,
the Type 2 calls use G.729 codec. Then, as assumed bef@dY; »Y; ") be the probability that the AP succeeds and
Type 1 calls generate 1 packet of 200 bytes every 20 ms a#gnds Type 2 packef; (Yj(l), Yj@)) be the probability that
Type 2 calls generate 1 packet of 60 bytes every 20 ms. \Were is a long collision (involving at least one Type 1
obtain an analytical approximation for the number of callpacket) and@(Yj(l),Yj(z)) be the probability that there is
of each type that can be admitted so that QoS is met. Weshort collision (not involving a Type 1 packet). These are

Attempt rate, ®(N), (in attempts per sec)
8 2 3
8 8 8
T T T
L L L

N

o

=]
T
I

with Type 2 packet succeeds, (v, v”) be the

extend the analysis of Section Il for this scenario. expressed, using the state dependent attempt probabitise
below:

A. Stochastic Modeling vV y®) (1= By )t

The modeling assumptions remain the same as in Section lll. al(ifl(l)v %;(2)) _ Y,.(l)ﬁy,'ﬂ(l — By 4+1)Yi,

The STAs shall have at most one packet in their queue and o (Yju) Y(2)) _ YJ(Q)ﬁ ’ (1-8 ’ )i

the AP is assumed to be saturated. Dét and N> be the 2ay gyl e A

total number of calls of Type 1 and Type 2 respectively. Let 71 (1@(1)753‘(2)) =1 By; (1 = By;41) ",

v") be the number of non-empty STAs of Type 1 anff’ oa(Y; YY) =p2 By, (1 = By;41)"7,

be the number of non-empty STAs of Type 2 call stations at

the instantU;. Thus0 < Y < Ny and0 < Y,*) < N, (v, v, ande (v, ", v,?) are given by Equations (6)
Let L; be the length of the channel slgt,as defined earlier. and (7), andp; = ﬁ;pz = %

Let B" and B{® be the number of new packet armivalsryon 175741 i 1 it an STA with Type 1 call wins the
of Type 1 and Type 2 calls respectively. L&f“” be the contention for the channel aritiotherwise and is given as
number of departures from AP, arid“74Y and v (742

be the number of departures from STAs of Type 1 calls and Y (5TAD _ { 1 w.p. al(Y‘(l),Y@))

. J J
Type 2 calls respectively in thg” channel slot. At most one g+l 0 otherwise
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y® y®
1) (2 = (YN L i (YN Y 41—l
G = pva Y ()R )R Y () (1 )

l2:1 11:2
Yj(1> Yj(2>+1 y(l) Y(Q)
J l J ! _ Yj4+1—1l1—1
+ D ( L )5YE-+1( Iy )ﬂﬁﬂ(l By, 1)Y= (6)
11:1 lg:l
(2) 2
(1) 5(2) < v, l Yj—1 3 v ! Y;+1—1
G (YJ Y, ) = pbBy1 ) ( ! )53’%“(1—51/#1) it Yy < ] >5y2j+1(1—5Yj+1) itl-l(7)
la=1 2 lo=2 2
C. | Cy L; in system slots
Ts =Ts Tso Teol = chlong Te—short
2 | 2 72 44 75 47 1 w.p. n(y}(1)7 yj<2))
2 | 55 43 32 45 35 (1) (2 (1) y(2)
2 | 11 34 29 37 32 Tar wp-ar(¥; LY 7) oYy Y5
1] 2 75 47 75 47 Lit1 =% T wp. a2 (Y, YP) + oo (v, YD)
1|55 45 35 45 35 T W Yy
1|1 37 32 37 32 ewtong WP G1{ ‘1) J<2>)
chsho'rt Wp CQ (YJ 7Yj )
TABLE IV
VALUES OF L; FOR VARIOUS DATA RATES AND CONTROL RATES The process{ (Yj(l),Y;-(Q);Uj),j > 0} can be seen to be
USING BASIC ACCESS MECHANISM a Markov renewal process with; being the renewal cycle

time. As before, we use the Markov regenerative framework
to find the WLAN VoIP call capacity, as follows.

Similarly V5742 and V-(jflp ) can be expressed as below .
J J B. VoIP Call Capacity

V(STA2) _ { 1 wp.ax(YV,v?) Let A; be the reward when the AP wins the channel
I+ 0 otherwise contention. If there are; STAs of Type 1 calls active and
no STAs of Type 2 calls active at thg — 1)** channel slot
boundary, by taking: = n; + ns, we have,

A' _ ]- Wp ﬁnJrl(]- - 5n+1)n
771 0 otherwise

var) _ [ 1 wp o (Vv ) o (v, v )
It 0 otherwise

Then it is easily seen tha[ﬁfj(l), Yj(Q);j > 0} forms a finite
irreducible two dimensional discrete time Markov chain o
the channel slot boundaries and hence is positive recurr
The stationary probabilitiesr,,, ,, of the Markov Chain
{Yj(l),Y.(2)~j > 0} can then be numerically determine

] )
. . . . 1 2 TA1l TA2
using distributions ofBj(. ), BJ( ), Vj(s ), Vj(s ) and
AWM a,s. Z52[11=0 2222:0 mny,ng Eng,ng A

V,-(AP), and the probability functions defined before. s

! ; " . ©AP-Vorp (N1, N2) = lim - 2
L;, the channel slot duration, can take five values (in number ' ! =0 Tng=0 "n1,m2 Enyna L
of system slots): 1 if it is an idle slof;; if it corresponds to _ 1) @)
a successful transmission of a node with a Type 1 @a,if where, En,n, 4 = (E(Ailg)yj—lv Yii) = (7?1’ nz)) and
it corresponds to a successful transmission of a node withFa: n. L = E(L;[(Y;_1,Y;71) = (n1,n2)). Since the rate
Type 2 call,T,._;on, if it corresponds to a collision betweenat which a single call sends data to the AP\jsand the AP
one Type 1 node and any node, &hd .. if it corresponds ServesN (= N1 + Ny) such calls the total load rate at the
to a collision involving only Type 2 packets. L&, o1 and AP 1S (N1 + N2)A (= 7(N1, N2) say). Obwousl_y, this rate
Luoice2 be the lengths of G711 voice packet and G729 voiddould be less tha® ap_v,rp(N1, Na) for stability. Thus,
packet respectively. The expressions for various charlael sfOr pérmissible combination ofV; and N, calls we need
values areTy; = Tp+Tppy + Liactucice 4 T pg 4 ©ap_vorp(N1, N2) > (N7 + N2)A. This inequality defines

d . . .

Tp + Teuy + L1495 4+ Tpips, Tew = Tp + Teuy + the admission region.

7”“‘055“"”62 + Tsrrs + Tp + Tray + 2425 + Tprrps,
Tp + Tpry + %jl + Tgrrs, and C. Numerical Results and Validation

t A(t) denote the cumulative reward of the AP until time
t. Applying Markov regenerative analysis (or the renewal
c{eward theorem) we obtain the service rate of the AP, in
packets per slot, as

chlong =
Te—short = Tp+Tppy + LM%P + Tgrrs. See We present our simulation results and compare them with
Table | for values of parameters. Table 1V gives the difféeremesults obtained from the simulation. The simulations were
values ofL; for various rates, using 802.11b. The distributionlone usingns 2 [19]. Again, as before, in simulations,
of L; is then given as the start time of all VoIP calls is uniformly distributed in
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Fig. 14. Results from analysis: The service r&teN1, N2) applied to the
AP vs number of voice callgy, for different values ofV;. Also shown are
linesy (N1, N2) = (N1+N2)X for different values ofV;. The point where
the v line crosses the curve for a fixed value Bf gives the maximum

number of calls supportedy; use G711 Codec andy> use G729 Codec.

The PHY data rate is 11 Mbps and control rate is 2Mbps.

Prob (delay = 20ms) for AP and STA

Fig. 15. Results from simulation: ThBrob(delay > 20ms) at AP and
STA vs number of voice callsN2. N1 use G711 Codec anl¥, use G729
Codec. The PHY data rate is 11 Mbps and control rate is 2Mbps.

15

15, we find that forN; = 0, the Prob(delay : AP > 20ms)
shoots up aftertN, = 12. As in Section Ill we find that
our analysis overestimates the capacity by 1 call. Sinyilarl
for Ny = 7, the analysis says that we can permVig = 5,
whereas the simulations show that we can petrWit= 4.

These observations are also summarized in Figure 16, where
the o symbols show theN;, N;) pair, admissible by the
simulations and thex symbols show the call admission
points obtained by analysis. Thus the analysis captures the
admissible region very well, and in practice we can use the
rule of thumb of accepting one call less than that given by
the analysis.
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Fig. 16. Analysis and simulation results: The admissiblmismations of
Type 1 and Type 2 callsV; use G711 Codec anly> use G729 Codec.

VI. CONCLUSION

In this paper we analysed two traffic scenarios that reptesen
two of the most common applications that are carried over
WLANS.

Firstly, we considered a system witN TCP connections
downloading files in a single cell of an IEEE 802.11 WLAN.
The system throughput was accurately determined. To furthe
check the model’'s accuracy other quantities such as the
distribution of the number of STAs with ACKs and the

[0,20ms]. In Figure 14 we plot the numerical results forcollision probability of the AP were provided. They matched
the AP service rate (solid lines) and load arrival rate (dofyell with the simulations.

dashed lines) at the AP vs. values/éf. The different curves We also formed an accurate analytical model for VoIP calls

correspond to different values a¥; starting from 0. The
simulation results for the QoS objective &frob(delay >

20ms) for the AP and the STAs are shown in Figure 15.
From Figure 14 we observe that for each valtie, as we

over a single cell of an 802.11 WLAN. Our model was
able to determine the maximum number of calls that can
be supported by a single cell infrastructure 802.11 WLAN.
Results were provided for different PHY data rates and

increase the value ofV; the service rate available to thecodecs. The results obtained were verified with simulations
AP decreases. This is, of course, because more service neddsurther validated the modeling approach of using the sat-
to be given to the STAs as the number of calls increasesated attempt probabilities of [2] and [15] as state depehd

Observe that forN; = 0, the rate of packets arriving into attempt probabilities. Then, we extended the VolP model for
the AP is No)\ packets per slot. This exceeds the curva special case where the VoIP calls are from different cadecs

QAP,VOIP(O,NQ) after N, = 13 but before Ny = 14.

Again the analytical results match well with the simulation

Hence, from the analysis, we can conclude that the pagsults.
(N1 = 0, N, = 13) can be admitted. Looking at FigureOur work provides the following modeling insights:
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1) The idea of using saturation attempt probabilities @so] S. Pilosof, R. Ramjee, Y. Shavitt, and P. Sinha. Undexihg TCP
state dependent attempt rates yields an accurate model faimess over wireless LAN. IfEEE INFOCOM 05 pages 863-872,

[21
2) Using this approximation, an IEEE 802.11 infrastruc-

In related work, we have used the approach of this papgé#!
to model the performance of voice calls, video streaming
sessions and data transfers, in an IEEE 802.11e WLAN. Qe4]
preliminary results, with combined TCP transfers and packe
voice, are reported in [12] and [11]. The model including

in the unsaturated case.

ture WLAN can be well modeled by a Markov renewa|
process embedded at channel slot boundaries.

streaming video has recently been submitted for publioatio
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