Design of a TDD Multisector TDM MAC for
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Abstract— The WiFiRe (WiFi Rural Extension) proposal for
rural broadband access is being developed under the aegis of
CEWIT. The system leverages the widely available, and highl
cost-reduced, WiFi chipsets. However, only the physical ieer
from these chipsets is retained. A single base station cags
several WiFi transceivers, each serving one sector of the lte
and all operating on the same WiFi channel in a time division
duplex (TDD) manner. We replace the contention based WiFi
MAC with a single-channel TDD multisector TDM MAC similar
to the WiMax MAC. In this paper we discuss in detail the
issues in designing such a MAC for the purpose of carrying Overhead view
packet voice telephony and for Internet access. The problem showing three sectors
of determining the optimal spatial reuse is formulated and he
optimal spat_ial reuse and the Corres_pondir_lg cell Si.ze is derd. Fig. 1.  WiFiRe network configuration. The figure on the lefioels a
Then the voice and data scheduler is designed. It is shown oW yepioyment with three sectors, and the figure to the rightvshe tall tower

throughput fairmess can be implemented in the data schedute  carrying several BSs, with sector antennas, and severairsZ sector, with
A capacity assessment of the system is also provided. lower height directional antennas.

ST ST
STs in one sector

I. INTRODUCTION

The WiFiRe standard for rural Internet access (see [1], ) ) ) )
and [7]) is being developed under the aegis of CEWIT, IIT interfere W|tr_1 receivers in other sectors. Dgpe_ndn‘_\g on
Madras, as a technology for providing wireless broadband the attenuation levels, a _scheduled transmlss_|on in one
voice and data access for rural areas. The following are the S€ctor may exclude the simultaneous scheduling of cer-

key features of the current version of this standard. tain transmitter-receiver pairs in other sectors. Further
simultaneous transmissions will interfere, necessigatin

a limit on the number of simultaneous transmissions
possible. A typical configuration of a WIiFIRE system
is shown in Figure 1.

There will be one MAC controller for all the sectors

in a cell. The multiple access mechanism will be time
division duplexed multisector TDM (TDD-MSTDM)
scheduling of slots. Time is divided into frames, which
contain traffic slots. The set of slots in a frame is
partitioned into contiguous uplink and downlink seg-
ments. During the downlink segment, in each slot, one
or zero transmissions can take place in each sector; and
similarly in the uplink segment. Because of site and
installation dependent path loss patterns, and because of
time varying traffic requirements, the schedule will need
to be computed on-line.

« In order to leverage the price advantage of using existing
mass produced integrated circuits, the physical layer has
been taken to be the same as that of IEEE 802.11,
the popular standard for wireless local area networks
(WLANS). ¢

« One access point (AP) (or base station controller (BSC)),
using a single IEEE 802.11 channel, will serve a “cell”
with about 80-120 villages spread over a 15 Km to
20 Km radius.

o The cell will be sectored (typicallys0°), with each
sector containing a directional base station (BS) antenna.
There will be one fixed subscriber terminal (ST) in each
village, which could be connected to voice and data
terminals in the village by a local area network. The
ST antennas will also be directional, thus permitting
reliable communication between the BS antenna in a
sector and all STs in that sector. However, because
of antenna side-lobes, transmitters in each sector will The objective of this work is to abstract out the basic

*General Motors R&D, Bangalore; email: anitha.varghese@gm scheduling problem, to _deve|0p a mathematlcal f(.)rmmatlon
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A. Related Literature Il. PROBLEM SETUP

Bhagwat et al. [5] have discussed issues related to usikg Some Typical System Parameters

802.11 family of wireless technologies for long distance Typically, there will be 80 to 120 subscriber terminals
transmission in rural environment, such as the quality O(fs-rs) in a 15 to 20 km radius covered by a 6 sector system.
802.11 PHY performance outdoors, range extension, spectfgach station will be associated with a base transceiveépstat
vs. cost efficiency. The authors provide details of the 802.1(BTS). The TDD-MSTDM scheduling is done over a frame. A
based mesh network deployed in the Digital Gangetic Plaigpical frame time is 10ms with slot time of 32, giving rise
Project providing voice and data services to villages. Ramao 312 slots per frame. The frame is divided into downlink
and Chebrolu [9] discuss the issues in using CSMA/CAnd uplink segments in a ratio which is a design parame-
in networks including long distance links. CSMA/CA ister. During downlink transmissions, a significant amount of
designed to resolve contention in the indoor enViI’oan.n‘tt, bpower from the transmitting BTS reaches other BTSS, the
is inefficient in long distance point to point links. The aoth  gistance separating them being very small. So, when doknlin
provide a new MAC for mesh networks synTX/synRX, whichtransmissions are scheduled in any one of the sectors, other
in the context of our problem translates to saying that thgTSs cannot be in the receive mode. Therefore, downlink
antennas at the base station should either all be in transmiid uplink transmissions must alternate over the entire cel
mode or all in receive mode and the transmissions shoujgfo|lows that the ratio of number of slots in uplink to that i
satisfy some power relations. These ideas have been magi&nlink must be the same in all sectors. This ratio is kept
use in the spatial reuse model that we discuss. constant. A beacon marks the beginning of the frame and also
Shetiya [6] considers the joint routing and schedulingarries the scheduling MAP. A total of 24 slots are needed
problem in WiMax mesh networks. A dynamic programmingor the beacon in every frame.
problem is formulated to maximize the throughput, and is AJl links are at 11 Mbps. A slot is of 32s. At 11 Mbps,
found to be computationally complex to solve. Heuristicshis is 44 bytes. A VOIP packet is 40 bytes long. Thus,
are used to attain a near optimal solution by considering th&suming that the MAC overhead is 4 bytes per packet, the
routing and scheduling problems separately. transmission of a VOIP packet can be done in a slot. Each
transport block (TB) has a 96 PHY overhead, i.e., 3 slots.
Hence, the minimum size of a transport block is 4 slots. A TB
] ] should fit into an integral number of slots. An uplink TB is
We be_gm by dgvelop_mg a model for antenna coveraggays for one ST, but downlink TBs can be for multiple STs.
and spatial reuse in a single channel multi-sector opevatiornere is a maximum size of TEI,..) which indicates PHY
It is seen that in multi-sector operation, depending on thgnitations or may correspond to higher layer limitations.
path loss, receive sensitivity and the antenna directiit¥ | npjications for SchedulingSince each TB involves a 3 slot
number of simultaneous transmissions can be 3 or 4. We thgQerhead, it is advantageous to use long TBs. However, this
set up an abstraction for the TDD, single channel multieect oy g result in starving some STs while favoring others.éNot

scheduling problem. We begin by developing capacity boundgs, that, because @f,,,., there is a minimum overhead of
for fair rate allocation, sum rate and sum of log rate.This 3 gotg per slot.

analysis also shows how the sectors should be angulaﬁ e

oriented. We then develop a scheduling methodologyfore/oicB Directional A dq1 Intert
and data traffic. . Directional Antennas and Intersector Interference

B. Preview of Contributions

The radiation pattern of a typical antenna used in the
deployment is shown in Figure 2. Based on the antenna
pattern, we can divide the region into association region

Section Il sets up the notations used through the rest aftaboo regionand alimited interference regiomvith respect
the report and also explains the voice and TCP traffic models each BTS.
used. Section Il explains the model used to characterige th The radial zone over which the directional gain of the
interference in the network by disallowing transmission irantenna is above -3dB is called the association region. in ou
some regions and by limiting the total number of simultarseowanalysis, we take the directional gain to be constant ovsr th
transmissions. Section IV provides bounds on the capa€ity cegion. Any ST which falls in this region of a BTS antenna
the system. The optimum antenna positioning can be obtaingds associated to the BTH
based on these bounds. Section V gives the scheduling probThe region on either side of the association region where
lem in hand. A dynamic programming problem formulatiorthe directional gain is between -3dB and -15dB is called the
of the problem is given in Section C. In this section, waaboo region. Any ST in this region of BT{ causes signif-
also propose a greedy heuristic scheduler for uplink andant interference to the transmissions occurring in Segto
downlink. Section G gives a scheduling algorithm to improv&Vhen a transmission is occurring in Secfpno transmission
the fairness among users. is allowed in this region.

C. Overview of the Paper



Fig. 2.
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Radiation pattern of a typical BS antenna that cowdubed in

the deployment. The association region i$G@ sector centered at th@®
mark, the taboo region i80° on either side of this association region, and
the limited interference region covers the remainintf)°.

In the limited interference region the directional gain of U:
the BTS antenna is below -15dB. A single transmission in
this region of BTS; may not cause sufficient interference
to the transmission in Sectof. But a number of such
transmissions may add up causing the SINR of a transmission
in Sectory to fall below the threshold required for error free U:
transmission. We take care of this by limiting the total nemb
of simultaneous transmissions in the system as explained inS:
Section Il

As an example, for the antenna pattern shown in Figure 2,

the association region is@° sector centered at tlEg mark,
the taboo region iS0° on either side of this association re-
gion, and the limited interference region covers the reingin

240°.

C. Notation and Terminology

n

no

the number of BTSs (e.g., 6); BTSs are indexed
clockwise; for Sectoy the interference region in the

previous counter-clockwise sector will be denoted Z(s):

by j— and the next clockwise sector will be indexed
by j+.

the association matrix; am x n matrix, where
each row corresponds to an ST and each column
corresponds to a BTS. Thg, j)th element of the
matrix is a 1 if thejith ST is associated with BTH
Otherwise it is 0. We will sometimes refer to each
nonzero element oA as alink.

the BTS with which STi, 1 < i < m is associated.
i.e., Ai,B(i) =1.

the exclusion matrix; anm x n matrix, where
each row corresponds to an ST and each column
corresponds to a BTS. Thg, j)th element of the
matrix is 1 if ST ¢ is taboo for BTSj or ¢ is
associated withj. Otherwise it is 0. Note that the
matrices A and I together define the scheduling
constraints.

Activation vector:a 1 x n matrix, where theth el-
ement denotes which ST in Sectois transmitting.

If we decide to transmit between STand its BTS,
say BTSi, theith element ofu is j. Evidently an
activation vector should satisfyj : u; > 0}] < ny.
Also, u must satisfy the exclusion constraints given
by I.

Maximal activation vectorif no more links in an
activation vector can be activated without causing
interference to some other transmissions scheduled
in the same vector then this activation vector is
maximal.

Activation set:the set of all maximal activation
vectors.

A schedule:A schedule is anV x (n + 1) ma-
trix, with rows corresponding to slots and columns
(except the last column) corresponding to sectors,
where the(i, j)th entry corresponds to the link in
the jth sector that is scheduled to transmit in the
ith slot. If no ST in thejth sector can transmit
in the ith slot of the frame (because this will
interfere with other scheduled transmissions in the
frame) the corresponding entry is 0. The last column
indicates the number of consecutive slots for which
the activation vector is used.

This is the set of links that can interfere with any
of the links ins.

the number of sectors that can have simultaneodd. Traffic Models, QoS Objectives

transmissions; see Section Ill.

A possible network architecture for a WiFiRe deployment

the number of STs (e.g., 40 or 120); the numbeis shown in Figure 3. There are a number of telephones
of STs in Sectorj will be denoted bym; and and PCs connected to the WiFiRe BTS through STs. Several
the number of taboo STs in the previous counterBTSs are controlled by a single base station controller (BSC

clockwise previous sector byh;_ ; similarly we
definem;, .

The BSC is connected to the Internet and the PSTN through
switches. All telephony traffic is carried as VolP over the

the number of slots in a scheduling frame. Each slotViFiRe access network. For this purpose, notice that there i
is used either for downlink communication or fora gatewaybetween the PSTN and the WiFiRe network.
For packet voice telephony, we assume that the voice coder

uplink communication. For examplé] = 312 slots,
as per the numerical values provided earlier.

emits a frame every 20ms. Assuming a frame time of 10ms



Thus, for a single call from an ST, we need 4 slots each in
uplink and downlink every 2 frames; for two calls from an
ST, we need 5 slots each in the uplink and downlink every 2
frames and so on.

For TCP controlled data traffic (the predominant traffic over
the Internet), we assume that this wireless access system is
the bottleneck along the path. As a first model, we assume
that TCP packets are backlogged in each direction (i.e., at
the BTS and the STs) and the scheduling objective is to pack
as many TCP packets as possible into the schedule, after
ensuring that voice QoS is met. We will also consider the
problem of ensuring some form of fairness between the TCP
users.

Fig. 3. A possible network access architecture for a WiFiRfpldyment.

I11. SPATIAL REUSEMODEL
we need one voice packet to be transmitted in each directionI [3], the authors prove that maximizing the cardinality

(uplink and downlink), every 2 frames. This also impliesttha ¢ i, jenendent sets used in a schedule need not necessarily

it a yoice 'pac.ket i; transmittgd in the. frame following th“}lncrease the throughput, since as the cardinality of the set
one in which it arrives, then its delay is bounded by 20m%ncreases, the prevailing SINR drops, thereby resultingrin

we prqlposef to admit onkly SO many VolP cal.ls, SO that thig, rease in the probability of error, decreasing the thigug.
probability of a voice packet not getting transmitted in $hat Hence it is necessary to limit the cardinality of the indepen

after the one in which it arrives is small, say 0.02. We no& th dent set used so as to satisfy the SINR requirements. i.e.,

the slot utilization can be optimized by performing silenc&are is a limit to the number of simultaneous transmissions
suppression before the periodically arriving voice pa.:;ketP ;

enter the system. This will give rise to an on-off packe In this section we consider the problem of finding the

a][frlval proceSﬁl fgr eacg VoIP call IIT eacg olllrgcglon. I\-I/—lhekonﬁwaximum number of simultaneous transmissions possible in
off process will be random (typically modeled by a Mar OVgifferent sectors in the uplink and the downlink. We assume

process). For calls between the BTS and ST suffices to that there is no power control in the downlink. The BTS

allocateC’; < mo,; (mo,i is the number of voice calls for ST ., mits to all the STs at the same power. We can have static

9) slots per frame in the uplink and downlink such that the,, e control in the uplink. Each ST transmits to the BTS
desired probability of packet dropping is achieved [2, QBBD 5; 5 fiyeq power, such that the average power received from

5]- different STs at the BTS is the same. The STs near the BTS

Agsuming a mean call _holding time of 3 minutgs ( — transmit at a lower power and the ones farther away transmit
3 minutes) and a call arrival rate of 3 calls per hour=£ at a higher power

3/60 per minute), which are typical values for a home
telephone,p = A\/p = 0.15 erlangs. The frame time in
WIFIRE is 10ms. Given that the vocoder emits one packét. Uplink
every 20ms, CBR traffic requires one uplink slot per call in In the uplink, we assume that there is static power control.
every 2 frames, and VBR traffic requires almost one uplinlall STs transmit at a power such that the average power
slot per call in every 4 frames. So, with 2 slots reserved fofeceived at the BTS i® times noise power. Let the maximum
voice calls per ST per frame, the number of calls that can hgower that can be transmitted by an ST Betimes noise
supported isN,, = 4 for CBR traffic, andN, = 8 for VBR  power. LetR, be the distance such that whnis transmitted
traffic. With p = 0.15 andN,, = 4, we can have 7 subscribersby an ST at distancé,, the average power received at the
with a probability of blocking as low as 0.02. With= 0.15 BTS is P, times noise power, whetg, is the minimum SNR
and N, = 8, we can have 24 subscribers at probability ofequired to decode a frame with a given probability of error.
blocking 0.02. With 4 slots reserved per ST these numbepdso, let R be such that whe®; is transmitted from an ST
are 24 for CBR calls and 65 for VBR traffic. Given the villageat distanceR, power received at the BTS iB times noise
economics we expect that just 2-4 slots per ST may be all . p 2\
that are required. power, 1.e., 5 = R_o>
One VOIP packet is 40 bytes. The MAC header has beenIn the presence of interferers, the power required at the
taken to be 4 bytes, so that transmission of a lone voice packeceiver will be greater tha®, times noise. LetP be the
can be completed in 4 slots (3 slots of PHY overhead + fower required, so that the receiver decodes the frame with
slot voice packet). It is possible to send more voice packess given probability of error, in the presence of interferers
in a single transport block without additional PHY overheadThe directional gain of the BTS antenna is -15dB in other
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Fig. 4. Variation of the number of simultaneous transmissipossible o) and system capacity (C) with coverage relative to a refaratistanceR for
n=2.3,3,4ando = 0,4, 8. Plots foro = 0,4, 8 are shown left to right.

sectors. Hence, the interference power from a transmissionmotivation as thebit metres per secontheasure introduced
any other sector would b~ P. For decoding a frame with in [8].

less than a given probability of error, we need a SNRPpf The variation of the number of transmissions and system
at the receiver. If there amg, — 1 simultaneous transmissions, capacity with coverage is as shown in Figure 4. We can see

the path loss factor being,we need R such that that, for eachy, that there is an optimaly and R’ such that
the coverage is maximum.
Py(L)n The coverage for which the capacigy is maximum can be
. O Ro —— >R obtained from§S = 0 wherer’ = = Thus we get the
1+ (no —1)1072 Py(5;) " optimum value of’ andn, as
m < 14+ (%)*’7—1 ) <10%1+10%P0>3,
< s R r = 2TV 770
1072 Py(5;) 7" 1+1
To provide a margin for fading, we consider a reduced (1+ 10*%P0)77
A o= """5 5 o
range R’ such that10log ( & > 2.30 whereo is the 1072 Py(n +2)

shadowing standard deviation. Thus 99% of the STs in a circle'€ results are shown in Table 1.

of radius R’ around the BTS can have their transmit power

set so that the average poweris received at the BTS in the B. Downlink

uplink. In the downlink, the transmit power is kept constant. In
Notice that, to allow spatial reuse, the coverage of thdownlink, assuming that the BTS antennas transmit at a power

system needs to be reduced B < Ry. There is thus a P, times noise, and repeating the calculations as for uplink,

tradeoff between spatial reuse and coverage, which is raptu we find thatny for downlink gives the same expression as for

by the spatial capacity measuré = noR'?, which has uplink. The plots and tables for uplink applies for downlink

units slotsx km?. We note that this measure has the samalso.



n" 0 4 8 interference transmission. Now it is clear that
23 | 077] 031 012 Ui 23"3 g i
3 0.78 | 0.39 | 0.20 L k-mj;+kjx =Ny
4 0.80 | 0.47 | 0.28 _ o _
TABLE 1 because whenever there is no transmission from the interfer

ence region for sectoj there can be a transmission from
sectorj. Let m;_ andm 4 denote the number of STs in the
interference regions adjacent to SecjoiSince the nodes in
j— andj+ can transmit together, we observe that

THE OPTIMUM COVERAGE NORMALIZED TORg AND THE OPTIMUM
NUMBER OF SIMULTANEOUS TRANSMISSIONS IN A MULTI SECTOR
SYSTEM FOR DIFFERENT VALUES OH) AND o.

kjx > max(k-m;_, k-mjy)

C. Number of Sectors with equality if transmission inj— and j+ overlap wher-

Once we get the maximum number of simultaneous tran§Ye' possible. Hence one can conclude that for any feasible
missions possiblez,, we get some idea about the number ofCheduler that assigrisslots to each ST in the uplink
sectors required in the system. In ap sector system, when
a transmission occurs in the taboo region between Sector k-mj+max(k-m;—,k-m;) < Ny

and Sectoyj 4+ 1, no more transmissions can occur in Sectors For | ¢ imeV. divide the ab . litv b
j andj + 1. So, the number of simultaneous transmissions or large frame timeV, divi .et € above '”eq“?'W W
can be at most, — 1, one in Sectofj andj + 1 and at most and denote the rate of allocation of slotshyThus if out of

one each in each of the other sectors. Thus maximum systérﬁlOtS' each ST is allocatedslots, thenr = lim; o é <1
capacity cannot be attained witly — 1 sectors. Withng + 1

sectors, we can choose maximal independent sets such that remj+ - max(mj—,mji) < ¢y

the sets are of cardinalityo. So, we r_1eed at leasty + 1 whereg,, is the fraction of frame time allocated to the uplink
sectors in the system. From the spatial reuse model we see

that we can have up to 4 simultaneous transmissions in tRe bu

system, so we need at least 5 sectors in the system. r <

mj + max(m;—, mjy)

This is true for eacly. So,
IV. CHARACTERISING THEAVERAGE RATE REGION b

There arem STs. Suppose a scheduling policy assigns < Pu

k;(t) slots, out oft slots, to STj, such thatlim;_o, %2 — maxigj<n(my + max(m;—, mjy))

e s ko s s PO he casr — 2 for ) € (12} denote the neierin
L . ..~ nodes in the other sector by;. One easily sees that
when the maximum number of simultaneous transmissions
permitted isn. Notice that forn; > no, Ry D Rs. This is b
evident because any sequence of scheduled slotgawith, rs max(my +m/, ma + mbh)
is also schedulable with = n;. In the previous section, we
have determined the maximum value of i.e., ng. Denote
Ro = R(ng). A scheduling policy will achieve an € R,.
In this section, we provide some understandingraf via In this section a rate sé®,, is obtained such thak, C
bounds. Ro. i.e., Ry is an inner bound to the achievable rate set.
Reuse constraint grapffhe vertices of this graph represent
) the links in the WiFiRe cell. In any slot we consider only
A. An Upper Bound on Capacity uplinks or only downlinks. Two vertices in the graph are
Suppose each ST has to be assigned the same. fat¢his  connected if a transmission in one link can cause interfaren
subsection an upper bound oris determined. In general, the to a transmission in the other link. The reuse constrainplyra
rate vector(r,,...r) ¢ Ro. The upper bound is obtained via s represented a8/, £), whereV is the set of vertices and
simple linear inequalities. Consider the case- 3. Suppose is the set of edges.
one wishes to assign an equal number of slote each ST Clique A fully connected subgraph of the reuse constraint
in the up link. There aréVy; uplink slots in a frame. Consider graph. A transmission occurring from an ST in a clique
Sectorj, which containsn; STs. Thusk - m; slots need to can interfere with all other STs in the clique. At most one
be allocated to uplink transmission in SectorWhen STs transmission can occur in a clique at a time.
in the interference regiofi— or j+ transmit, then no ST in  Maximal cligue A maximal clique is a cliqgue which is not
Sectorj can transmit. Supposg - slots are occupied by such a proper subgraph of another clique.

B. An Inner Bound for the Rate Region



Clique incidence matrixLet x be the number of maximal region of the BTSs rather than in the taboo region will have
cliques in(V, £). Consider thes x m matrix Q with more capacity than one in which more STs are in the taboo
regions.

One sector boundary is viewed as a reference.Rgff)
denote the feasible rate set, when this boundary is at ae angl

By the definition ofr and Q, a necessary condition far ¢ with respect to a reference direction. Then, for each 6 <
to be feasible is (denoting by, the column vector of alls.) 360° we have a rate regio’RO(Q), wheren is the number of

o
Q-r<i1

0, — 1 if link j is in clique ¢
“1 0 0.w.

sectors. SinceR,(#) is not known, the inner boun® ,(6)

(obtained earlier) is used in the following analysis. If leac

since at most one link from a clique can be activated. lRectorr is assigned a utility functiod/(r), then one could

general,@-r < 1 is not sufficient to guarantee the feasibilityseek to solve the problem

of r. This condition is sufficient if the graph is linear. A linear

graph is one in which the nodes can be indexed in such a way max  max U(r)

that if nodesi, j,i < j, are in the clique then each node 0<0< 2= r€R0(0)

with ¢ < k < j is also in the clique; i.e., the nodes of each . . .
. ; . : : . nd then orient the sectors corresponding to the optimum

maximal clique are contiguous in the indexing. Such a grap

. : - . value of 6.
will have a clique incidence matrix of the form . . . .
We can examine various forms for the utility function. The

optimization can be done so as to maximize the average rate

1111 0 0 0 allocated to each ST, with the constraint that each ST gets th
0 011 1 1 0 0 same average rate. This is calledx-min fairnessTrying to
g=1[0000 1 1 11 .. optimize the rates such that the rate to each ST is maximized
: : will adversely affect the sum capacity of the system. Sog tak
0000 O .. 1 1 1 Ur) = Z;”:l(rj). This maximises the sum capacity of the

. ) ) . system, giving preference to STs that are in a favourable
The reuse constraint graph in the multisector scheduling,qiion causing less interference to other STs. This Ias a

problem being considered has a ring structure. In any casgnact on the fairmness of the system. To improve the fairness
the set of rate vectors sat|s_fy|r© -r < 1 provides an outer we can take the log utility functiorl/ (r) = 37", log(r(i));
bound to the rate set. A linear subgraph can be extractgis js known to lead to what is callgatoportional fairness.
”0”? the reuse .constramt gr.aph by deleting one sectpr, OrEvaluating the upper and lower bounds derived above, we
;ehqug?rle?;ly se;tlngwall rt?:etsvlvn Oni ?/:/er(i:ttor t? (t) I\_/et tu S )_mdefind that the bounds are close to each other. So, we only report
€ SIS inh such a way that we ca € arate Veelas. e results from the lower bound. Hence, we have computed
r=(ry,re, -, 1) max,cr, o) U(r) for various values off. For eachd we
obtain a vecton of average rates. We evaluate the fairness

where, forl < k <m, ry is the rate vector for the STS in ot this vector by using the the fairness index is given by
Sectork. Since deleting one sector yields a linear graph, if (r) S )2

( .

. . . = == Y |f th ff T I

s such thatr, =0, andQ - r < 1 thenr is a feasible rate then fa'rne%ézlnée st 1e ;all’;[gstrfg '(::dsregttacsre;szge'fet?]i: is
vector (which assigns 0 rates to all STs in SedtprLinear rate va:iabilit Ibetv)\(/elen t,he STs index ! !
combinations of feasible rate vectors are also feasiblecési y '

time sharing can be done over the schedules that achiewe thes!n Figure 5 we plot, as a function @, the total rate (left
vectors). Define panel) over all the STs for each of the three utility funcipn

and also the fairness index (right panel) (the lower bounds
X are plotted here). It can be seen that maximizing the sum rate
R:={r:Q -r <1, for somek,1 <k <m,r; =0} gives high overall capacity, but poor fairness. On the other
Further, let R, be the convex hull ofR. By the above ha_nd, maximizing the average rat(_a t_o_ ea,Sh ST gives good
. . . . fairness, but low sum capacity. Maximizig._ , logr; gives
discussion, it follows thak;, € Ro. Thus we have an inner o 1= :
. : o : - agood trade off between maximizing the system capacity and
rate region. We will use this inner bound in the next section, "~ - : S : . .
providing fairness. It is interesting to note that in maximu
_ o >, logr; case, the sum capacity is higher when fairness is
C. Optimum Angular Positioning of the Antennas lower and vice versa. For example, éa& 10, we can see that
As can be seen from the previous section, the feasible ratéte sum rate is close to 4. The fairness index is also close to
set, Ry, of the system depends on the spatial distribution of. So, we may choose this orientation to operate the network.
the STs around the BTS. Thus tH&, varies as the sector Note that the above computation can be done off-line once
orientation is changed. A system where the antennas aree ST locations are known. Then the sector orientations can
oriented in such a way that most STs fall in the associatiome obtained from this analysis.
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Fig. 5. Variation of sum rate and fairness index with anteariantation for different utility functions.

V. SCHEDULING: PROBLEM FORMULATION AND the maximal matchings can be found without randomized
SCHEDULERDESIGN algorithms.
Based on the discussion up to this point, the scheduling The algorithm for enumerating a maximal activation vector
problem we are faced with is the following. IS as follows.
First partition the frame of sizeV slots into a contiguous ~ Algorithm 5.1:
part with N, downlink slots and an uplink part withV,, 1) Choose a link to be included in the activation vector.
uplink slots, such thatVp + Ny = N — N, where N is This might be based on criteria such as (i) the link with
the number of slots required for the periodic beacon. Tylpica the longest queue length, (ii) or the link that received
we will have Np > Ny . This is because data transfer traffic the lowest average rate over previous window of frames.

is highly asymmetric, as users download a lot more than they 2) Eliminate all the links that can cause interference to
upload. During downloads, long TCP packets (up to 1500 transmission on the set of links chosen until this point.
bytes) are received in the downlink and one 40 byte TCP 3) Choose the best link (according to the above criterion)
ACK is sent in the uplink for every alternate TCP data packet ~ from the remaining set of links.

received. 4) Repeat Steps 2 and 3 until there are no more links
Now, whenm,;,1 < i < m, VoIP calls are admitted that can be activated, or the set containslinks (the
for ST 4, we need to determine the number of sléts to maximum that can be activated at a time).

be reserved in the uplink and downlink subframes forST  Remarks 5.1:

such that the QoS targets are met for all the voice calls. F&uppose that we consider only TCP traffic. If we try to
doing this, evidently the set of vectos = (C4,...,C,,) maximize the number of useful slots without any regard to
that are feasible (i.e., can be scheduled) needs to be knovarness, then the schedule will be to use the vetiowith

For eachA andI, there will be an optimal set of such vectorsmaximum cardinality U € ) for all slots. Then, a bound
Copt(A,TI), and for any practical scheduler, there will be aron the total number of slots available for transmission woul

achievable set of admissible vectats C,,¢ (A, T). be
Once the required vector of voice payload slots has been U <Tmaﬂﬂ - 3> N
scheduled, we need to schedule as many additional payload Tomax

slots, so as to maximize the traffic carrying capacity for TCR the frame sizeV is an integral multiple off,,,.. Note that

while ensuring some fairness between the flows. the maximal activation vector depends on the antenna used,
the distribution of STs, etc. If there are several activatio
A. Obtaining the Activation Set vectors with with the maximum cardinality, we can achieve

. . ome fairness by cycling between these vectors ey,
ConS|d_er a grlf.;lpkh with the S‘rl;s and BTSs as nodes and ts. Still, this throughput maximising approach may hesu
communication links between the STs and BTSs as edges. fsome STs getting starved. u

activation vector is a matching on this graph. [10] proposes

randomized algorithms that can be used for finding near- . . ]

maximal matchings, with complexity O(Number of nodes)B- The Optimal Scheduling Problem for Uplink

But, the inherent graph in the problem we consider being As an illustration, we focus here on the uplink scheduling
bipartite in nature, and the scheduling being centralizegyroblem. The uplink scheduling problem avoids the slight



complexity in the downlink problem, that, in the downlink, A scheduling policy maps the state at slotto a vector
we can combine transmissions from a BTS to multiple STa € U. Letw denote a generic policy. Then there is a sequence
in the same TB. of functionsry, : (x,q) — U that define the policy. Define
An instance of a scheduling problem is defined by an
association matriXA, an interference matrif, and a vector
C € Copt(A,I) of required uplink voice capacities for
the STs. We formulate the uplink scheduling problem as a
constrained dynamic programver a finite horizonVy, i.e., WhereX; evolves as explained as above under the paticy
over the indices: € {1,2,..., Ny}, whereNy, is the number We wish to solve
of uplink slots in a frame. The state of the system at the max J(0,C)
beginning of slotk is denoted by(xx, qx), where T
x5: a1 x m vector with z;; denoting the number and obtain the optimal policy. Lety, (0, C) denote the optimal
of consecutive slots for which SThas been trans- value and7* be an optimal policy. Since the number of
mitting; clearly,xo = (0,0, ...,0) policies are finite for eacld’ € C,i (A, I), JX(0,C) is finite
qr: a1 x m vector, with ¢;; being the number and there exists a*.
of required voice slots yet to be scheduled; clearly
qo = C= [01702,...,Cm]
At the beginning of slotk, £ € {0,1,...,Ny — 1} an . _ . .
activation vectoru, € U is selected. Then in the slot, all N the dynamic programming formulation of the scheduling
links appearing ir/ are allowed to transmit, with the voice Problem, the state of the system can be written X, =

gueues being depleted first. The state evolves as follows. Xk ) The system evolves as
k

N-1
JNOC Zg Xk,uk + 9N
k=0

C. On Solving the DP formulation

Ty = f1(This uki) Xpr1 = f(Xp,up) = ( f]él(x;;u;;) ) )
_ { (@i + Dy py=iy  Thsi T Ljuy iy =iy < Tinas 20k 3k, i
0 Tkyi + L{u, 5=} = ImaaThe single stage reward in using the contaql, when the

e., if ST is scheduled in slok, (uy 5;) = 1) and the system is in stat&y is given by

maximum TB length has not been reached, then we increment m
the burst length from ST by 1, else the burst length is reset 9Kp k) = D Ty iy} -Twni3)
to 0. Further,gx, & > 0, evolves as follows. =1
Terminal cost is
o ) — _ + —
qk+1,0 = fQ(qkla:Lklaukl) - (Qk,z I{u,kYB(,i)zl}I{kai>3}) JN(XN) _ { 0 qNn = 0
-0 0.W.

i.e., the number of required voice slots reduces by 1
provided the overhead part of the current TB has elapsedlhe controluy, i.e., the activation vector to be used in slot
Note thatz™ = max(0, z). k, is the one that attains the maximum in the recursion
We now define the reward structure. We wish to satisfy
the need for voice slots and having done that, we wish to /k(Xx) = Hlﬁx{g(xk’uk) + T (F (X, we) up )}
maximize the number of slots remaining for TCP data. Define

the reward in slo&, 0 < k < N — 1 by We can do a backward recursion, with all possiXey,
and proceed to find the controls that maximize the reward
at each stage. The set of contro{sip, uy,...,uy—_1} that
gk (XK, ug) = Zf{uk,B(i):i}I{wk,;>3} maximizesJy(0,qq) as obtained by the above recursion is
=1 the optimal schedule.

e., this is the total number of payload slots scheduled in But, this approach is feasible [4, Chapter 1] only when the
slot k. Clearly, gr.(x1, ux) < n, since there can be at mast number of stations is small. The size of space occupiegiby

transmissions at a time. is almost(%)", since one station could be transmitting
Then, we set a terminal cost in each sector, andy,; may be any integer between 01, ...
0 —0 So also, the number of controls that can be applied increases
gN = { . g]\;N > 0 for some i asO(N®Y), since we can choose one station from each sector,
- [

such that it obey the constraints. The exponential increase
i.e., we incur an infinite cost if we are unable to scheduléhe size of state space and control space with the number of
all the required voice slots. stations make this approach infeasible.



D. A Greedy Heuristic Scheduler for Voice in Uplink

At each slotk, we heuristically build an activation vector
u;, € Y starting from an ST in{i : g;,; = max; g ;}. Then
we follow the approach in Algorithm 5.2 each time we choose
an ST with max residuajy ;

Algorithm 5.2:

1)

2)

3)

4)

5)

6)

7

8)

Modify the voice queue lengths to include the overhead
slots required. i.e., if an ST has a voice queue of 2
packets, add 3 slots of PHY overhead to make the queue
length 5.

Initially, slot indexk = 0. Let ST+ be such that

ki = lgafn{%l} Fig. 6. A typical deployment of a system with 3 sectors and I5.S

i.e., The ST with longest voice queue at the beginning of
slotk is i. Form activation vectoa with link ¢ activated. E. A Greedy Heuristic Scheduler for Voice in Downlink

€., u :,{Z} The difference of the downlink scheduling problem from
Let ST, be such that the uplink scheduling problem is that in the downlink, a
qr; = max{qu : 1 ¢ Z(u)} transport block can contain packets to multiple STs. By
L combining the voice packets to different STs to a single TB,
4 is such that it is the noninterfering ST with maximumwe save considerable PHY overhead. For transmitting aesingl
queue length. Augmeni with link j. Now, findZ(u) voice packet needs 4 slots, where 3 slots are for the PHY

corresponding to the new. header. Transmitting 2 voice packets need only 5 slots. So,
Repeat Step 3 until the activation vector that we get ii6 is always advantageous to have transmissions in longer
a maximal activation vector. blocks. This can be done by grouping together the STs to
Let those which are heard only bigh BTS, those heard byth
n={qu: min (g, €u)} and (i — 1)th BTS, but associated to théh BTS and those
t=1,....m heard byith and(i — 1)th BTS, but associated to tl{e— 1)th
i.e.,n is the minimum number of slots required for theBTS, for all values ofi.
first ST inu to complete its transmission. Usein the In Figure 6 we show a simple deployment, with 3 BTSs.
schedule fromkth to (k + n)th slot. In each sector the taboo regions are also shown. STs 3 and 4
_ , are associated with BTS 1 and are not in either of the taboo
T { Qe — 10 for rew regions. So, any ST in the interference set of 3 will also be
’ ki for i¢u in the interference set of 4. Any transmission to ST 3 can

andk = k + n i.e., slot index advances hy, and the €quivalently be replaced by a transmission to 4. Thus, they
queue length for the STs at the beginningiof nth  form a group for the down link schedule. Similarly, STs 8

slot isn less and 9 are associated with BTS 2 and interfere with BTS 3.
At the end of thek + nth slot, They are associated to the same BTS and cause interference
to the same STs. So, ST 8 and 9 also form a group.
u=u—{l:qu=min(qu,l €u)} The STs are grouped together based on the above criterion.

. —_ he queue length of each group would be the sum of queue
l.e., remove from the activation vector, those STs thé}-gngths of the STs forming the group. The greedy heuristic

have completed their voice slot requirement. . .
Go back tg Step 3 and form maxir?wal activation Vecto§cheduler for the uplink scheduling problem can then be used
over these groups.

includingu. Continue the above procedure unjil= 0
orn = Ny Inthis step, we form a new activation vector
with the remaining STs in the activation vector (whichF. Round Robin Scheduling

need more slots to complete their requirement). A low complexity scheduler can be designed as follows.
Once the voice packets are transmitted, we serve thge uplink and downlink parts of the frame may further be
TCP packets in the same way, except that if in formingjjyided into two contiguous parts. Alternate sectors areest

a maximal activation set, it is found that the onlyjn these two parts. For example, with 6 sectors, Sectors 1,
schedulable ST has only TCP packets to send, then TGP 5 are served in the first part, and Sectors 2, 4, 6 can be
packets are scheduled. served in the second part of the frame. Interference between

If q > 0 whenn = Ny , the allocation is infeasible. adjacent sectors can be eliminated in this way. Within the



1 2 1
3 3 3
) 7 ) )
5 5 5 5
TABLE 3

SCHEDULE FOR ROUND ROBIN SCHEDULER

G. Fair Scheduling for Data

To provide fairness to users, we keep track of the av-
erage rates allocated to STs over time. The STs with low
average rate are given the chance to transmit first. Maximal
independent sets are formed starting from the ST with the
round robin scheduler, the STs can be sceduled based lewest average rate. Once the slots for voice transmiss®n a
queue lengths. With the number of sectors equalitg, the scheduled, we attempt to include TCP transmissions in slock
performance of this scheduler would be equivalent to th&f Size€T’,.., so that the PHY overhead per slot is minimized.
of the scheduler discussed in Section D, since we can havelLet Ry be the vector of average rates allocated to STs until
no transmissions going on in each slot, with this schedulethe kth slot andr;, be the vector of rates allocated to the STs
But, with nq = 4, this would require 8 sectors in the in the kth slot.
system. With the number of sectors less tBap, the number
of simultaneous transmissions would be less thgnwith
the round robin algorithm, whereas we can have umgo
transmissions with the greedy algorithm.

The round robin scheduler can achieve maximum through-
put when the distribution of villages and traffic is uniform.
But under admissible traffic it might lead to instability and
unfairness. This can be demonstrated by a simple example.
Consider the deployment of 5 STs in four sectors, as shown in
Figure 7. STs 1 and 2 are in the same sector. The scheduling b)
constraints are thaty = 3 and Links 2 and 3 cannot transmit
together. The arrival rate vector is denoted by a veetpr

Fig. 7. Deployment of a system with 4 sectors and 5 STs

Rk+1 =aoRj + (1 — Oz)I‘k

1) Given a rate vectoR, obtain a maximal independent

set as follows

a) w = {i1}

il = argminlgjgn Rj
Z(uy) is the set of links interfering with the links
in u;. In this step, we select the ST with the
smallest average ratg, for transmission.
Chooseiy € argmin; <<y i, ¢7(uy) Ry
u; = {i1,42}. In this step, we select one of the
non interfering STs with minimum average rate

whereg; is the arrival rate at the BTS for SITST :. An arrival
rate(1/2,1/2,1/2,1/2,1)(slots/slot time) is admissible, but,
not schedulable by a round robin scheduler.This is cleanfro
the examples in Tables 2 and 3. Table 2 shows the a schedule

for transmission.

Repeat the above until a maximal independent set
is obtained. Now, we have a set with STs which
have received low average rates in the previous

that schedules maximal independent sets. Table 3 shows the
way the round robin scheduler schedules the STs, where STs
1 and 2 are scheduled only in alternate bursts, so that the two2
STs have to share the slots, such that they are scheduled only
in half the slots. We see that the service rates applied to ST

1 and ST 2 are} and1 and to ST 5 ist.

slots. So, once all STs transmit their voice packets,
we schedule these STs for data packets.

) Let!l; denote the number of nodes iy at the end
of step 1. Repeat the above for the remaining [,
nodes. Now we have a maximal independent set from
the remainingV,, —[; nodes. If any one of thg nodes
can be activated along with the maximal independent

1 2 1] 2] 1 2 ] 1 set formed from theV,, —[; nodes, add that till one get a
3 3 3 3 maximal independent set. This yields, us . .. u; such
= ‘5‘ = ‘5‘ = ‘5‘ = that each node is included at least once. Each node is
included at least once since a given number of slots is
TABLE 2 to be reserved for each ST in every frame.
SCHEDULE FOR MAXIMAL INDEPENDENT SET SCHEDULER 3) NOW, we need to SChEdUiﬁl fOf tly us fOf t2, etc. To

maximize throughput, we takg = T,,,, or humber

of voice slots required. The vectors in the initial part
of the schedule had low average rate over frames. So,
they get priority to send data packets. So, starting from
j=1, i.e., from the first activation vector, if the sum of

Another observation is that with the increase in variapilit
of the distribution of STs in sectors, the round robin schedu
tends to become unfair.



25 no 6 Number of voice calls per statiof
1 2 3
5 3, 10° | min d/l rate 164 148 134
2 a=0.1 max d/l rate | 178 182 167
= T T~ sum d/l rate | 13749 | 12852 11690
2 .. - S 3,10° | mindirate | 163 | 151 136
£ 4=0.9 max dfl rate | 179 | 173 177
L1.57 : sum d/l rate | 13545 | 12798 11799
) 3,10° | mind/lrate | 167 153 137
K max d/l rate | 180 173 161
g 1F sum d/l rate | 13883 | 13000 11750
o 3, 10° min d/l rate 224 204 190
j?’ max d/l rate | 294 | 278 258
0.5 sum d/l rate| 19807 | 18377 17007
3, 10° | min d/l rate 204 194 177
max d/l rate| 283 255 274
0 ) ) ) ) ) sum d/l rate| 19312 | 17919 16430
0 2 4 .6 8 10 3, 10° | min d/l rate 172 165 140
Averaging Interval max d/l rate | 212 | 208 190
sum d/l rate| 15573 | 14078 12499
Fig. 8. Variation of total rate and fairness index with aggng interval for TABLE 4

different values ofx. The upper set of plots are of the total rate, and bottom
set are for the fairness index. SIMULATION RESULTS FOR DOWNLINK DATA RATES WITH80 STS IN 6

SECTORS AVERAGED OVER 30 RANDOM DEPLOYMENTS. THE DATA

. . THROUGPUTS ARE GIVEN IN KILO BITS PER SECOND
number of slots allocated to STs in the frame is less

than Ny, t; = Ty Else,t; = number of voice slots
required.Therefore transmission takes place in blocks
of length equal tdl’,,... as long as it is possible. model is that all the STs have packets to be transmitted
4) Update the rate vector as throughout.
The results are shown in Table [4] and Table [5]. Here,
min d/l rateis the average of the minimum rate over STs in

We simulated the algorithm and obtained the faimess inddRe downlink, averaged over 30 random deploymemax
of the rates allocated, and the total rate achieved for uariod/! rate is the average of the maximum rate over STs in
values ofa. These are plotted vs. the rate averaging interval® downlink, andsum d/l rateis the average of the sum
in Figure 8. The averaging interval on the x axis is the numbd& downlink rates to the STs. The same measures are also
of frames over which the average throughput or faimessinddiven for the uplink. Thepacket drop u/lis the fraction of
is calculated. The fairmess index is found to be close to on@ic€ packets dropped in the uplink, this being the botténe
unless the averaging interval is very small. This occursipar direction. All the rates indicated are in terms of the MAC
because of the small number of STs considered. A |arg_@ayload. The PHY overhead has already been accounted for

o in the rate averaging algorithm yields a smaller averag® the calculations.
throughput. Each voice call requires a payload of 44 Bytes every 20 ms,

and hence 1.41 Mbps are utilised per voice call, in the uplink
and downlink, for 80 STs. With a PHY rate of 11 Mbps,
with ng = 3 we have an aggregate nominal rate of 22 Mbps
The scheduling algorithm discussed in Section D wais the downlink and 11 Mbps in the uplink (assuming that
implemented in a MATLAB simulation. The PHY rate is 2/3 of the frame time is allocated to the downlink). From
11 Mbps. We consider a random distribution & STs in the table, it can be seen that with 80 STs in 6 sectors, and
6 sectors. The spatial reusg of 3 or 4 has been considered,1 voice call, with a taboo region of0° on either side of
and the taboo regions in each sector, on either side of tlach sector, and, = 3, each ST gets an average minimum
sector, ared = 10°,20°,30°. Simulation is done with all data throughput of 164 Kbps, and the average total rate is
STs having the same number of ongoing voice calls: 1, 2 d3.749 Mbps. Adding to this 1.41 Mbps, we obtain about
3. One WoIP call requires one slot every alternate frame. A5.16 Mbps, for a nominal downlink bandwidth of 22 Mbps.
voice packet that arrives in the system is scheduled withifihe difference is because of PHY overheads, and the inabilit
the next two frames. If the scheduling constraints do ndb fill up all slots in a frame. We notice that a second
allow the voice packet to be transmitted within two framesimultaneous call at each ST reduces the data throughput by
times of arrival, the packet is dropped. In the simulatioe, wless than 1 Mbps; this is because the packing can become
have assumed synchronous arrival of voice packets, i.e.,nfore efficient. For this same case, with one voice call, the
two voice calls are going on from an ST, packets for botlaverage minimum uplink data throughput is 17 kbps, and the
calls arrive synchronously, in the same frame. The datéidraf average total downlink data throughput is 3.57 Mbps. Adding

Rk+1 =aoRj + (1 — Oz)I‘k

V1. VOICE AND DATA CAPACITY: SIMULATION RESULTS



ng 6 Number of voice calls per statiof
1 2 3
3, 10° min u/l rate 17.1 8.1 0
max u/l rate 85 59 34
sum u/l rate 3570 | 2286 1229
packet drop u/l| O 0.0029 0.0229
3, 20° min u/l rate 13 5 0
max u/l rate 88 57 31
sum u/l rate 3510 | 2285 1110
packet drop u/l| O 0.0033 0.0312
3, 30° min u/l rate 16 5 0
max u/l rate 83 62 43
sum u/l rate | 3463 | 2114 1176
packet drop u/l| O 0.0042 0.0346
4, 10° min u/l rate 38 18 0
max u/l rate 106 92 78
sum u/l rate | 5161 | 3776 2906
packet drop u/l| 0 0.0029 0.0283
4, 20° min u/l rate 25 9 0
max u/l rate 157 168 160
sum u/l rate | 4833 | 3699 2771
packet drop u/l| 0 0.0025 0.0304
4, 30° min u/l rate 15 7 0
max u/l rate 92 70 53
sum u/l rate | 3468 | 2400 1359
packet drop u/l| 0O 0.0029 0.0354
TABLE 5

can be improved by the user of antennas with lesser back
lobe radiation.

Also, for a given deployment, we find bounds to the system
capacity, assuming full channel reuse. Based on this we can
find the optimum positioning of the antenna, such that the
log utility function of rates obtained by different STs is
maximized. The bounds obtained here are weak since we do
not consider the constraint imposed by the maximum number
of simultaneous transmissions.

A constrained dynamic programming problem is found to
give the optimum schedule for the system. But, the problem
is intractable due to the explosion of state and action space
We employ a maximal weight algorithm were the weights
are the queue lengths of the voice queue, such that each ST
transmits in contiguous slots, so as to minimize the PHY
overhead. For scheduling data in the system, we follow the
maximal weight algorithm, where the weights are reciprocal
of the average rate obtained by each ST in previous slots.
The average considered is an exponential weighted average
of rates. A simple round robin scheduler have also been
considered. Scheduling examples are given for the greedy

SIMULATION RESULTS FOR UPLINK DATA RATES AND PACKET DROP WITH
80 STS IN 6 SECTORS AVERAGED OVER30 RANDOM DEPLOYMENTS.
THE DATA THROUGPUTS ARE GIVEN IN KILO BITS PER SECOND

heuristic scheduler.
The different schedulers considered were implemented in

MATLAB and the data throughput in each case is obtained
as the average data throughput over deployments, in terms
of payload slots. Deployments with different number of

to this 1.41 Mbps for voice, we obtain a total uplink utiliset
of 5.18 Mbps over a nominal bandwidth of 11 Mbps allocate
to the uplink. Because of being smaller, the uplink frame is
more inefficiently packed.

If ng = 3 and a taboo region of widtld = 10°, the
fraction of voice packets dropped is 0.29% when we supportl]
2 calls per ST and 2.29% when we support 3 calls per STZ]
With 3 voice calls per station, we can see that the packe
drop is high, and the uplink capacities to some STs are 0.
With ng = 3, the width of the taboo region does not have 3
an effect on the system capacity, since we are always able
to schedule in 3 sectors. Withy = 4, the system capacity [4]
reduces a8 increases. Witld = 30°, we can usually schedule

5
transmissions in just 3 sectors in a slot, even though th&rkSIN Bl
constraints allows 4 transmissions in a slot. 6

VIlI. CONCLUSION
(7]

We consider the problem of finding the amount of spatial
reuse possible with a single channel multi sector WIFIRE
system with 802.11 MAC. It has been found that there is ang;
optimum value for the number of simultaneous transmissions
possible, so as to maximize the total system capacity. Th&
number of simultaneous transmissions is found to depend o
the path loss factor and the radiation pattern of the antenna
For the antenna pattern considered, and for path loss factd?]
2.3, as is applicable for rural environments, the number of
simultaneous transmissions possible is found to be 3. This

sectors and STs, width of taboo region have been considered
(fjor different voice loads, and the data throughput has been
.Obtained in each case.
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