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Abstract 

In this paper we compare the end-to-end delay performance of two service disciplines that an Asynchronous 
Transfer Mode (ATM) multiplexor can use to multiplex pipelined synchronous native protocol frames arriving over 
low speed access lines onto higher speed ATM trunks. The ATM multiplexor must convert native protocol frames on 
the access lines (typically hundreds of bytes in length) into ATM cells on the trunks (of fixed length 53 bytes) at the 
network access and the corresponding ATM (de)multiplexor must reassemble these multiple ATM cells into a bit 
continuous synchronous native protocol frame at the network egress. 

In one service discipline, the multiplexor (hereafter referred to as a terminal adaptor, or TA) pipelines one 
synchronous frame at a time onto the high speed trunk, waiting, if it needs to, for the successive ATM cells from this 
one synchronous frame to accumulate. This scheme introduces a larger queueing delay at the ingress TA but no 
playout delay is required at the egress TA. In the other scheme the TA interleaves the ATM cells from the various 
synchronous frames arriving concurrently over the low speed lines. An interleaving scheme has a smaller queueing 
delay, but introduces a large variability in the network insertion times of the ATM cells corresponding to a native 
protocol frame. Hence the egress TA must enforce a delay before playing out the original bit-synchronous native 
frame over a low speed line, so as to increase the probability that the ATM cells are available when required to 
properly reassemble the native synchronous frame into a bit continuous stream. 

Using an analytical model for the first scheme and a simulation model for the second scheme we analyze the 
end-to-end delay of a synchronous frame, and compare the mean end-to-end delay for various trunk speeds 
(TA-to-network switch) to “access” line speed ratios. We conclude that, for the cases studied in this paper, if this 
ratio is greater than or equal to 4 then, over the range of useful loading, interleaved pipelining typically yields 
smaller mean delays than noninterleaved pipelining. If the ratio is less than 4 then interleaving typically yields larger 
mean delays for native protocols due to increased playout delays at the egress TA. 
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1. Introduction 

International standards bodies, e.g., CCITT, 
define terminal adaption [3] as the function of 
converting end user, non-standard, native proto- 
cols, e.g., High-Level Data Link Control (HDLC) 
protocol, to standards based network access pro- 
tocols, e.g., Broadband-Integrated Services Digi- 
tal Network (B-ISDN) standards. More generally, 
terminal adaption functions are performed at 
network access points, which must wrap user’s 
native protocols inside wide-area-network (WAN) 
protocols for transport. 

An example of this is shown in Fig. 1, where 
the WAN is based on the Asynchronous Transfer 
Mode (ATM) technology, the user native proto- 
col is frame relay (FR), and the terminal adaptor 
(TA) is located at the network interface point. 
On access, the native protocol frames are 
wrapped, or enveloped, in the B-ISDN frame 
format, which is ATM at layer 2, and the ATM 
cells from multiple access ports on the TA are 
multiplexed onto network trunks. The TA func- 
tion which performs this wrapping appears to 
provide the end system a virtual private line 
(VPL). In other words, the native protocol is not 
terminated but is simply wrapped and the native 
frames, including control frames, pass transpar- 
ently through the network. The network relies on 
the end system’s capability to recover from er- 
rors. 

The TAs on access into the network break up 
the large native frames (e.g., a 552 byte Internet 

incoming 

TA 

Fig. 1. Terminal adaption functions as an integral part of 
non-ATM protocol, e.g. frame relay (FR), wrapping for trans- 
port over an ATM network. Here the TA is multiplexing FR 
traffic from multiple customer premises routers CR). 

Protocol (IP) packet encapsulated in a frame 
relay) into smaller (e.g., 53 byte) ATM cells (see 
Fig. 2). As soon as enough bytes to constitute an 
ATM cell have been accumulated from a native 
frame (indicated by the dashed vertical lines in- 
tersecting the horizontal line labeled “ingress 
line” in Fig. 21, the access TA can wrap them into 
an ATM cell and ship this packet over the desig- 
nated virtual circuit (defined as streaming mode 
service by CCITT Recommendation I.363 [4]). 
When these ATM cells arrive at the (egress) TA 
at the other side of the virtual circuit, this TA has 
a choice in playing out the native frame over the 
egress line. It can choose to accumulate the full 
native frame or it can choose to begin transmis- 
sion of the native frame upon receipt of the first 
ATM cell. In the former choice, the network 
edge acts in a store-and-forward fashion (indi- 
cated by the line labeled “egress line without 
pipelining” in Fig. 2), while in the latter the 
network performs egress pipelining (indicated by 
the line labeled “egress line with pipelining” in 

ingress line 

tmux and trunk 

egress line and-fonvard 
without pipelining ync. frames 

egress line prior to 
with pipelining offiame 

time b 
Fig. 2. ATM wrapping and unwrapping of a synchronous frame with and without pipelining. 
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Fig. 3. Schematic of multiplexer with noninterleaved opera- 
tion. 

Fig. 2). Egress pipelining can dramatically im- 
prove the end-to-end delay perceived by the user, 
see Refs. [5] and [91. 

Egress pipelining reduces the transport time, 
but the risk of synchronization loss between the 
egress TA and the customer premise equipment 
now exists for bit-synchronous protocols. Due to 
variations in the network transport times of the 
ATM cells (the X,s in Fig. 2), the possibility 
exists that the egress TA will have exhausted 
transmission of the “already arrived bits” of a 
native protocol frame prior to the arrival of the 
next ATM cell of the native frame. Thus, an 
apparent gap appears in the native frame on the 
egress line initiating an error recovery procedure 
due to the synchronization loss. To reduce the 
likelihood of such a synchronization loss, the 
egress TA can hold up the first ATM cell for a 
short period of time before initiating transmission 
of the native frame on the egress line [7]. This 
allows the trailing ATM cells to catch up. This 
imposed time delay is referred to as a pluyout 
delay (denoted by E in Fig. 2 and defined in 
Section 2). 

The playout delay can be chosen so as to meet 
a target probability of synchronization loss. The 

playout delay required to achieve a desired prob- 
ability of synchronization loss (P,), depends on 
the multiplexing strategy used by the TA, on the 
virtual circuit characteristics and on the network 
load. An adaptive playout scheme dynamically 
adjusts E, based on real-time measurements on 
the virtual circuit, so as to maintain the desired 
synchronization loss probability (see, for example, 
Ref. [lo]). Hereafter, we shall assume that the 
value of the playout, E, is such that it ensures a 
probability of synchronization loss of 10m3. 

Assuming that the ingress TA pipelines the 
synchronous protocol frames over the outgoing 
trunk, there are two ways in which the multi- 
plexor can multiplex ATM cells from the various 
incoming synchronous native frames. 

(1) Non-interleaved multiplexing (FIFO trunk 
server, see Fig. 3): Frames arriving over the low 
speed lines are queued in their order of arrival in 
a commonly shared buffer. The trunk is assigned 
to the frame at the head of the queue; note that 
this maybe a partial frame and the remainder of 
it may still be arriving over the low speed line. As 
the requisite number of bytes from the frame 
become available, ATM cells are formed (i.e., the 
header, CRC, etc., are attached) and put onto the 
trunk. Observe that in this multiplexing scheme, 
ATM cells from different synchronous frames are 
not interleaved. Thus if the frame at the head of 
the FIFO server has not yet fully arrived then the 
trunk will stay idle while waiting for the succes- 
sive ATM cells to accumulate. 

(2) Interleaved multiplexing (Round Robin or 
FCFS trunk server, see Fig. 4): As the frames 
arrive over the low speed lines they are wrapped 
into ATM cells. These ATM cells are queued up, 
and then served by the trunk server. There are 

Low Speed 

+111 
ATM Wrapper 

Fig. 4. Schematic of multiplexor with interleaved operation and round robin service. 
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several alternatives for queueing and serving the 
ATM cells. The ATM cells from each line may be 
queued in their order of arrival in a per line 
buffer, and then served in a round robin fashion 
by the trunk server. This is depicted in Fig. 4. 
Observe that in such multiplexing schemes, ATM 
cells from different synchronous frames will be 
interleaved. Thus the trunk need not stay idle 
waiting for the successive ATM cells from a sin- 
gle frame, but can start serving frames from other 
lines. With this service discipline, however, there 
is a probability that when ATM cells from a given 
synchronous frame arrive at the TA at the other 
end of the virtual circuit, they may be separated 
in time more than when they arrived over the low 
speed line. A playout delay as described previ- 
ously is therefore required before the TA at the 
other end can start playing out the unwrapped 
frames over the outgoing synchronous line. 

An alternative interleaved multiplexing scheme 
is implemented with a FCFS trunk server. Here 
the synchronous frames are wrapped as they ar- 
rive from the low speed access line. The ATM 
cells from each line are queued in a common 
buffer (as opposed to per line buffering as de- 
picted in Fig. 4 above). The trunk server serves 
the ATM cells in a FCFS fashion. A playout 
delay is also required for this FCFS interleaved 
multiplexing scheme. However, the value of the 
playout will be different for the two interleaving 
multiplexors. 

In this paper we are principally interested in 
the performance differences between the TA 
multiplexing schemes. We analyze the end-to-end 
delay of a synchronous frame, defined as the time 
between the first bit of the frame entering a TA 
at one end and the last bit of the frame being 
delivered by the TA at the other end. We limit 

ourselves to the simplest ATM virtual circuit 
topology of one trunk connecting the two TAs 
(see Fig. 5). 

If the virtual circuit is composed of several 
trunks and network switches then the end-to-end 
delay in either multiplexing scheme will be in- 
creased by: (i) the queueing and insertion delays 
at the tandem switches and trunks; and (ii) a 
build-out delay to allow for ATM cell delay vari- 
ability caused by queueing in the network. If 
there is a separation between the various trunk 
speeds, then the queuing and playout delays will 
be dominated by the slowest trunk. Therefore, we 
ignore these additional network queueing delays 
in the analysis and their effects on the required 
playout delay and focus our attention on the 
simplified virtual circuit model in Fig. 5. See 
Refs. [5,9,12] for discussion and illustration of 
these network performance affects. 

The rest of this paper is organized as follows. 
In Section 2 we present an analytical model for 
the non-interleaved scheme and describe a simu- 
lation model for the interleaved schemes. In Sec- 
tion 3 we present some results obtained from 
these models, and in Section 4 we summarize our 
conclusions. The Appendix contains the details of 
the analysis of the non-interleaved scheme. 

2. Performance analysis of the two multiplexing 
schemes 

After setting down some notation, in Section 
2.1 we present an analytical model for the non-in- 
terleaving scheme and an expression for mean 
end-to-end delay obtained from its analysis. 
Analysis of the interleaving schemes, particularly 
the calculation of the playout delay, is much more 

High Speed Trunk 

Low Speed 
Access Lines 

Fig. 5. ATM virtual circuit topology. 

Low Speed 
Access Lines 
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difficult. If we denote by Xi the multiplexor 
queuing delay of the ith ATM cell of a syn- 
chronous frame (1 Q i (N), then it is easily ob- 
served from Fig. 2 that for no synchronization 
loss on this frame, E 3 Xi - X,, for 2 G i G N. But, 
of course, E z 0, and hence the playout delay is 
given by E = maxrGiCN (Xi -X1). For a synchro- 
nization loss probability, P,, of 10w3, E should be 
chosen to be the 99.9th percentile of the station- 
ary distribution of maxr G i < N(Xi - X,). The diffi- 
cultly arises from the fact that the X,s are not 
independent. We have, therefore, resorted to 
simulation models to obtain the mean end-to-end 
delays for the interleaving schemes. We discuss 
these simulation models in Section 2.2. 

We first set down some notation: 
SI = line speed 
St = trunk speed 

k 
= St/S, 
= mean time taken to transmit a syn- 

chronous frame over a low speed line 
b t = mean time taken to transmit a syn- 

chronous frame over the trunk (without 
any ATM headers) 

N = number of ATM cells in each syn- 
chronous frame 

ht = time taken to transmit a ATM header 
over the trunk 

4 = (Nh,)/b, = fractional trunk transmis- 
sion overhead due to ATM wrapping 

Wint = end-to-end delay of a native syn- 
chronous frame with interleaving 

Wnonint= end-to-end delay of a native syn- 
chronous frame with non-interleaving 

A = aggregate arrival rate of synchronous 
frames to the multiplexor 

Pt = Mb, = Nh,) = trunk occupancy in one 
direction 

nl = number of access lines into the multi- 
plexor 

Here, the end-to-end delay is defined as the 
time between the arrival of the first bit of the 
synchronous frame at the access TA to the trans- 
mission of the last bit from the egress TA. 

2.1. Analysis of non-interleaving multiplexor 

To obtain the mean end-to-end delay of a 
synchronous frame with the non-interleaving 

Line 1 

F, i’i’i’i’ 

I 
i i i 

(access) 
j ; ; I 

‘4 ‘6 a7 % 
b time 

Line 2 
(access) time 

fil flZ fi3 fi4fZlfZZ fn f24 

time 

Line 1 
(egress) 

Fl 

I 
; i i 
i ; j I 

’ time 

Line 2 
(egress) time 

Fig. 6. Noninterleaved multiplexing of synchronous frames (dotted lines indicate cell boundaries). 
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scheme we proceed as follows. Since the trunk is 
allocated to a frame only after the arrival of a 
number of bits sufficient to comprise a ATM cell, 
we shall consider the arrival epoch of the first 
ATM cell boundary as the arrival epoch (e.g., the 
epochs a,, a4 in Fig. 6) of the synchronous frame 
to our multiplexing delay model (described in the 
following). 

This will yield (see Fig. 6) 

EWnonint = ; + EW;;;i”t + ; + h, + b,, 

where 

W~&!,int = waiting time of the first ATM cell 
of a synchronous frame, 
after its arrival to the FIFO queue. 

Normalizing this mean end-to-end delay to b,, 
we get 

EKonint b, 
We obtain EW::,!,,, analytically. Consider the 
point process comprising the epochs of arrival of 
the cell boundary of the first ATM cell in the 
successive native protocol frames on an access 
line. If there are ~1, access lines, we have n, such 
independent point processes. We assume that the 
superposition of these independent point pro- 
cesses (i.e., the process comprising the epochs, 
al, u4, etc., in Fig. 6) is a Poisson process. Note 
that this is not the same as assuming that the 
superposition of the arrival epochs of the ATM 
cell boundaries (e.g., a,, u2, u3, u4, us, u6,. . . , in 
Fig. 6) constitute a Poisson process. Hence the 
bursty nature of the ATM cell arrival process on 
each access line is retained in our approximation. 
We point out that the same approximation has 
been used in a different model by Kosten [S]. 
Further, simulation and analytic results have 
shown that the approximation yields accurate re- 
sults if the number of access lines is large (more 
than 20) and tends to overestimate for a smaller 
number of lines (see, e.g., Ref. El]). This approxi- 
mation ignores two phenomena in the actual pro- 
cess: (9 owing to the finite time taken to transmit 
a frame over a low speed access line, successive 
frames on a line arrive at least b, time units after 

each other; and (ii) since there is a finite number 
of lines, if all lines are transmitting frames, no 
more frames can arrive; this is the finite source 
effect. The Poisson assumption makes analysis of 
the model tractable. We also assume that the 
frame lengths are deterministic, that each syn- 
chronous frame can be broken up into exactly N 
ATM cells, and that protocol processing time is 
negligible. 

With the above assumptions, W~~~int becomes 
the waiting time in a variation of the well known 
M/D/l FIFO model [6]. The variation is that a 
customer does not urriue to the queue all at once, 
but gradually. If the customer that is arriving is at 
the head of the queue then the server is allocated 
to the customer until it finishes arriving and is 
fully served. The waiting time (i.e., time between 
the customer beginning to arrive and beginning to 
get served) can be analyzed via level-crossing 
analysis (see Ref. [2]). The analysis is detailed in 
the Appendix and yields 

EK%nt = Cl+44 

b, - p,r 

x p,2(2q - 3) + 2Pt(l-4) 

i q1 -PI 

+(l -p)l -q-P(q- 1) 1 

I 

where 

q=;(l+ ry-$q. 

Thus we have the complete expression for 
( EWnOnint)/b, in terms of known quantities. 

2.2. Simulation of interleaving multiplexors 

Two simulations were developed in order to 
model the performance of various multiplexors 
which interleave ATM cells. The multiplexors all 
have a single trunk server which takes inputs n, 
from the access lines and transmits the individual 
ATM cells onto the high speed trunk. The two 
variations modeled are a round robin server pro- 
viding limited service (serving a single ATM cell 
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Fig. 7. Interleaved multiplexing of synchronous frames (dotted lines indicate ATM cell boundaries). 

per visit to each access line queue, see Fig. 7) and 
a FCFS server (no per-access-line queues). Both 
multiplexors accept input from IZ, identical access 
lines with speed s1 and multiplex these onto a 
single output trunk with speed S, > sr. The as- 
sumed arrival process on each access line is shown 
in Fig. 8. Here the line activity is modeled as an 
alternating sequence of idle and active periods. 
Idle periods are distributed exponentially with 

-’ mean A, during which no inputs (i.e. ATM 

cells) arrive. Active periods are deterministic in 
length, during which N identical ATM cells ar- 
rive, equally spaced in time. The fixed duration of 
the active periods is b,. 

The key simulation outputs are EX,, the mean 
queuing delay of the first ATM cell of any syn- 
chronous frame, and E,,.~~~, the 99.9th percentile 
of the stationary distribution of max r ~ i ~ ,,,( Xi - 
X,) (i.e. the playout distribution). Given EX, and 
E0.999, then the mean delay (see Fig. 7) through 

exponentially distributed idle 
periods with l/kc, mean 

fixed length 
synchronous frames 

4 4 4 
*TM tell an&al e&h 4 4 4 

during active periods 

Fig. 8. Arrival process on the access lines into the statistical multiplexor for the simulation results. 
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back-to-back multiplexors, defined as the time simulation language based on FORTRAN. The 
between the first bit into the first multiplexor and SLAM simulations were run on a CRAY XMP. 
the last bit out of the second multiplexor, is The simulation outputs include the distributions 

EW,,, = ; + ib, + h, + EX, + E0.999 + b,. 
of the various queuing delays, e.g. the Xis, and 
the playout delays. Since a high quantile (0.999) 
of the playout distribution was needed, a large 

The simulations were written using SLAMTM [ll] number of samples were taken to get reasonably 
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Fig. 9. Six line multiplexor mean end-to-end delay for a synchronous frame. (Delay is normalized to the transmission time of a 
synchronous frame on a low speed access line (i.e., b,); a number next to an individual curve is the ratio of trunk speed to line 
speed for that curve.) 
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narrow confidence intervals for E~,~. In order to 
get intervals that lie within (~,,~~a~, E,,~~~~), we 
need lo5 samples. Hence, each simulation was 
run 10, until synchronous frames had passed 
through the system. Multiple runs of each config- 
uration were performed and the averages taken. 
Each run is characterized by the multiplexor type, 
n,, T, N, b,, and pt. Assuming that the header 

length, h,, is zero, the trunk occupancy is given 
by 

&=y l~;:i,l)~ 

where h 1’ is the mean duration of the access line 
idle periods (see Fig. 8). The results of the simu- 
lations are discussed in the next section. 

4.5 

4.25 

i 

nonintuleatig mux 

interleaving mux, round robin trunk server P 

OS - 

0.25 - 

interleavIng mux, FIFO trunk server P 

I I I I I I I I I 
0 0.1 0.2 0.3 0.4 .5 0.6 0.7 -4 0.9 1 

trunk utilization 
Fig. 10. Ten line multiplexor mean end-to-end delay for a synchronous frame. (Delay is normalized to the transmission time of a 
synchronous frame on a low speed access line (i.e. b,); a number next to an individual curve is the ratio of trunk speed to line speed 
for that curve.) 
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3. Results Table 2 
Simulation results on the six line FIFO multiplexor 

The analytical results for the mean end-to-end 
delay as a function of the trunk utilization for the 
non-interleaved case are presented in Figs. 9 and 
10. Delay curves for r = 2, 3, 4, 5, and 30 are 
presented (note that r = 30 corresponds to, for 
example, S, = 1.544 Mbps and S, = 45 Mbps). 
These curves show an unusual shape, as high- 
lighted in the r = 30 case, but also found in the 
other cases as well. At low trunk utilizations, the 
non-interleaving system demonstrates a behavior 
similar to an M/D/l system with service time 
dependent on the slower access line speed. At 
high trunk utilizations, this case demonstrates 
behavior similar to an M/D/l system but with a 
service time dependent on the faster trunk speed. 
At intermediate loads a cross-over occurs result- 
ing in a flattening of the load-delay curve which 
is more pronounced as r increases. 

The simulation results are presented in Tables 
1 through 4. Evident in all the simulation results 

Table 1 
Simulation results on the six line round robin multiplexor 

r b, it =I co.999 EW,nt/bl ac 

107 0.1 18.6 178 3.00 2.0 

213 

107 

427 

183 

640 

0.3 21.7 278 3.97 3.1 
0.5 29.6 373 4.93 4.2 
0.7 54.8 448 5.87 5.0 
0.1 18.6 89 1.67 0.5 
0.3 21.1 200 2.20 1.1 
0.5 25.9 280 2.60 1.6 
0.7 40.3 350 3.00 2.0 
0.1 6.4 10 1.31 0.1 
0.3 7.1 48 1.67 0.5 
0.5 8.3 69 1.87 0.8 
0.7 11.3 96 2.14 1.0 
0.1 18.6 18 1.25 0.1 
0.3 20.6 72 1.38 0.2 
0.5 23.5 137 1.54 0.4 
0.7 29.1 174 1.64 0.5 
0.1 6.4 6 1.23 0.0 
0.3 7.0 14 1.28 0.1 
0.5 7.9 26 1.35 0.2 
0.7 9.3 36 1.41 0.2 
0.1 18.6 18 1.22 0.0 
0.3 20.6 36 1.26 0.1 
0.5 23.1 51 1.28 0.1 
0.7 26.5 62 1.30 0.1 

r b, it EX, co.999 EW,nt/bl (ye 

107 0.1 19.0 144 2.69 1.6 
0.3 24.9 197 3.24 2.2 
0.5 39.8 249 3.87 2.8 
0.7 83.3 283 4.59 3.2 

213 0.1 18.6 87 1.66 0.5 
0.3 21.6 173 2.08 1.0 
0.5 29.8 216 2.32 1.2 
0.7 55.5 262 2.66 1.5 

110 0.1 6.4 9 1.31 0.1 
0.3 7.1 43 1.62 0.5 
0.5 8.7 54 1.74 0.6 
0.7 13.5 70 1.93 0.8 

427 0.1 18.6 18 1.25 0.1 
0.3 20.6 71 1.38 0.2 
0.5 23.7 122 1.51 0.3 
0.7 30.8 160 1.61 0.5 

183 0.1 6.4 6 1.23 0.0 
0.3 7.0 12 1.27 0.1 
0.5 7.9 25 1.35 0.2 
0.7 9.3 31 1.39 0.2 

640 0.1 18.6 18 1.22 0.0 
0.3 20.5 32 1.25 0.1 
0.5 23.1 42 1.27 0.1 
0.7 26.4 47 1.28 0.1 

is the fact that E,,~~~ is extremely sensitive to 
trunk utilization, increasing in some cases by as 
much as an order of magnitude as the load in- 
creases from 0.1 to 0.7. When ~~~~~~ becomes 
comparable to the time required to accumulate 
the entire synchronous frame, then pipelining is 
no longer a beneficial feature. Therefore, a mea- 
sure of the pipelining efficiency is (Y, = (N/ (N - 
l))~~.~s~/6,. When LY, is less than unity, then 
pipelining improves performance, otherwise it is 
of no benefit. The effectiveness of pipelining in 
improving performance diminishes as r de- 
creases, and in general shows little if any benefits 
for r < 4 except for low trunk utilizations. How- 
ever, the cutoff value of r = 4 is not sharp and 
depends on many factors, including utilization, 
number of access lines, multiplexing schemes, etc. 

Increasing the number of access lines affects 
the playout values. Tables 1 and 2 present results 
for six line multiplexors with round robin and 
FCFS servers, respectively. Tables 3 and 4 pre- 
sent the comparable ten line multiplexor results. 
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Table 3 
Simulation results on the ten line round robin multiplexor 

213 0.1 18.7 107 1.76 0.6 
0.3 21.5 2.50 2.44 1.4 
0.5 27.0 379 3.07 2.1 
0.7 46.4 593 4.17 3.3 

110 0.1 6.4 13 1.34 0.1 
0.3 7.2 66 1.83 0.7 
0.5 8.8 107 2.22 1.2 
0.7 13.9 166 2.80 1.8 

427 0.1 18.7 20 1.26 0.1 
0.3 21.0 127 1.51 0.4 
0.5 25.4 249 1.81 0.7 
0.7 36.2 405 2.20 1.1 

183 0.1 6.4 7 1.24 0.0 
0.3 7.2 30 1.37 0.2 
0.5 8.5 73 1.61 0.5 
0.7 11.5 117 1.87 0.8 

For light loads the number of access lines have 
little effect on the value of the playout values. 
For the higher loads, however, increasing the 
number of lines from six to ten in many cases 
caused the playout values to double. Increasing 
the number of access lines allows for the possibil- 
ity that more synchronous frames will be simulta- 
neously interleaved, therefore increasing E~.~~. 

The playout value even shows significant sensi- 
tivity to the service discipline, i.e. round robin 
versus FCFS. By examining possible frame arrival 
patterns on access lines to the ATM multiplexor, 

Table 4 
Simulation results on tbe ten line FIFO multiplexor 

2 213 0.1 18.7 89 1.67 0.5 
0.5 33.5 264 2.56 1.5 
0.7 69.3 312 2.96 1.8 

3 110 0.1 6.4 15 1.36 0.2 
0.3 7.3 54 1.73 0.6 
0.5 9.8 81 1.99 0.9 
0.7 19.1 106 2.30 1.2 

4 427 0.1 18.7 20 1.26 0.1 
0.3 21.1 109 1.47 0.3 
0.5 26.6 216 1.73 0.6 
0.7 44.0 270 1.90 0.8 

5 183 0.1 6.4 7 1.24 0.1 
0.3 7.2 26 1.35 0.2 
0.5 8.6 55 1.51 0.4 

it becomes clear that l 0.999 (round robin) > 
e,,,(FCFS), since the configurations of active 
and idle access lines that contribute to the non- 
zero part of the playout distribution for FCFS 
also contribute for round robin. However, by 
examining frame arrival patterns which con- 
tribute to the non-zero part of the playout distri- 
bution for the round robin scheme, some of these 
configurations of active and idle access lines do 
not (also) contribute to the non-zero part of the 
playout distribution for the FCFS scheme. For 
example, when r = 2 and three access lines are 
simultaneously active, then a playout will be re- 
quired. For the FCFS scheme the playout at 
egress must compensate for the fact that between 
each ATM cell of a given native frame two ATM 
cells will arrive from the other active lines. How- 
ever, for the round robin scheme, more than two 
ATM cells may be interleaved between the ATM 
cells of a given native frame in the event that a 
fourth access line becomes active before the 
transmission on the trunk of the earlier frames 
has completed. This forces the playout of the 
round robin scheme to be larger than the FCFS 
scheme to account for this additional degree of 
interleaving. However, in no instance will the 
converse be true, that the FCFS scheme will 
induce a greater degree of interleaving than round 
robin. Therefore, we conclude that l ,,,,(round 
robin) a c0,999 (FCFS) as illustrated in the simula- 
tion results. 

Finally, in Figs. 9 and 10 the results for non-in- 
terleaving and interleaving are compared graphi- 
cally for the six and ten line multiplexors, respec- 
tively. The performance of the non-interleaving 
multiplexor is less sensitive to r than the perfor- 
mance of the corresponding interleaving multi- 
plexor. For large r interleaving is preferred and 
for small r non-interleaving is preferred as antici- 
pated. The cross-over value is around r = 4. We 
recall that the approximate analysis for the non- 
interleaving case yields an overestimate of the 
mean delay. Hence we can say that, for the cases 
studied, when ATM cell-interleaving should be 
employed. From Figs. 9 and 10, when r z 4 little 
difference between round robin and FCFS is 
observed. The decision concerning the service 
discipline should then be based upon other con- 
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siderations, e.g. fairness in overload or complex- 
ity. 

4. Conclusions 

We have presented two alternate strategies for 
ATM cell wrapping and multiplexing of syn- 
chronous traffic for transport over a virtual cir- 
cuit in a B-ISDN ATM-based network. The first 
strategy, called non-interleaving, transmits ATM 
cells from one synchronous frame consecutively 
onto the trunk. The alternative strategy, called 
interleaving, interleaves ATM cells from multiple 
synchronous frames onto the trunk. When the 
customer protocol is bit or byte-synchronous, 
comparison of analytical results for the non-inter- 
leaving case and simulation results for the inter- 
leaving case show that, for the configurations 
studied in this paper, interleaving minimized end- 
to-end delays when r, the ratio of the trunk to 
access line speed, was greater than or equal to 
approximately 4. Otherwise, non-interleaving can 
significantly reduce mean transport delays. 

Appendix A - Derivation of EWi$i,t 

For notational simplicity, we shall first analyze 
an idealized version of the model; a simple inter- 
pretation of the parameters of the idealized model 
will yield EW(‘). nonlnt. As discussed in Section 2.1, 
the idealized model can be thought of as an 

M/D/l model in which a customer does not 
arrive to the queue all at once, but gradually. The 
server is allocated to customers in a FCFS fash- 
ion; once allocated to a customer, the server is 
deallocated only after the customer has fully ar- 
rived and has been fully served. With reference to 
the multiplexer problem, the customers corre- 
spond to the arriving frames, and the server to 
the trunk. We idealize the situation by assuming 
that the frames are continuous (i.e., not dis- 
cretized into bits), and the ATM cell length is 
infinitesimally small. This implies that the trunk 
can start transmitting a frame as soon as it is 
allocated to the frame. 

Let 
h = arrival rate of the frames 
u = service time of frame over the trunk 
CY = time taken for frame to arrive over a low 

speed line 
We naturally assume that u < (Y. Let {W,, t z O} 
denote the virtual waiting time process for the 
above queue, i.e., if a new frame were to start 
arriving at time t then its service will begin time 
units later. Now observe that if service of a frame 
begins more than (T time units before it finishes 
arriving over the low speed access line then the 
trunk will be able to “keep up” with the frame, 
and its transmission over the trunk will complete 
at the same instant that it finishes arriving over a 
line. Such a situation will occur if at the arrival 
epoch of a frame (Y - W, 2 a; in this case there 
will be a jump in W, of an amount (Y - W,. If at 
an arrival epoch (Y - W, < u, then the trunk can- 

I 
W, 

time -b 
Fig. A.l. Sample paths for the non-interleaved multiplexor case. 
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not finish serving the frame before it finishes 
arriving. In this case there will be a jump of (+ in 
w,. 

More formally, denoting by t,, t,, . . . , t,, . . . 
the arrival epochs of the frames, W, will have 
right continuous sample paths and will decrease 
at a unit rate between jumps. The work following 
an arrival epoch is given by 

wt;= cY 
i 

if (Wt-<a--a) 

Wrp+a if (Wt->a-(+) 

and the jumps at the arrival epochs will be given 
by 

Wt,= WI,+ max[a - Wtn, CT] 

= max (Y, Wr,+ a] . I (A-1) 

This is illustrated in Fig. A.1. 
Thus {W,, t 2 01 is a Markov process. For large 

values of W, (in fact for W, > a - a), the process 
behaves exactly like the virtual waiting time pro- 
cess of an M/D/l queue with arrival rate A and 
service time u. Hence W, is ergodic if Au < 1. 
Let w(x), x 2 0 denote the density of the contin- 
uous part of the stationary distribution of {W,, 
t > 01, and w0 denote the stationary probability 
that W, = 0. Equating the rate of down-crossing 
of a level at x with the rate of up-crossing, we get 
the following equations for w(o), and w0 

w(x)=h w,+ ( fi(u)du), O<x<cu, (A.2) 

w(x) =hj* w(u) du, x>cY. (A-3) (x-u) 

We now proceed to solve these integral equations 
to obtain the Laplace Transform *t(s) of w(o). 

It immediately follows that 

w(x) =AwOeAx, O<x~a. 

Now 

G(s) = i,mw( x)eesx dx 

/ 
Ly 

= AwOeAxedsx dx 
0 

/ 

cc 
+ w( y + a)e-s(y+u) dy. 

0 

Defining v(x) = w(x + (w), x 2 0 we have 

*w0 

G’(s) = (A -s) { e(h--s)o - I} + ePsaG( s), (A.4) 

where I;(s) is the Laplace Transform of v(x). We 
next proceed to find G(s). It fohows from Eq. 
(Al) that 

w’(x)=A[w(x) -w(x-CT)], x>a, 

v’( y) = A[ v( y) - l,, G y ~~~Awoeh(Y+a-v) 

-l{y>,)dY -41’ 

s5( s) - v(0) = A C(s) - ~cAwoeh(yTu~o)eYI dy 

-e -c(s) ) 
I 

S(s){ s - A + Ae-su) 

= ~(0) - A*woe*(~-~) 
/ 

Oe(A--S) dy. 
0 

Now from Eq. (A.31 it follows that 

v(O) = A /u AwOehU du = Aw,e”“( 1 - eehu). 
(n-a) 

Substituting and simplifying we get 

se-‘= 

’ (A -s)(s -A +AepuS) . I 

Substituting this expression for i/(s) into Eq. 
(A.4), and simplifying, we find 

(A.5) 

It easily follows that 

limG(s) =wo(z -l), 
s-0 

and since w. + lim,,,~(s) = 1, we obtain 

w. = (1 - Aa)e-*(*-“‘. (A.61 

As expected, w. < (1 - ha) owing to the fact that 
trunk capacity is sometimes wasted while a frame 
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is arriving. Denote by W the random variable 
whose distribution is the stationary distribution of 
{W,, t > 01. Then 

EW= - ,‘lo+‘(s). 

A tedious differentiation of G,(s), followed by use 
of L’Hospital’s rule to evaluate the limit yields 
(this calculation was also checked using MAC- 
SYMA!) 

1 n2,‘(2;-3)+2h~(l-;) 
EW= -; 

i 
2(1 -ha) 

I 

or, defining p = Au, 

EW=-E 
P 

p2(2;-3)+2p(l-%) 

21 -PI 

+(l -p){l -e-p(~/u-l)} . 1 
This completes the mean delay analysis for the 

idealized model. The original problem was to 
obtain the mean delay of the first ATM cell after 
its arrival to the FIFO queue, i.e., EWi&,t. It is 
easily argued that the jumps in Wt(‘) will be given 
by 

Thus EWit,$,t is obtained by replacing (Y with 

{h’- U/N14 + h/N+&] 

and (T with b, + N/z, in the above formula for 
EW. After some simplification this yields the 
formula displayed in Section 2.1. 
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