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Abstract—The cell loss priority (CLP) bit in the header of the
ATM cell may be used either by the network to tag noncompliant
cells, or by the application to declare two levels of quality-of-
service (QoS) within the same virtual circuit (VC). In this paper,
we study the possibility of the use of this bit by the application
alone. An application can offer two types of traffic streams to the
network, namely, a precious traffic stream (with stringent QoS
requirements, e.g., cell loss ratio (CLR) < 10 % and identified by
the CLP bit = 0) and a less precious stream (CLP = 1 and less
stringent QoS requirements, e.g., CLR < 10~*). We study the
performance of an ATM multiplexer with two traffic classes with
different QoS requirements. The buffer priority schemes adopted
are partial buffer sharing (PBS) and PBS -+ push-out (PO). We
first obtain the engineering trade-off curves, between CLP = 0
and CLP = 1 traffic. To identify an operating point, we formulate
a revenue optimization problem in which the constraints are the
engineering trade-off curve and a simple model of the variation
of CLP = 1 demand with its price.

I.. INTRODUCTION

HE CELL loss priority (CLP) capability was originalty

introduced in ATM networks for the purpose of conges-
tion control. Specifically, this capability uses the CLP bit in
the ATM cell header to differentiate between two types of
traffic. Its first goal was to allow the network to tag any cell
(i.e., change a CLP bit from 0 to 1) that was considered as
noncompliant by the usage parameter control (UPC)/network
parameter control (NPC) function (i.e., the policing function)
implemented at the user network interface (UNI)/network-to-
network interface (NNI) interface by the network operator.
The network was then supposed to discard these tagged cells
(i.e., CLP = 1) first in case of congestion. A second use of
this capability was soon recoghized in that it could allow
applications to declare two types- of traffic with different
quality-of-service (QoS) constraints [mostly in terms of cell
loss ratio (CLR)], namely the precious (high priority) traffic
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with CLP = 0 and the less precious (low priority) traffic with
CLP =1, within the same virtual circuit (VC). The problem
is that these two possible ways of using the CLP capability
(one giving more flexibility to the network in terms of access
and congestion control and the other more flexibility to the
application in what QoS could be asked from the network) do
not coexist well, since an application does not want to take the
burden to differentiate between its precious and less precious
cells if this characteristic can be altered by the network—thus
leaving the receiving end of the application with no certainty
about the real status of a cell. The ITU-T recognized this
ambiguity and no longer allows simultaneous use of the CLP
capability by both the network and the applications; however, -
either usage is possible by itself [8].

We investigate the use of the CLP bit to allow the ap-
plication to send through an ATM network, within the same
VC, two traffic classes that have different CLR requirements.
We are interested in the gain in network revenue that could
be obtained by using the CLP capability “optimally” (i.e.,
choosing an appropriate operating point and performing the
right dimensioning) within the network as compared with the
case where the application is not offered the CLP capability.

In this paper, we tackle the problem in two stages. Firstly,
we address the problem of joint traffic engineering of the
network for CLP = 0 and CLP = 1 traffic; i.e., for each level
of CLP = 0 load, we find the maximum CLP = 1 load that can
be handled so that the QoS requirements of each traffic type are
met. Secondly, we propose a linear revenue function, and then,
under the constraint of a simple demand versus price function
for CLP = 1 traffic, we obtain the point on the engineering
trade-off curve-at which the network should operate in order
to maximize its revenue. ‘

We are concerned in this paper with the situation in which
applications are permitted to request different QoS for two
cell streams within the same VC. These cell streams are
distinguished by the value of the CLP bit. The use of the
CLP capability by applications is not transparent from a
network standpoint since it requires the implementation within
the network of selective cell discarding schemes for giving
priority to the precious cells (CLP = 0 :cells) in case of
congestion. Since the two classes of traffic are being offered
by an application on the same VC, cell sequentiality should
be preserved, implying the use of nonspatial priority schemes.
Note that, if an application chooses to achieve differential QoS
through multiple VC’s, cell sequentiality will not be preserved
across the traffic on the different VC’s.

1063-6692/96$05.00 © 1996 IEEE
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~ We have chosen to work with two selective discarding
schemes, the -fitst one is the partial buffer sharing (PBS)

scheme, and the second one is a combination of PBS with.

another well-known scheme ‘called push-out (PGO) [9]. These

schemes are described below:
1) Partial Buffer Sharing (PBS): An incoming CLP =1
cell is dropped if the queue length it sees is greater than

or equal to a threshold, say K;. On the other hand, a .

CLP = 0 cell is accepted as long as the queue length
is less than K, the total buffer size. Otherwise, the cells
are served on a first-in first-out (FIFO) basrs to preserve
sequentiality. '

2) - Push-Out (PO):-A CLP 1 cell may be accepted
irrespective of the queue length-it sees. However, if a
CLP = 0 cell arrives and sees that the buffer is full,

. it ‘pushes out the:last CLP = 1 cell in the buffer, thus
creating a slot for itself. A very important feature is that
when-a cell gets pushed out, its place is taken by the
next cell in the queue, and so on, till the last slot'in the
buffer is-freed ‘so that the incoming CLP = 0 cell can
take this slot. This is necessary for the preservation of
order among the cells that finally get served.

3)" PBS + PO: An arriving CLP = 1 cell is admiited only
if the queue length is less than the threshold Ki. In
addition to this, a CLP = 1 cell is pushed out if a CLP =
0 cell arrives and sees the buffer full.

We study the performance of an ATM buffer with the above’

selective discarding schemes and a discrete-time traffic model
comprising the superposition of N independent and identical
cell arrival processes, each of which is a two-state Markov
- modulated Bernoulli process (MMBP). In the most general
form of the model, both CLP = 0 and CLP = 1 cells can
arrive in either phase of the modulating Markov process. The
model can be taken to represent an ATM multiplexer with N
input links or an output queue of an N-port output queueing
switch.

There is a large amount of literature on the performance
analysis of ATM multiplexers. We list here some representative
references. In [12], approximation technigues for packet loss
in finite-buffered voice multiplexers ‘are discussed. In [1],
the loss performance -of an” ATM multiplexer loaded with
bursty sources- is analyzed. The steady state analysis of the
MMPP/G/1/K queue is dealt with in [2]. In [3], the buffer
loss in the case of a finite capacity N/G/1 has been analyzed.
The performance of a statistical multiplexer for multi-class

fluid sources is studied in [6]. In [9], the priority schemes '

such as PBS and PO have been proposed and the analysis has
been carried out for Poisson arrivals ‘and general service-time
distributions. In:[10], the analysis for the PBS scheme with a
superposition of N MMBP’s has been carried out.

Our work differs from the above primarily in the use of
the CLP bit for carrymg drfferentlal QoS traffic, joint traffic
engineering for CLP = 0 and CLP = 1 traffic, and an objective
of revenue maximization. Fuxther, we' have 1ntroduced the
PBS 4 PO scheme. Throughout our study, the CLP = 0'traffic
is precious (i.e.,-CLRy < ¢€p), and is assumed to have been

subjected - to admission control” procedures. so that its traffic.
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parameters are known to the network -whereas: with respect o
the CLP = 1 (less precmus) trafﬁc we can have ong of the
following situations:

1) (Sla): uncontrolled (1mply1ng that noth1ng 1s known
about these cells, all the offered traffic of this class is
: accepted by the network, no effort is made to police

tEhese cells) and with-no QoS (NQoS) requirement.

2) (S2a): controlled and NQoS (thus we control this traffic
énly for the sake of CLP = 0 traffic or from a revenue
point of view); in this case, the CLP =1 traffic too has
known parameters. EERREEE

3) (SZb) controlled - with' CLR1 < €1-

We want to compare s1tuat10ns (S la) (S?,a) and (S2b) under
the two schemes: PBS and PBS —i— PO For. the situation (S2b) -
and each of PBS and PBS + PO, we obtain. traffic engineering
curves Ithat bound the region-of-CLP= 0 and-CLP = 110ads
that can be handled so that each meets its CLR requ1rernents

Furthermore defining pO (respectrvely ,01) as. the -offered
load of CLP = 0 (respectively CLP. = 1) traffic, and: Yo
(respectwely A1) as the carried load-of* CLP =0 (respectively
CLP = 1) traffic, we propose R(’yo, 71) = ayo+by witha >b
as the network revenue functron Then, us1ng a'simple “powet-
law” forrn ‘of the demand versus: price funct1on for CLP =
1 traffic, we formulate the problem of choice of network
operating point (carried traffic mix ‘and pricing for CLP =
1 service) as a constrained fevenue maximization problem.

Related recent researchin -the area” of engineering and
economics of telecommunication networks-is thatof - Cocchi
et al. [51, and Low and Varalya [ll] Cocch1 et al. cons1der
a model in which a network carries several types of services
(or apphcatrons e.g., with reference to the Internet, ftp, telnet
email, and packet voice). Dependmg on the quahty of serv1ce
received by the packets of a service,. that service y1e1ds a
certain level of satisfaction for which the network can charge
a price (e.g., the satisfaction prov1ded by an ftp service varies
directly with the throughput whereas, for a voice call the user
satisfaction depends on the frequency of packetloss and the
packet jitter). The packet switches in the network provide a
high pﬁority and a low priority packet transport. The authors -
show that appropriate differential pricing of high. and low
pnorrty ‘packet- transport serv1ce by the network causes. the -
users to select the network -transport- for- their. apphcatlons
in such a way that the network operates -at an . efficient
operating point at which the total satisfaction is maximized.
Users |of services that can tolerate poorer QoS choose the
lower quahty of packet transport and thus pay. Iess, while
leaving resources for ‘Thigher QoS service users who' choose
high quality transport, and pay more for it. D1fferent1al pricing
is also a basic premise in our wotk, as we-are interested in
studylng pricing of CLP = 0 and CLP =1 cell transport, w1th
CLP = 0 .being offered. priority transport in-the multlplexer

Low and Varaiya [11] .consider -a multiservice network
carrying average rate and burstiness. controlled fluid sources
(e.g., leaky bucket controlled sources) Each network Tink
has bandwidth and buffer resources wh1ch are “partitioried
between the sessions carried on that link. Each class of traffic
(charactenzed by a route, -and averageé rate and burstiness.
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parameters) has an aggregate demand (arrival rate) that de-
pends on the price that the network charges for that service;
the demand versus price function is negative exponential in
the price. The authors consider a linear revenue function, a
user surplus formulation, and pose the problem of maximum
overall welfare (defined as “network revenue + user surplus”),
subject to the demand and capacity constraints. A decentralised
algorithm, in the form of a game between the users and the
network, is developed to achieve the optimal operating point
(carried load, resource allocations, and prices).

Our work reported in this paper is similar in spirit to [11].
Unlike the simpler partitioning approach of [11], however,
we study in detail the multiservice resource sharing problem,
“albeit for a simple “network,” namely, an ATM multiplexer.
This yields the CLP = 0 versus CLP = 1 traffic engineering
curves in Section II. Furthermore, we use a convex decreasing
“power law” demand versus price function, and study the
problem from the network operator’s point of view, by seeking
an operating point that maximizes a linear revenue function.

The outline of this paper is as follows. In Section II, we
present and discuss some numerical results for traffic engi-
neering with CLP = 0 and CLP = 1 traffic. In Section III, we
formulate a revenue maximization problem, and present some
results. Section IV contains our conclusions. The Appendixes
contain a detailed description of our traffic model as well as the
performance analysis of the PBS and the PBS 4 PO schemes
under the assumed traffic model.

II. TRAFFIC ENGINEERING WITH
CLP = 0 AND CLP = 1 TRAFFIC

We first compare’ the two selective discarding schemes
we have studied, namely PBS and PBS + PO. We use K;
to denote the threshold for accepting CLP = 1 traffic, and
‘K > K, the overall buffer size. Further, we assume that the
multiplexer has N input links, each of which carries a cell
stream, comprising both CLP = 0 and CLP = 1 cells. Details
of the stochastic model for the arrival process are provided in
Appendix A.

Each arrival stream is a two-phase MMBP. Each stream has
a Phase 1 whose length is geometrically distributed with mean
L and a Phase 0 whose length is geometrically distributed with
mean S. During Phase 1, cells arrive in a Bernoulli process of
rate p; and a fraction o; of these are CLP = 0 cells. During
Phase 0, cells arrive in a Bernoulli process of rate py and a
fraction og of these are CLP = 0 cells.

Given all the above parameters, the total offered load of the
two classes (over N lines) can be computed from

_ ( Lpio1 + Spooo N
po = T L+S

_(LIp1+Spo N
1= 7]:4_5 pPo .

While the analysis is general, in many of our numerical
results we assume that the CLP = 0 traffic is bursty (modeled
by og = 0, i.e., no CLP = 0 cell arrivals in Phase 0), and
CLP = 1 traffic is smooth, which is modeled by p;(1 — 1) =
po(1 = ao) (= po, for g = 0).
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Fig. 1. Plot of log(CLRo) versus p1, the total offered CLP — [ load,
under PBS (case a) and PBS + PO (case b) for N = 6, K = 128,
L = 40,5 = 1000, and po = 0.0923.

The analyses for PBS and PBS + PO, with the arrival
process described above, are presented in Appendixes B and
C. Turning first to the comparison of the two selective cell
discarding schemes, we observe that for small values of K
and large (K — K3)/N, it is very likely that an accepted
CLP = 1 cell is transmitted before the buffer overflows; hence,
PBS and PBS + PO can be expected to be very close in
performance. This is demonstrated in Fig. 1, where K = 128
and N = 6, and, for fixed py = 0.0923 we plot log(CLRyg)
versus p1, the total offered CLP =1 load, with PBS and PBS
+ PO for values of K7 = 40, 80, and 100. When K; = 100,
however, PBS + PO is seen to yield substantially smaller
CLRy than PBS.

Most of our numerical results [Flgs 1,2,3,5,6,7, and
Table 1(i)] are for the case . = 40,5 = 1000, N = 6,09 =0,
and p1(1l — 1) = po yielding po = 0.0923, p;- = 6pg, and
p1 = po+p1o1 = p1/6+0.4. The value po = 0.0923 has been
chosen as follows. We find that with p; = 0 (or, equivalently,
with K; = 0), for CLRy = 109, the admissible offered total
CLP = 0 load is pp = 0.096. With this much CLP = 0 offered
load, even if we make K; = 1, CLRg exceeds 1077, Hence,
in order to permit some CLP = 1 traffic to be carried, we
work with pg = 0.0923.

The above comparison between PBS and PBS + PO has
interesting implications when we later discuss the optimal
operating points for the network. If the operating point is
such that the carried CLP = 1 traffic is small, then Kj is
small (for a given CLR;) and the two schemes viz. PBS and
PBS + PO are indistinguishable, whereas, if the operating
point chosen is such that substantial CLP = 1 traffic needs
to be carried, then K is large for the given CLR;, and it
may seem advantageous to use PBS + PO. In the numerical

~ results to follow, several other examples of PBS and PBS +

PO comparisons are provided.

For engineering the network, we can consider two poss1ble
scenarios: CLP — 1 traffic is uncontrolled or controlled. By
uncontrolled, we mean that the parameters of this traffic class
are unknown and we should, therefore, dimension the network
such that the CLR contract is met even if the CLP = 1 traffic
is flooding the network. In our arrival process model, this is
represented by cells arriving on all input links, on all slots.
Thus, in each arrival stream, CLP = 0 cells arrive only during

L



944

140 T T T T T T
PBS ©—
120 PBS+PO -
100 —
80 -
K,
60 -
.40 i
20 -
D
0 ! 1 1 , ] 1 1
0 0.2 0.4 0.6 0.8 1.2 14

P1; total offered CLP=1 Load

Fig-2. - Plot of maximum K; for given CLP = 1 load such that

CLRo <1072 with pg =-0.0923, N = 6,L = 40,5 = 1000, and

K =128.

Phase 1 of the MMBP process, whereas CLP = 1 cells arrive
in all other slots,1.e., the MMBP parameters are p; = pg = 1
and oy = 0. If we can choose K7 > 0 such that CLRy < 10~°
even under these. worst-case conditions, we can afford to admit
all the offered CLP = 1 trafficinto the network (although, of
course, not all of it will be carried).

‘We now show the necessity to control CLP = 1 traffic.
The CLP = 1 traffic may need to be controlled to guarantee
CLRy while accepting substantial CLP = 1 traffic. Indeed,
with - worst case CLP. = 1.1oad, we may not be able to find
K1 >0 such that CLRy < ¢p. Even if we can find such a
K3 >0, assuming worst case CLP = 1 load forces us t¢ make
a conservative choice for K which leads usually to a poor
QoS for the CLP = 1 cells, or insigniﬁcant CLP =1 carried
load.

- This point is. clear from Fig. 2 where we plot, for fixed
CLP = 0 load, the maximum value K, can take for each
CLP = 1 load such that CLRo < 10~%. Observe from Fig. 2
that if we do. not control CLP-= 1 traffic, we are forced to
choose K| = 10.On-the other hand,.if the offered CLP = 1
load were as small as 0.3 or 50, and-knowing this, we decide
to control CLP = 1 traffic to a maximum load of 0.3, then
we can afford a Ky = 23. The important assumption is that
we can control the. CLP = 1 traffic perfectly to ensure a load
of Iess than or equal to 0.3. The advantage of this larger Ky
together. with.controlled CLP.= 1 traffic can be seen from
Fig. 3, where we plot log(CLR1) versus the offered CLP =
1load, p1, for the uncontrolled case (i.e., K1 chosen with the
assumption of worst-case CLP = 1 traffic) and controlled case
(i.e.,. K7 chosen for each pi-assuming the CLP = 1 traffic is
exactly controlled to p;); the parameters are the same as in
Fig. 2. Fig. 3 shows that when. we control CLP = 1 traffic,
we can use a higher K1, and thus a CLR; of 10~% can be

achieved for'a CLP = 1 load of about 0.3, whereas, with

Ky =10 (the value for uncontrolled CLP = 1 traffic), CLR;
is worse than 10~* even for CLP = 1 loads smaller than
0.3.

Note that we- do not always obtam a value of K; even
as modest as. ‘ten, when . the network is dimensioned for
uncontrolled CLP = 1 traffic. For instance, in Fig. 4, we have
plotted, for a different set of traffic parameters, log(CLR1)
versus 1. (the total offered CLP = 1 load) for the system
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=6,K =128, L = 40,5 =.1000 sCLRo..< 10 9 and pg=0:0923.
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Fig. 4. | Plot of log(CLRy) versus offered CLP =1 load under PBS.for

N =9/K =128,L =100,5 =:2000 CLR0<1O —9 and pg = 0, 1071.
(1) K1 chosen for the CLP = 1 load controlled at py. (2) Ki =2 (CLP =
1 load uncontrolled)

with v@zorst case Ky (ie., tlle"uncontrolled‘Case), and for the
system with K7 chosen for each gy (i.e:, the controlled caSe)l.’
There fis a marked improvement in CLR; when the network is

dimensioned for controlled €LP =1 load in this case:since the

worst case K7 (corresponding to uncontrolled CLP = 1 traffic)
is equal to-two: If we do not control €LP-= 1 traffic; we ‘are
forced to work with K- | = 2;nomatter what the actual offered
CLP = 1 load. This gives us-tidiculously high CLR (> 10~ )
for CLP = 1 loads of around 0.3. ,
Having appreciated the importance. of controlled admrssron
of CLP =1 traffic, we now tutn:to the:problem-of - obtalnrng
engineering trade-off curves Xfor CLP:-=0 and CLP =1 traffic.
We assume now that CLP = 1 traffic is controlled and is
givena-QoS guarantee. The QoS again 1s in-terms of :the
CLR, CLRl < €1+ -Obviously; e > ey Wecompute the

rnaxn’num CLP = 1 throughput that can be handled for a given. k
CLP == 0 throughput; assuming that CLR requirements on both

the classes are tespected. We: carry~out this computation as
follows: We first find 09 max; the maximum CLP = 0 offered
load that provides a CLRg = 107° in the absence of any
CLP = 1 Joad. Then we fix CLP = 0'traffic at.pg (< pomax)
and CLP =
CLRg < €g; then we find CLRy. If this is greater than €1,
we reduce CLP = 1 load and redo the procedure. Obviously,

with a lower CLP = 1 traffic; CLRy reduces not only. because ,

the total offered load decreases but also because ‘we. now
can afford a larger K for the sarne CLRO requ1rements

1The values were very nearly the-same for both PBS and PBS:+ PO.

i Plot of log(CLR1) versus py, the total: offered CLP =1 Toad for -

1 traffic at;some 'p; and find K; such that
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Fig. 5. Plot of 71 max versus vo for CLRg < 10~ and CLR; < 10—*
with N = 6,L = 40, and S = 1000. (1) K =-128: (1a) PBS and (1b)
PBS + PO. (2) K = 64: (2a) PBS and (2b) PBS +PO.

For fixed pg, we repeat this till we find the maximum p;
such that CL.Ry < ¢¢ and CLR; < ¢;. This essentially involves
finding, for each fixed py, curves like those shown in Fig. 3
(with CLP = 1 traffic controlled), and then obtaining the
maximum value of p; (and K) for which CLR; = 1074,
~ Call this p1max(po). The corresponding throughputs of the
two classes are o (= po(1 = €4)) and ¥ max(Y0). In Fig. 5,
we have plotted v max (o) versus vy for CLRgy < 10° and
CLR; < 107 The traffic parameters are the same as in
Figs. 2 and 3. Two sets of curves are shown, one for K = 64
and the other for K = 128. Observe that the performance of
PBS + PO is different from that of PBS only when the carried
CLP = 0 load is small, i.e., when K is large.

The curves in Fig. 5 constitute an example of a set of
engineering trade-off curves that we have been seeking. From
these curves, one can determine how much of CLP = 0 traffic
needs to be “traded-off” in order to be able to carry a certain
amount of CLP = 1 traffic. For instance, we can observe that
at pg = 0.096 and K = 128, we can carry no CLP = 1 traffic,
whereas, when we reduce pg to about 0.075, we can carry a
CLP = 1 traffic of about 0.7, such that CLR requirements on
both classes are met. Since the loss requirements on CLP =
1 traffic are less stringent than that on CLP = 0 traffic, one
would often, though not always, expect that the increment of
CLP =1 traffic that the network is able to carry, as a result
of the trade-off, is greater than the corresponding decrement
in CLP = 0 traffic, as illustrated in our examples. Another
interesting observation is that these curves were concave in the
case we considered, implying that the trade-off has diminishing
returns. To illustrate, we consider (for K’ = 128) the increment

-in CLP = 1 carrying capability when pg is reduced from
0.096 to 0.075. This is about 0.7. On the other hand, if we
further decrease pq from 0.075 to 0.055, the CLP = 1 cartying
capability increases by less than 0.2. We expect this to be
a common feature of such engineering curves. The convex
hull of the trade-off curve (i.e., the region bounded by the
curve itself and the nonnegative coordinate axes) represents
the feasible region for the revenue maximization problem that
we consider next.

In the next section, we consider the choice of an operating
point on the engineering curve and the quantification of the

gain derived by the network through using the CLP capability.-

We formulate the problem of determining a “good” operating
point via a revenue maximization approach.
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III. REVENUE MAXIMIZATION

A large number of studies on the CLP capability have
been done using the network utilization as the criterion to
maximize. From a network standpoint, revenue is however
more important. Recalling that vy and 7, are the carried loads
of CLP = 0 and CLP = 1 traffic (yg++v; < 1, the normalized
output rate of the multiplexer), a natural form for the revenue
function is

Rop(v0,m) = avo + b

where a/b represents the proportionality factor between what
the network charges for CLP = 0 traffic versus CLP = 1
traffic. Observe that, since CLRy is very small (say 10™%), we
can take vg = py, hence v; < 1— pg, and a > b, the maximum
revenue we can ever expect i8 (& — b)pg max -+ b, Where pomaz
is the maximum CLP = 0 load that can be carried through a
buffer of size K with the requested QoS level in the absence
of CLP = 1 traffic.

We normalize prices to the price of CLP = 0; .i.e., we
take ¢ = 1. Then we find, for a given K, a given selective
discarding scheme and a given b (<a = 1), the maximum
revenue the network can obtain.

We now formulate the revenue maximization problem. The
first element of this problem is the curve 7y max (Vo) like
the one displayed in Fig. 5, giving the maximum CLP =
1 throughput as a function of 7y. Define v; max(0) = 771,
the maximum CLP = 1 load carried in the absence of
CLP = 0 load. Once we obtain the function -y; max(v0), we
can determine the optimal operating point depending on the
economic model we have. :

The next element of the formulation is the variation of
CLP = 1 demand with b, the CLP = 1 tariff”. We denote
this function by x;(b); i.e., z1(b) is the maximum possible
offered load of CLP = 1 when the price of CLP = 1 is b.
Since the CLR’s are very small (10~ or less), the carried
load is practically the same as the offered load; hence, we will
think of x;(b) as an achievable bound on the carried load of
CLP = 1. —

In this paper, we consider the following form of z(b)

l‘l(b) = Ab™°

where o > 0. In economic terms, —« is called the elasticity of
demand with price. As may be expected, demand for CLP =1
service decreases with increasing price; the decrease is steeper
for larger o.. Observe that Ay is the CLP = 1 demand when
b = a = 1, and reflects the fact that even though CLP = 0
service is priced the same as CLP =1 service, there is still
a CLP = 1 demand, because all CLP = 1 demand cannot be
satisfied by the CLP = 0 service. The point here is that all
the CLP = 1 demand cannot shift to CLP = 0, as the network
cannot carry that much CLP = O traffic.

2Strictly speaking, we also ought to consider the variation of demand for
CLP = 0 service with a, but, since 7o max is very small for bursty CLP =
0 traffic, we expect the demand of CLP = 0 traffic to be always more than

Y0 max-

P
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TABLE I
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" MAXIMUM' REVENUE AND OPTIMUM POINT FOR VARIOUS b (o ="0); CASE (@ :
N =86,L = 40,5 = 1000, K = 128, Ay >’)/1,CASE(11) N—6L>OS_OR __128

' ) : Case (1), PBS - Case (i), PBS+PO Case (11)_, PBS .

b a=1:0 R* ] Po P1 K1 R* Po l £1 K1 R* Po £1 g K1
=0 0.096 10096 | O 0 0096|0096} 0 0 7094|084 0 | 0
5=0.05 | 0.111]0081 | 0.6 | 53 {0.111|0.081 | 0.6 | 53 [ 094 |094| -0 0.
b=0.1 015 [ 0.075]072| 76 | 0.15 | 0.062 | 6.87 ] 125 | 0.94 | 0.94 | -0 0
5=0.015 | 0.19 [0.062 | 0.84 [ 99| 0.19 | 0.062 | 0.87 | 125 | 0.94 | 0.94 | -0 0
b=0.2 023 10.062]084.| 99 | 024 | 0.062 {087 {125 {0.94 094 0 0
5=0.25 027 [0.049] 09 {114 028 -1 0.062|{ 0.87 | 125 |-0.94.1 0.94| 0 | 0
5=0.3 032 10049 | 0.9 | 114 033 | 0.040| 092|128 | 0.94 | 094 O 0
b=0.4 0.41 10049 | 0.9 {114 042 | 0049|092} 128 1 0.94 1 094]. 0 {0
b=0.5 0.5 [0.049] 08 [114] 0.51 | 0.049 092|128 10940940 | 0
b=0.7 0.69 0 098 1128 | 0.69 | 0.049 | 0.92| 128 10941094 {0 4 0.
5=0.9 0.88 0 0.98 | 128 | 0.88 0 0.98 | 128 0.95 | 0.77 1 0.20 | 120
b=1.0 | 0.98 0 0.98' 1 128 0.98 0 0.98 1128 | 0.98'| 0| 0.98 128

-~ With the above elements, the revenue maximization problem
becomes

max R =5+ by

Y051
subjectto - 0 S Yo £ Y0 max

OS Y1 S miﬂ(% max(’YO))xl(b))~

Several cases of the CLP =1 demand constraint can- arise.
1) Case I:'21(b) = A; (i.e, a=0)and A; > 77
2) Case I': z1(b) = A; and A <A7.
3) Case 2: z1(b) = A1b~/2 (ie., elasticity = 1/2) and
Ay <A1 :
4y Case 3: z1(b) =
Al <710 :
5) Case 4: a>0,4; > 771.
Observe that Cases 1 and 4 correspond to no demand
constraint on the problem; the network will get as much CLP
= 1 traffic as it wants. Case 1’ yields a price independent

A1b72 (e, elasticity = 2) and

_CLP = 1 demand: less than the maximum CLP = 1 traffic

that can be carried. Cases 2 and 3 correspond to the situation
where demand for CLP = 1 service decreases with price (more
steeply for &« = 2), and for b = a = 1, the demand is less than
the maximum CLP = 1 load that the network can carry.

For the parameters as in Figs. 1-3 and 5, Fig. 6 shows
revenue optimization results for the CLP = 1 demand curve
of Case 1 (o = 0); the optimal revenue (denoted by R*)
is plotted versus the CLP = 1 price b. These curves should

‘be understood in the light of the following discussion. Note

that the revenue optimization problem is that of maximizing
a linear objective function over-a convex constraint set. For
small ‘b, the slope of the objective function is larger than
the slope of v max (7o) at (Y0 = Yomax,71 = 0); hence, as
b increases from zero, initially the operating point stays at
(Y0 = Yo max,¥1 = 0); for further increase in b the operating
point moves up the engineering curve with 4y > 0.and ;> 0.
If o =0 and" A4; >77 (Case 1), the demand constraint is
never operative, and; as b increases, finally there is a value of
b beyond which the operating point is (v =0,y = 71), and
then the optimal revenue increases linearly with 6. If o = 0 and

Ay <77 (Case 1), for large enough b the operating point “gets

stuck” at (751, (A1), A1), and the optimal revenue increases

2 -
oo X1 o 7
osl S v k 1
0.7 o L T
0.6 : : TN T T B

04 . e e SEi
sl . : e : S
ool 7 LR R i ER
0.14 ' S 1 EEE R
0 L ks e

0 0.2 04 e s e
. <o b, CLP=L price: Lt

Fig. 6. | Plot of maximum revénue R* vetsus LR = 1 price; b for the case
a:OVrth[i—128N——6L_4OS_1000a_1andA1>fyl'
(1) PBS, and (2) PBS + PO. : e

linearly with b beyond this point Thus,i for.o = 0, the revehue

i always maximized for b= 1.

From Fig. 6, we observe that for every b the revenue. is
very close to the bound (a — b)po rmax + b that we obtained
earlier, Table I gives the optimum operating point (in terms of
offered loads) and the corfesponding revenue for two cases, as
a function of b (again, with.a = 1). Cagse (i) is for the traffic
parameters in Fig. 6. Observe that the operatlng points for the
same b can be considerably different for PBS and PBS + PO.
Case (11) is for a source that is-always. in. Phase 1 G.e., both
CLP = 0 and CLP =1 per-input link traffic is Bernoulli and
hence, nonbursty) In this case, there is not much improvement
in the revenue due to an increase in b. This is because CLP =
0 trafﬁc is not: bursty in .this case:

The| gain in revenue due to mtroducmg CLP =1 trafﬁc

depends on the values of @ and b. If @ is not much greater

than b our operating point has .a high pi-and. po < 00 max
and there is an appreciable improvement in-the revenue . when
compared with single-class operation. Observe this in. Table.L
(Sometrmes this gain could be even greater than that obtained
by increasing. the buffer size w1th0ut addmg CLP = 1 traffic;
for example Fig. 5:shows that 1f K:ds increased from. 64
to 128, the increase in Yo inax 1S only from.0. 072 to 0.096.

A better improvement -could: probably - be -achieved. through :

using the CLP capablhty) On the other hand, if ‘the ratio
a/b is very large, the operating point has a very low py and
00 10 max, - and. we might not-be: ables to -gain much .in
revenue by introducing CLP =1 cells. .
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0 0.2 04 5 06 0.8 1

Fig. 7. Plot of optimum revenue R* and corresponding CLP = 0
load 7o versus CLP = 1 price b for price-dependent CLP = 1 load;
N =16,L =40,5 = 1000, = 128,¢ = 1, and A; = 0.2.

Furthermore, from Fig. 6 as well as Table I, it is clear that
the total revenue obtained using the PBS scheme is nearly the
same as that obtained using PBS + PO, hence, PBS, being
simpler to implement, should be preferred.

Recall that Fig. 6 is for the demand-price functlon with
o =0and A; > #;. If we do the same optimization problem
with demand curves 0.2b71/2 and 0.2b~2, we get the optimal
revenue curves, R*, in Fig. 7; also shown are the values of v
at the optimal operating point for each b.

As explained above, for b = 0, the operating point is at
(Yo = Yomax,71 = 0) and the demand constraint is not
operative. As b increases, the operating point moves up along
the ‘engineering curve (and behaves just like for « = 0 in
Fig. 6) until the demand constraint becomes operative. This
happens at b = 0.1 for & = 1/2 and at b = 0.46 for o = 2,
in our example (Fig. 7). Beyond this value of b, the demand
for CLP = 1 further reduces and the operating point retraces
its path along the engineering curve. For o < 1, analysis has
shown that the revenue will continue to increase, and when
o > 1, the revenue may decrease after a point; it can be argued
that for & > 1, and for very bursty CLP = 0 traffic, the revenue
will be optimized for b < 1.

We observe from Fig. 7 that, unlike in F1g 6, the carried .

CLP = 0 load at the revenue maximizing operating points is
a substantial fraction of ~o. This is because in order for the

_revenue to be maximized for small values of ~y the value of
b has to be large, but for large b the demand for CLP = 1
also reduces. Furthermore, there is significant improvement in
network revenue if CLP = 1 service is introduced provided it is
priced correctly and the network is appropriately engineered.
Finally, we note that this formulation yields nondegenerate
results (in general) as the operating point is quite sensitive to
the demand versus price function for CLP = 1 traffic; as per
Fig. 7, for 21(b) = 0.2b=/2, the optimal operating point is
(70 = 0.093,71 = 0.2), whereas, for z1(b) = 0.262, the
optimal operating point is (o = 0.0491,v; = 0.9).

IV. CoNCLUSION

We have studied the efficacy of using the CLP bit to
carry traffic streams with differential QoS requirements, in
an attempt to maximize network revenue. A single ATM
multiplexer with PBS or PBS + PO is studied as a test case.
The revenue is quantified by a linear revenue function of the

947

form a~yy + by, where 7o and ~; are the carried loads of the
CLP = 0 and CLP = 1 traffic.

If the multiplexer is engineered for uncontrolled CLP = 1
traffic without QoS constraints theén the PBS limit K has to
be set for the worst case. Then CLP = 1 cell loss ratio is very
poor and it would be expected that /b is large. In this case,
there is no appreciable revenue gain in adding CLP = 1 traffic.
On the other hand, if CLP = 1 traffic obeys a traffic contract,
and demands a QoS (CLR; > CLRy) then it can be expected
that /b is not too large and some CLP = 0 load can be traded
off for carrying CLP = 1 load, resulting in an overall increase
in revenue. We have demonstrated this using a simple demand
versus price formulation for CLP = 1 traffic. We find that the
optimal operating point for the network is quite sensitive to the
form of the demand versus price function for CLP = 1 traffic.

We have provided the CLP = 0 versus CLP = 1 trade-
off curves, which, in conjunction with more sophisticated
economic models, can be used to determine optimal network
operating points.

APPENDIX A
THE ARRIVAL PROCESS

We considered a simple model for cell arrivals, that cap-
tures the bursty nature of the cell arrival process. The ATM
multiplexer (or the output queue of an ATM switch) receives
cells from N independent ATM links. We model the arrivals
from each link as a two-phase Markov modulated Bernoulli
process (MMBP), and refer to these component processes as

“substreams.”

Let T' denote the cell transmission time on the output link.
We observe the arrival and queue length processes at the
epochs ¢, = nT,n = 0,1,2,--., which are potential service"
completion epochs of a cell at the queue. Phase changes in the
arrival process occur at ¢ and cell arrivals (governed by the
phase at t}) occur over the interval (t,,%,.41].

Furthermore, let I; ,, denote.the phase of the arrival process
on substream i at t,, i.e., I;, is the phase that governs the
arrivals from the stream ¢ in the interval (t,_1,t,]. (I, » € 0,1
forn = 0,1,2---, and 4 = 1,2---,N). We refer to the
two phases as Phase 0 and Phase 1. {I;,} is a discrete
time Markov chain (DTMC) on the state space {0,1}, with
transition probabilities

PI‘Ob(Iierl = 1lIi,n = O) =1- PI‘Ob(IiWkH = Olli,n = 0)

=l-«
PI‘Ob(L"n_H :O'-[i,n = 1) =1- Pl’Oib(Ii,n_H = ”Ii,n = l)
=1-8.

So Phase O (respectively Phase 1) has a length which is geo-
metrically distributed with mean S = 1/(1 — «) (respectively
L =1/01-p)

The arrivals on each substream may be of CLP = 0 or
CLP = I type. We denote the number of CLP = 0 and CLP =
1 cell arrivals on substream 4 in (t,—1,¢,] by Jo, ,, and Jq ; p,
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respectively. The cell arrival probabilities for each class are

Prob(Jo,im = 1[lin = 1) =1 — Prob(Join = 0lLin = 1)

=p1o1 - ,
Prob(Jo s = 1I;,, = 0) =1 = Prob(Jy; n = O|L;, = 0)
: ; =Pooo
Prob(Jiin =11;n = 0) =1 = Prob(J1,in = 0|L; , = 0)
‘ ?Po(l ~ o)
Prob(Ji;im =Wl n=1)=1—=Prob(Jy;, =0|L, =1)
' =pi(l - o1)

Jiin X Josn =0.

Let A, (réspectively ©,,) denote the number of CLP = 0
(respectively CLP = 1) arrivals in (¢,,_1,%,] and let ¥, denote
the number of input lines that are in Phase 1 during (¢,_1, ty].
It follows that '

s

I
[]=

-

0,i,n

.
I
i

&
I
[-]=
<

1,4,n

i
-

Il
MZ
My

s
Il
-

Y,

-

It is clear that {Y,} is a DIMC, with state space
{0,1,---,N}.

. APPENDIX B
ANALYSIS OF PARTIAL BUFFER SHARING

Let X,, be the number ‘of :cells in the queue at #,. This
number-includes the cell (if any) that is being transmitted in
[tr, tng1). Furthermore, a cell that arrives in (¢, t,1 1] cannot
go into service before t,,;. We assume that a cell cannot
occupy the head of line position in the queue unless it is being
transmitted. " We also assume that if X,, < K, the CLP = 0 and
CLP = 1 arrivals in (¢,,%, 1] are treated impartially (as many
of them are accepted as the overall buffer permits) whereas
when X,, > Ky, no CLP = 1 arrival in (¢, t,11] 18 accepted.

‘Hence

Xn+1 = min[K -1, {Xn - 1}+ —{—An+1 + ®n+1 X I(Xn<K1)]
{(Xn,Y,)} is a DTMC. The DTMC has a state space of
cardinality K x (N+1); (X, takes values in {0,1,---, K —1}
and Y, takes values in {0,1,---,N}). The single-step
transition matrix of the DTMC is, therefore, a square matrix
of size K (N +1). We index the state space {(0,0),(0,1),: -,
(0,N),(1,0), -, (K,0),(K,1), -, (K,N)} in lexico-
graphic order. The transition probability matrix P can be
partitioned into /% square matrices each being of size (N +1).
Considering " this block-partitioned matrix, the block (i,9)
corresponds to all transitions from (¢,y1) to (4,92).
Let Gy, k € {1,2-.

elements are given by:"

[Grlij = Prob(Any1 + Onps =k, Yay1 = j|Y;, = 9).

-, N} be a family of matrices whose
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Let A,k € {1,2,---

SN} be a family of matrices whose
elements are given by :

[Ax)i,; = Prob(Apys =k, Yog1 = |V, :Z)

Thcﬁ the transition - probability matrix cof the DTMC
{(Xn,Y )} is given by :

GK1 1

rGo Gi CGr-10 ]
Go Gi Gry-1 " Gro1t
0 G o Gra o Gy
po| i L
0 - 0 Gy e Gior i1
o ... ... 0 ‘ AO,: AK—1,K1
Lo o0 0 Ay Agixal
-where R :
Gro1i=. Y G
K=
AKél,'i = Z Aj.:
=R

Likewise, we also’ partition the eigenvector 7 that solves
m = «P, into K vectors each of length N + 1. We refer to
the 4th! vector in this partition of - as. m;.

We solve for the stationary probability vector © that satlsﬁes
= 7rP _using the block Gauss-elimination (BGE) technique.

In Gauss elimination, we solve-for vector z that satisfies z =

zR, where R is a matrix; by successwely eliminating elements

of (see [7D. In -BGE (also:see [10]), ‘we .eliminaté -the

segments 7r;, starting with 7. Using probabilistic arguments,

we can show that this method' is :stable. Gl i
We then construct the matrices H (m, l), 0<m <1< N,

whose elements are given~by~ o S

H(m, D]z —Prob( 1= m,@nH —lem
Yn—l—l _.7|Yn —7/) S ‘

So, [H(m,1)];; is the probability that j substreams are in
Phase 1 during (t,,,%,41) and there are [’ ¢ell arrivals in this
interval, of which m are of type CLP =0, conditioned on %
substreams bemg in Phase 1 durmg the interval (tn is t 3

Computation of CLRg and CLR1 ‘

We have two cases to consider: 1) K1 + N> K and 2)
Ky + N < K.

Case 1: Here, we need the matrices -7 (m, n) which corre-
spond to the probability of having m CLP = 0 arrivals in a
total of n arrivals in one slot..'We'also need to know the class
of the:cell in each of the n'p()sitions within.the batch. Here;
we assume that the pos1t10n of a cell arriving in a-batch.of
size n, is uniformly drawn from' values 1 to n; irrespective of

the class of the cell. Then, we, calculate €,the rate of blocked -

0
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CLP = 0 cells as follows:
Ki—1

Y S S k-0
’LKN+1_] K+1—ir=1 J
—I—Z Z mA; 101+ § — K)

i=K; j=K+1—1

where 1 denotes a column vector of all 1’s.

Case 2: Here, the computation is much simpler. We need
to know only the matrices A,, corresponding to the probability
of n arrivals of CLP = 0 cells in one slot. The rate of blocked
CLP = 0 cells is given by

ZZ%

i=K—N+1j=K+1—¢

16+j5-K).

£ =

Once we know &, the throughput of CLP = 0 cells is given
by pg —e. The throughput of CLP = 04+ CLP = 1 cells is
simply 1 — 7w - 1. Hence, we can compute the loss rates of
both streams.

APPENDIX C
ANALYSIS OF PBS + PO

It is obvious that the process of total number of cells in
the system (CLP = O or CLP = 1) does not change if PO
is introduced (see also [9]). Hence, the stationary probability
vector = for the total queue length is the same as with pure
PBS. Further, the total cell loss process (process of lost CLP =
0 and CLP = 1 cells) also does not change. Since we already
have the total rate of cell loss from the “pure” PBS analysis,

~ it suffices to compute the cell loss rate of one of the classes

with PBS + PO.
Define x., as the state of the queue at epoch ¢,,,7 > 1. The
state here comprises the following:

1) the number of cells in the queue;

2) the class of each cell in each position in the queue, i.e.,
CLP = 0 or CLP = 1;

3) the details of the batch of cells that arrived in (¢,-1, tn]
(number of cells that arrived and class of each cell);

4) the phase of the arrival process.

Clearly, {x»} is a DTMC. Assume that we have the
stationary version of the DTMC. Let w = (xo,Xx1,:"-) be
a sample path of this DTMC. Let (x4, Xn+1, - ) denote the
number of CLP = 1 cells that arrived in (,,,t,.1] that leave
the system after getting successfully served. It is clear that this
is just a function of (Xn, Xn41 " -)-

We wish to compute

m 1 o
N—%OONZ¢(XMXH+1,”‘)
n=0

as this is the rate of successfully served CLP = 1 cells, i.e.,
the CLP = 1 throughput.

But {x,} is a stationary, ergodic process and therefore, by
Birkhoff’s strong ergodic theorem (see [4]), the above limit
exists, and = E,[¥(x0, X1, - )] W.p. 1, where v denotes the
stationary law of the process {x,}; note that, as observed
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at the beginning of this section, the marginal distribution of
(X,Y) under v is just the 7 in Appendix B.

Recall that the last CLP = 1 cell in the queue gets pushed
out. Consider the arriving batch of cells, and view them as a
sequence of arrivals each with a class indicator. Consider a
CLP = 1 cell in this batch of arrivals. After this batch joins
the end of the queue, whether or not this CLP = 1 cell gets
eventually served depends only on the following:

1) its position, say ¢ in the queue (the classes of cells in

front of it does not matter);

2) the number of CLP = 0 cells, say n, behind this CLP

=1 cell

3) the phase of the arrival process.

. We now turn to the computation of E,(¥(xq,X1," "))
From Observation 1) above, and with a slight abuse of
notation, we have

= P((Xo, ¥0), X1, X2, )

Define 3(¢) as a column vector whose jth component is
[E(Z)]J = E(w((XO = 7:7YO = j)aleXZa o )

ie., [2(4)];) is the expected number of CLP = 1 cells arriving
in (0, 1] that leave the system after getting successfully served
if, at time zero, there are i cells in the buffer and j of the
arrival processes are in Phase 1.

As observed earlier, under the stationary law for {x,}
induced by v, (XO,YO) has the probability measure w. It
follows that

EV(lp(XO?le te

w(X07X17X27 t )

D) =Y w6 HIEE)];-
(4,5)

Let s(i,m,m) = Prob[CLP = 1 cell in position ¢ in the
queue, with n CLP = 0 cells behind it, and arrival process in
phase m, eventually gets served].

We can compute $(Z,n, m) recursively using the following
algorithm: The cell in the service position cannot be pushed
out, it follows that for 0 < n < K —-1,0 < m <
N, s{1,mn,m) = 1. Furthermore, recalling the definition of the
CLP = 0 arrival matrices A, (defined in Appendix B), it is
clearthat for 2 < i< K, 0<n< K —-iand0<m <N

min(N,K —(n+1))
s(i,n,m) = [Ar]imas(GE—,n+7,0).
r=0

Define, for 1 < ¢ < K,0 < n < K — i, vectors S(i,n)
whose kth component is s(i,7n, k).

Then, it is easily seen that

j min(K—(i+n),r—j-+1)

B N T Sy

r=1 j=1 =1 u=l
SSi+u—1,r—u—-(j-1))

(20)65n)
;)
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Owing to our assumption that cells arriving in a service slot
cannot occupy the ‘service position in that slot (even if the
server. is. idle)

CB0) =2(1).
Hence, using the notation introduced in Appendix B, we finally
' get ' .

'K1+N 2

- % we

which yields the CLP = 1 throughput. As discussed earlier,
we can obtain, from this, the individual CLP = 0 and CLP =
1 cell loss ratios.

EW(w(XD»Xia' +7T02( )
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