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Abstract—In this paper, we are concerned with Zak transform-
based orthogonal time frequency space (Zak-OTFS) modulation
in a multiple-input multiple-output (MIMO) setting with multiple
antennas at the transmitter and receiver. We consider the
problem of input-output (I/O) relation estimation and signal
detection in MIMO-Zak-OTFS. Our contributions in this paper
are as follows. First, we derive the system model for MIMO-
Zak-OTFS. Next, we propose an I/O relation estimation scheme
for MIMO-Zak-OTFS in a model-free framework. We evaluate
the mean square error (MSE) performance of the proposed
estimation scheme in Veh-A channel model with fractional delays
and Dopplers, for different delay-Doppler (DD) pulse shaping
filters, namely, sinc, Gaussian, and Gaussian-sinc filters. Gaussian
filter is found to offer better MSE performance compared to sinc
and Gaussian-sinc filters, because of the very low side lobes in
Gaussian filter. Further, we assess the MIMO-Zak-OTFS signal
detection performance using the estimated I/O relation. In this,
Gaussian-sinc filter is found to achieve better bit error rate (BER)
performance because of the good balancing characteristics of its
main lobe and side lobes. We also show that a low-complexity
local search based algorithm improves the minimum mean square
error (MMSE) detection performance of MIMO-Zak-OTFS.

Index Terms—Zak-OTFS, MIMO, delay-Doppler domain,
pulse shaping, I/O relation estimation, signal detection.

I. INTRODUCTION

High-mobility scenarios and higher frequency bands of
operation are expected to be prominent in next generation
wireless communication systems, resulting in large Doppler
spreads of the channel. For such highly time-selective chan-
nels, current multicarrier based modulation schemes are found
to be inadequate. Orthogonal time frequency space (OTFS)
modulation, a delay-Doppler (DD) domain modulation, has
been shown to offer robust performance in doubly-selective
channels [1]-[5]. In OTFS, information symbols are multi-
plexed in the DD domain and transformed to time domain
for transmission. In multicarrier OTFS (MC-OTFS) [1]-[5],
this transformation is carried out in two steps, viz., inverse
symplectic finite Fourier transform for DD domain to time-
frequency (TF) domain conversion followed by Heisenberg
transform for TF domain to time domain conversion. In Zak
transform-based OTFS (Zak-OTFS) [6]-[10], the DD domain
to time domain conversion is carried out in a single step using
inverse Zak transform. Compared to MC-OTFS, Zak-OTFS
has been shown to be more resilient over a larger delay and
Doppler spreads [7],[8].
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The basic information carrier in Zak-OTFS is a quasi-
periodic DD pulse [6]-[8]. A DD domain pulse shaping filter is
used at the transmitter to limit the bandwidth and time duration
of transmission. Commonly used pulse shaping filters include
sinc, root raised cosine, Gaussian, and Gaussian-filters [7]-
[15]. Input-output relation estimation and signal detection are
two important tasks at the Zak-OTFS receiver. In the Zak-
OTFS literature, these receiver tasks have been considered
in a single-input single-output (SISO) setting [7],[11]-[15].
For example, performing I/O relation estimation task using
model-dependent and model-free approaches have been con-
sidered [7],[11],[12],[15]. Likewise, the signal detection task
using minimum mean square error (MMSE) based and local
neighborhood search based approaches have been considered
[7],[11],[12],[14],[15]. Zak-OTFS I/O relation estimation and
signal detection in a MIMO setting has not been reported,
which remains the focus of this paper. Our contributions in
this paper can be summarized as follows.

• First, we derive the system model for MIMO-Zak-OTFS.
• Next, we propose an I/O relation estimation scheme

for MIMO-Zak-OTFS in a model-free framework. We
evaluate the mean square error (MSE) performance of
the proposed estimation scheme in the vehicular-A (Veh-
A) channel model with fractional delays and Dopplers
[17], for different DD pulse shaping filters, namely, sinc,
Gaussian, and Gaussian-sinc filters. Gaussian filter is
found to offer better MSE performance compared to sinc
and Gaussian-sinc filters, because of the very low side
lobes in Gaussian filter.

• Further, we assess the MIMO-Zak-OTFS signal detection
performance using the estimated I/O relation. In this,
Gaussian-sinc filter is found to achieve better bit error
rate (BER) performance because of the good balancing
characteristics of its main lobe and side lobes.

• We also show that a low-complexity local search based
algorithm improves upon the minimum mean square error
(MMSE) detection performance of MIMO-Zak-OTFS.

II. MIMO-ZAK-OTFS SYSTEM MODEL

In this section, we first present the Zak-OTFS system model
in a SISO setting and extend it to a MIMO setting. The block
diagram of Zak-OTFS transceiver in a SISO setting is shown
in Fig. 1. The basic information carrier in Zak-OTFS is a
quasi-periodic DD domain pulse localized in a fundamental
DD period, defined by a delay period τp and a Doppler period
νp such that τpνp = 1. The fundamental DD period is defined



Fig. 1: Block diagram of Zak-OTFS transceiver in a SISO setting.

as D0 = {(τ, ν) | 0 ≤ τ < τp, 0 ≤ ν < νp}, where τ and
ν represent the delay and Doppler variables, respectively, and
τpνp = 1. A quasi-periodic DD domain pulse, when viewed in
the time domain, is a pulsone which is a time domain pulse
train modulated by a frequency tone. The delay period τp
is divided into M delay bins and the Doppler period νp is
divided into N Doppler bins, and MN information symbols
are multiplexed on MN DD pulses located at these MN DD
bins. M and N are chosen such that MN = BT , where B
and T are the bandwidth of transmission and time duration
of a Zak-OTFS frame. That is, the resolution along the delay
axis is ∆τ = 1

B =
τp

M and the resolution along the Doppler
axis is ∆ν = 1

T =
νp

N . In order to limit the bandwidth and
time duration to B and T , respectively, a DD domain pulse
shaping filter is used at the transmitter. Figure 1 depicts the
block diagram of the Zak-OTFS transceiver.

The information symbols x[k, l]s, k = 0, · · · ,M −
1, l = 0, · · · , N − 1 are drawn from a mod-
ulation alphabet A. The DD grid on which these
MN information symbols are multiplexed is given by
Λdd

∆
=

{(
k
τp
M , l

νp

N

)
| k = 0, · · ·,M − 1, l = 0, · · ·, N − 1

}
.

The x[k, l]s on Λdd are encoded as quasi-periodic discrete DD
information as xdd[k+nM, l+mN ] = x[k, l]ej2πn

l
N , n,m ∈

Z, which is converted into a continuous DD signal by mount-
ing on a continuous DD domain quasi-periodic impulse train,
resulting in

xdd(τ, ν) =
∑
k,l∈Z

xdd[k, l]δ (τ − k∆τ) δ (ν − l∆ν) , (1)

where δ(·) denotes Kronecker delta function. Note that
xdd(τ, ν) is also a quasi-periodic with period τp and νp along
the delay and Doppler axes, respectively, i.e.,

xdd(τ+nτp, ν+mνp) = ej2πnντp xdd(τ, ν), ∀ n,m ∈ Z, (2)

The signal xdd(τ, ν) is then time and bandwidth limited by
filtering through the Tx DD domain filter wtx(τ, ν), to obtain

xwtx

dd (τ, ν) = wtx(τ, ν) ∗σ xdd(τ, ν), (3)

where ∗σ denotes the twisted convolution1 operation. The time
domain signal for transmission is obtained using inverse Zak
transform as

std(t) = Z−1
t (xwtx

dd (τ, ν)) =
√
τp

∫ νp

0

xwtx

dd (t, ν)dν. (4)

1Twisted convolution operation between two DD functions a(τ, ν) and
b(τ, ν) is defined as a(τ, ν) ∗σ b(τ, ν) =

∫∞
−∞

∫∞
−∞a(τ ′, ν′)b(τ −

τ ′, ν − ν′)ej2πν′(τ−τ ′)dτ ′dν′. Twisted convolution operation preserves
quasi-periodicity.

The transmitted signal passes through the channel having P
paths whose impulse response in the DD domain is given
by h(τ, ν) =

∑P
i=1 hiδ(τ − τi)δ(ν − νi), where hi, τi, and

νi are the channel gain, delay, and Doppler of the ith path,
respectively. The received time domain signal is given by

rtd(t) =

∫ ∫
h(τ, ν)std(t− τ)ej2πν(t−τ)dτdν + n(t), (5)

where n(t) is the additive white Gaussian noise (AWGN). Zak
transform is used to convert the received time domain signal
to DD domain as ydd(τ, ν) = Zt(rtd(t)), i.e.,

ydd(τ, ν) =
√
τp

∑
k∈Z

rtd(τ + kτp)e
−j2πνkτp + ndd(τ, ν), (6)

where ndd(τ, ν) = Zt(n(t)) is the noise in DD domain.
Next, ydd(τ, ν) is filtered through the Rx DD domain fil-
ter wrx(τ, ν), which is matched to the Tx DD filter, i.e.,
wrx(τ, ν) = w∗

tx(−τ,−ν)ej2πτν . The output of the Rx DD
filter is given by ywrx

dd (τ, ν) = wrx(τ, ν) ∗σ ydd(τ, ν), i.e.,

ywrx

dd (τ, ν) = heff(τ, ν) ∗σ xdd(τ, ν) + nwrx

dd (τ, ν), (7)

where heff(τ, ν) is the effective continuous DD channel (con-
sisting of the cascade of the Tx DD filter, physical DD channel,
and Rx DD filter), given by

heff(τ, ν) = wrx(τ, ν) ∗σ h(τ, ν) ∗σ wtx(τ, ν), (8)

and nwrx

dd (τ, ν) = wrx(τ, ν) ∗σ ndd(τ, ν) is the filtered AWGN
in DD domain. The DD signal ywrx

dd (τ, ν) is sampled on the
information lattice, resulting in the discrete quasi-periodic DD
domain received signal ydd[k, l] as

ydd[k, l] = ywrx

dd

(
τ =

kτp
M

,ν =
lνp
N

)
, k, l ∈ Z, (9)

which is given by

ydd[k, l] = heff [k, l] ∗σd xdd[k, l] + ndd[k, l], (10)

where the ∗σd in (10) is twisted convolution in discrete DD
domain, i.e.,
heff [k, l] ∗σd xdd[k, l] =

∑
k′,l′∈Z

heff [k − k′, l − l′]xdd[k
′, l′]

ej2π
k′(l−l′)

MN , (11)

where the effective channel filter heff [k, l] and filtered noise
samples ndd[k, l] are given by

heff [k, l] = heff

(
τ =

kτp
M

,ν =
lνp
N

)
, (12)

ndd[k, l] = nwrx

dd

(
τ =

kτp
M

,ν =
lνp
N

)
. (13)



Due to the quasi-periodicity in the DD domain, it is sufficient
to consider the received samples ydd[k, l] within D0. The
ydd[k, l] samples are written in a vector form and the end-
to-end DD I/O relation is written in matrix-vector form as

y = Heffx+ n, (14)

where x,y,n ∈ CMN×1, such that their (kN+ l+1)th entries
are given by xkN+l+1 = xdd[k, l], ykN+l+1 = ydd[k, l],
nkN+l+1 = ndd[k, l], and Heff ∈ CMN×MN is the effective
channel matrix such that

Heff[k
′N + l′ + 1, kN + l + 1] =

∑
m,n∈Z

heff [k
′ − k − nM,

l′ − l −mN ]ej2πnl/Nej2π
(l′−l−mN)(k+nM)

MN , (15)

where k′, k = 0, · · · ,M − 1 and l′, l = 0, · · · , N − 1.

A. MIMO-Zak-OTFS system model

In this subsection, we extend the SISO Zak-OTFS system
model in the above to a MIMO setting as follows. Consider
a spatially multiplexed MIMO-Zak-OTFS system with nt

antennas at the transmitter and nr antennas at the receiver
as shown in Fig. 2, with nr ≥ nt. Let hqp (τ, ν) denote
the impulse response of the channel in DD domain between
pth transmitter antenna and qth receiver antenna. Assuming
that there are P paths between each pair of transmit and
receive antennas, hqp (τ, ν) can be written as hqp(τ, ν) =∑P

i=1 hqpiδ(τ − τqpi)δ(ν − νqpi), where the ith path between
the pth transmit antenna and qth receive antenna has delay τqpi,
Doppler νqpi, and fade coefficient hqpi, where p = 1, · · · , nt,
q = 1, · · · , nr, and i = 1, · · · , P . The effective channel
between pth transmit antenna and qth receive antenna is given
by the cascaded twisted convolution operation as follows:

heff,qp(τ, ν) = wrx (τ, ν) ∗σ hqp (τ, ν) ∗σ wtx (τ, ν) . (16)

Using (10), the discrete DD domain received signal at the qth
receiver antenna is given by

ydd,q [k, l] =

nt∑
p=1

heff,qp [k, l] ∗σdxdd,p [k, l]+ndd,q [k, l] . (17)

Vectorizing the above relation, we obtain

yq =

nt∑
p=1

Hqp xp + nq, (18)

where yq , xp and nq are MN×1 vectors and Hqp is a MN×
MN matrix. Concatenating these received signal vectors, we
can write

y1

y2

...
ynr


︸ ︷︷ ︸
yMIMO

=


H11 H12 . . . H1nt

H21 H22 . . . H2nt

...
...

. . .
...

Hnr1 Hnr2 . . . Hnrnt


︸ ︷︷ ︸

Heff,MIMO


x1

x2

...
xnt


︸ ︷︷ ︸
xMIMO

+


n1

n2

...
nnr


︸ ︷︷ ︸
nMIMO

,

(19)

resulting in a vectorized I/O relation for MIMO-Zak-OTFS as

yMIMO = Heff, MIMO xMIMO + nMIMO, (20)

where yMIMO, nMIMO ∈ CnrMN×1, xMIMO ∈ CntMN×1and
Heff, MIMO ∈ CnrMN×ntMN . Assuming that the receive antennas
are to be sufficiently placed apart, the noise vectors at different
receive antennas are independent of each other, i.e.,

CnMIMO = E
[
nMIMOn

H
MIMO

]
=


Cn1

0 . . . 0
0 Cn2

. . . 0
...

...
. . .

...
0 0 . . . Cnr

 , (21)

where Cnq
= E

[
nqn

H
q

]
for q = 1, · · · , nr.

III. PROPOSED I/O RELATION ESTIMATION AND
DETECTION FOR MIMO-ZAK-OTFS

The vectorized I/O relation of MIMO-Zak-OTFS in (20) can
be used to perform I/O relation estimation and signal detection.
In that direction, we propose a I/O relation estimation scheme
for MIMO-Zak-OTFS and a low-complexity local search based
algorithm for signal detection.

A. I/O relation estimation

In this subsection, we present an I/O relation estimation
scheme for MIMO-Zak-OTFS. We use exclusive pilot frames
for I/O relation estimation. An exclusive pilot frame is sent ev-
ery spatial coherence interval. The I/O relation is read off from
the received pilot frame. The estimated I/O relation is used for
signal detection in data frames sent in the same coherence
interval. We illustrate the proposed I/O relation estimation
scheme for a MIMO-Zak-OTFS system with nt = nr = 2
as follows. The pilot symbol is placed at location (kp, lp) in
the pilot frame. For transmit antenna 1 (Tx1), the pilot symbol
is placed at (kp, lp) = (0, 0), and for transmit antenna 2 (Tx2),
the pilot symbol is placed at (kp, lp) = (M/2, N/2) (see Fig.
3). The pilot frame symbols xp,1[k, l] and xp,2[k, l] for Tx1

and Tx2 are given by

xp,1[k, l] =

{√
Ep

2 , (k, l) = (0, 0)

0, otherwise,
(22)

xp,2[k, l] =

{√
Ep

2 , (k, l) =
(
M
2 , N

2

)
0, otherwise.

(23)

Normalizing the channel gains to unity and using unit energy
DD filters, we get the received average energy at both receiver
antennas (Rx1 and Rx2) as Ep. We obtain the pilot responses
yp,1[k, l] and yp,2[k, l] in the fundamental region at receiver
antennas 1 and 2 (Rx1 and Rx2) respectively. Reading off
the green-shaded region in the received pilot frame yp,1[k, l],
denoted by y

(g)
p,1 [k, l], the effective I/O relation ĥeff,11 [k, l]

between Tx1 and Rx1 is estimated as follows:



Fig. 2: MIMO-Zak-OTFS modulation scheme.

ĥeff,11 [k, l] =



y
(g)
p,1 [k, l] , 0 ≤ k < M

2
,

0 ≤ l < N
2

y
(g)
p,1 [k +M, l] e−j2π l

N , −M
2

≤ k < 0,

0 ≤ l < N
2

y
(g)
p,1 [k, l +N ] , 0 ≤ k < M

2
,

−N
2
≤ l < 0

y
(g)
p,1 [k +M, l +N ] e−j2π l

N , −M
2

≤ k < 0,

−N
2
≤ l < 0

0, otherwise,

.(24)

where

y
(g)
p,1 [k, l] =

{√
2
Ep

yp,1 [k, l] ,
∣∣∣ k−M

2
M
2

∣∣∣+ ∣∣∣ l−N
2

N
2

∣∣∣ > 1

0, otherwise
. (25)

Likewise, reading off the red-shaded region in the received
pilot frame yp,1[k, l], denoted by y

(r)
p,1 [k, l], the effective I/O

relation ĥeff,12 [k, l] between Tx2 and Rx1 is estimated as

ĥeff,12 [k, l] =


y
(r)
p,1

[
k + M

2
, l + N

2

]
e−jπ l

N , −M
2

≤ k < M
2
,

−N
2
≤ l < N

2

0, otherwise.
(26)

where

y
(r)
p,1 [k, l] =

{√
2
Ep

yp,1 [k, l] ,
∣∣∣k−M

2
M
2

∣∣∣+ ∣∣∣ l−N
2

N
2

∣∣∣ ≤ 1,

0, otherwise.
(27)

In a similar way, the estimates ĥeff,21 [k, l] and ĥeff,22 [k, l] can

be obtained by reading off y(g)p,2 [k, l] and y
(r)
p,2 [k, l], respectively.

Using these discrete DD effective channel estimates, the
matrices Ĥ11, Ĥ12, Ĥ21, and Ĥ22 are constructed using (15).
The Ĥeff, MIMO is obtained by concatenating these matrices as

Ĥeff, MIMO =

[
Ĥ11 Ĥ12

Ĥ21 Ĥ22

]
. (28)

We note that the proposed way of pilot placement in the trans-
mit frame and choosing the read-off regions in the received
frame is aimed at minimizing the interference between the

Fig. 3: Pilot placement and read-off region in a 2× 2 MIMO-
Zak-OTFS system.

two pilots at the receiver. This approach recovers most of the
discrete DD effective channel taps which helps to reduce the
estimation error.

B. Signal detection

The estimated Ĥeff, MIMO matrix in the previous subsection
is used for signal detection using (20). As widely consid-
ered in the Zak-OTFS literature, we first consider MMSE
detection. We also consider a local search based algorithm,
namely, likelihood ascent search (LAS) algorithm [16], to
achieve improved BER performance. The matrix that mini-
mizes the mean square error E

[
∥xMIMO−GyMIMO∥2

]
is Gmmse =

HH
eff,MIMO

(
Heff,MIMOH

H
eff,MIMO +CnMIMOI

)−1
, and the MMSE detec-

tor output vector x̂MIMO is obtained as x̂MIMO = f(GmmseyMIMO),
where f(.) maps each entry of GmmseyMIMO to a symbol in the
modulation alphabet A based on minimum Euclidean distance.

We improve the MMSE solution vector by performing a
local neighborhood search using the LAS algorithm in [16]
with MMSE detector output vector as the initial solution
vector. The neighborhood is defined as the set of vectors which
differ from the current solution vector in one coordinate. If the
best neighbor of the current solution vector is better than the
current solution vector in terms of maximum-likelihood (ML)
cost ∥yMIMO − Heff,MIMOxMIMO∥22, then that neighbor is taken as
the current solution and the algorithm proceeds to the next
iteration. The process continues till a local minima is reached,
which is declared as the detected vector. We call this detector
as the MMSE-LAS detector.



TABLE I: Power-delay profile of Veh-A channel model

Path number (i) 1 2 3 4 5 6
τi (µs) 0 0.31 0.71 1.09 1.73 2.51

Relative power (pi) dB 0 -1 -9 -10 -15 -20

IV. RESULTS AND DISCUSSIONS

In this section, we evaluate the performance of the proposed
I/O relation estimation and signal detection schemes in a 2×2
MIMO-Zak-OTFS system with nt = nr = 2. Simulations are
performed for the considered 2× 2 MIMO-Zak-OTFS system
with the following parameters: Doppler period νp = 15 kHz,
delay period τp = 1

νp
= 66.66 µs, M = 12, N = 14, total

frame duration T = Nτp = 0.93 ms, bandwidth B = Mνp =
180 kHz, and BPSK. We consider the Vehicular-A channel
model [17] with fractional delays and Dopplers, P = 6 paths,
maximum Doppler νmax = 815 Hz, maximum delay τmax =
2.51µs, and power delay profile given in Table I. The Doppler
associated with the ith path is modeled as νi = νmaxcos(θi)
where θis are independent and uniformly distributed in
[0, 2π). Sinc, Gaussian, and Gaussian-sinc pulse shaping fil-
ters are considered. The sinc filter is given by wtx(τ, ν) =√
Bsinc(Bτ)

√
T sinc(Tν), the Gaussian filter is given

by wtx(τ, ν) =
(

2ατB
2

π

) 1
4

e−ατB
2τ2

(
2ανT

2

π

) 1
4

e−ανT
2ν2

,
and the Gaussian-sinc filter is given by wtx(τ, ν) =
ΩτΩν

√
BT sinc(Bτ)sinc(Tν)e−ατB

2τ2

e−ανT
2ν2

. To ensure
no bandwidth and time expansion beyond B and T , re-
spectively, ατ = αν = 1.584 is used for Gaussian filter.
Similarly, for Gaussian-sinc filter, ατ = αν = 0.044 and
Ωτ = Ων = 1.0278 are used. The receive filter at the
receiver matched to the transmit filter is given by wrx (τ, ν) =
w∗

tx (−τ,−ν) ej2πτν .

A. MSE performance

Here, we present the performance of the proposed I/O
relation estimation scheme in terms of MSE performance.

The MSE is defined as MSE =
∥Heff, MIMO−Ĥeff,MIMO∥

2

F

∥Heff, MIMO∥2
F

. Figure 4
shows the MSE vs pilot SNR performance for the considered
2 × 2 MIMO-Zak-OTFS system with different filters. From
Fig. 4, it is observed that sinc filter gives relatively poor MSE
performance compared to Gaussian and Gaussian-sinc filters.
This is due to the high sidelobes in the sinc filter, which causes
interference. In contrast, Gaussian and Gaussian-sinc filters
give better MSE performance, with Gaussian filter performing
best. This is because of the very low sidelobes in the Gaussian
filter, which provides very good localization of the pulse in
the DD domain. The Gaussian-sinc filter has lower sidelobes
compared to the sinc filter but higher than the Gaussian filter
[15]. Hence, the Gaussian-sinc filter performance is in between
those of sinc and Gaussian filters.

B. BER performance

Here, we present the signal detection performance (in terms
of BER) achieved by the MMSE and MMSE-LAS detectors
in the 2 × 2 MIMO-Zak-OTFS system for different filters.
We present the detection performance for two cases. In the

Fig. 4: MSE vs pilot SNR of 2× 2 MIMO-Zak-OTFS.

Fig. 5: BER vs data SNR performance of 2× 2 MIMO-Zak-
OTFS under perfect CSI.

first case, perfect channel state information (CSI), i.e., perfect
knowledge of Heff,MIMO matrix, is used for detection. In the
second case, the estimated Ĥeff,MIMO matrix obtained using the
proposed I/O relation estimation scheme is used for detection.

Figure 5 shows the BER performance achieved by the
MMSE and MMSE-LAS detectors for sinc, Gaussian, and
Gaussian-sinc filters under perfect CSI condition. From Fig.
5, we observe that sinc filter gives better BER performance
compared to Gaussian filter. This is because sinc pulse shape
has nulls at the DD sampling points, and hence there is no
interference at the sampling points. This results in the best
detection performance for sinc filter under perfect CSI. The
main lobe in Gaussian filter has high non-zero value at the
sampling point, which degrades performance. Like sinc filter,
the Gaussian-sinc filter also has nulls at the sampling points.
This makes its performance very close to that of the sinc
filter. Also, MMSE-LAS detection is noted to improve beyond
the MMSE detection performance. For example, compared to
MMSE detection, MMSE-LAS detection achieves a 6 dB gain
in SNR at a BER of 10−3 for sinc and Gaussian-sinc filters.

Figure 6 shows the detection performance when the pro-
posed estimated I/O relation is used for detection. The pilot



Fig. 6: BER vs data SNR performance of 2× 2 MIMO-Zak-
OTFS with I/O relation estimation.

Fig. 7: BER vs data SNR performance of 2× 2 MIMO-Zak-
OTFS with I/O relation estimation for 8-QAM.

SNR used is 30 dB. We observe that the BER performance
for sinc filter is relatively poor in spite of its good main lobe
with nulls at sampling points, which can be attributed to its
poor estimation performance due to its high side lobes. On the
other hand, the BER performance for Gaussian filter is worse
than other filters as it has poor main lobe characteristics (high
non-zero value at sampling point). Gaussian-sinc filter has
both nulls at sampling points as well as low side lobes. This
makes its BER performance better than both Gaussian and sinc
filters. Also, MMSE-LAS outperforms MMSE because of the
the local search in the neighborhood of the MMSE solution.

Figures 5 and 6 show BER performance for BPSK modu-
lation alphabet. Performance for higher-order modulation can
also be obtained. Figure 7 illustrates the performance for 8-
QAM alphabet. Similar to BPSK, Gaussian-sinc filter gives
better performance for 8-QAM as well. Also, MMSE-LAS
shows improvement over MMSE detection.

V. CONCLUSIONS

We investigated the problem of I/O relation estimation and
signal detection in Zak-OTFS receivers in a MIMO setting.

We derived the MIMO-Zak-OTFS system model that aids the
development of techniques and algorithms for these estimation
and detection tasks. We proposed a I/O relation estimation
scheme in a model-free framework and devised a pilot place-
ment scheme for the transmit pilot frame and a suitable choice
of read-off region in the corresponding received pilot frame at
the receiver. The proposed estimation scheme was shown to
achieve very good MSE performance for the Gaussian pulse
shaping filter. We also improved upon the BER performance of
the MMSE detector through the use of a low complexity local
search-based algorithm. The Gaussian-sinc filter was shown to
achieve good BER performance with the proposed I/O relation
estimation and signal detection schemes. MIMO-Zak-OTFS
with embedded and superimposed pilot frames where both
pilot and data symbols co-exist in a given frame can be taken
up for future work.
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