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Abstract—"' Tn this paper, we present a comparative per-
formance evaluation of adaptive multiuser detectors, including
stochastic gradient (SG) and recursive least squares (RLS) algo-
rithms (which require training data), and minimum output en-
ergy (MOE) and subspace-based MMSE (S-MMSE) algorithms
(which do not require training data), under near-far conditions
in a space-time coded CDMA system. We show that, in a
near-far multituser scenario, increasing the number of transmit
antennas degrade the near-far resistance performance of the SG
and MOE detectors significantly at high near-far ratios, to the
extent that the diversity benefit of multiple transmit antennas
is nullified. The RLS and S-MMSE algorithms, on the other
hand, are shown to maintain their near-far vesistance without
foosing much on the diversity gain, when the number of transmit
antennas is increased.
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1. INTRODUCTION

It has been shown that space-time coded transmission using
multiple transmit antennas can offer the benefits of transmit
diversity and high data rate transmission on wireless fading
channels [1],[2], which has generated lot of interest 1n using
this technique in communication systems design (e.g., in 3G).
Also, multiuser detection schemes for interference rejection,
which can significantly enhance the receiver performance
and increase the capacity of code division multiple access
(CDMA) systems, have been extensively studied the in
literature, mainly for single transmit antenna systems [3].
Investigation of multiuser detection algorithms and their
performances in space-ime ceded systems with multiple
transmit antennas has been gaining importance [4],(5].

Adaptive detectors are of interest since non-adaptive detec-
tors require estimation of various parameters of all the users
and involve matrix inversion which becomes computationally
intensive as the number of users in the system (and the
number of transmit antennas} increases. Our interest here
is to develop adaptive receiver structures for space-time
coded CDMA and evaluate their performances. We first
derive a discrete-time vector model for the received signal
using orthonormal projections in & space-time coded CDMA
system, wherein we assumc that only the timing of the
desired user is known at the receiver. Using the vector model,
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we then develop the structure of various adaptive multiuser
detectors with only the knowledge of the channel impulse
response and the signature waveform of the desired user
being available in the detection process. The various adaptive
algorithms considered include the stochastic gradient (SG)
and recursive least squares {(RLS) algorithms {which require
training data), and minimum output cnergy (MOE) and
subspace-based MMSE {S-MMSE} algorithms (which do not
require training data). We evaluate and compare the near-
far resistance performance of the above detectors. We also
evaluate the convergence behaviour of the detectors in a
dynamic near-far scenario, where users can randomly enter
into and exit form the system. Our performance results show
that the RLS and subspace-based MMSE methods offer better
near-far resistance and convergence behaviour compared to
the SG and MOE algorithms, when the number of transmit
antennas 18 increased.

H. SYSTEM MODEL

We consider a K -user asynchronous CDMA system with
M transmit antennas per user. Users transmit frames of
data blocks with ¢ bits per data block. Let by (m), i €
{1,2,.., K} ¢ € {1,2,...,Q}, be the ¢t* bit of the mth
block of the it user, transmitted in a time interval of length
T. The bits in a data block are mapped on to the M transmit
antennas using orthogonal space-time block codes (STBC).
We assume that the channel fading is quasi-static and the
quasi-static interval is @T time units, where () = 2", r being
the smallest integer satisfying ¢ > A [2]. For square real
orthogonal STBC with M = § = 8, the transmission matrix

B is [1]
by b2 b3 by bs bg by b
by =by —ba ba —bg bs bg —br
by b —by —be —br -0z by b
B = fl4 —53 bz —bl —bg b7 —bs b;', (”
- bs bg be ba - —by b3 —ba ’
b =bs  bg by b =& b b3
by —bg b3 b b3 —bs b by
bg b7 —bs —bs b4 by —b2 by

In the above transmission matrix, the columns represent the
transmit antenna index and the rows represent the bit interval
index. The transmission matrix B for other real orthogonal
designs for M, (J < 8 can be obtained to be the upper
leftmost submatrix of B of order @ x A, Fer illustration,
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we use M Q for the derivation of the vector
model. Extending the model for other values of M, Q < 8 is
straightforward.

Q

For the M 2 system, the received signal on a
receive antenna can be written using (1) as

y(t) = yi(t) + y2(8) + 2(2), 2)

L K .
nit) = Z ZAﬂhn(m){bn(m)sE;") +bi‘z(m)5§;ﬂ)}, )
m=-—-L =1
L S
}J'z{t) = Z Z Ai-zh,?g(m){f)ig(ﬂl)ssr) — bn(m)sg;ﬂ)}. (4)

m=-~L i=l

In the above, y,(¢), p € {1, 2} is the signal component due to

the p!* transmit antenna, A, is the transmit amplitude on the

p" transmit antenna of the i** user, hi,{m} is the complex

channel gain for the m** block from the p'* transmit antenna

of the i'* user, and SSZ” represents the signature waveform

gf the % user for the gt* bit in a block, ¢ € {1,2}, given
Y

sl(_;nl =5t -mQr -g- 1T - =), )

where 5;(£) is a unit energy signature waveform time limited
in the interval [0,T), and 7; is the random time delay of
the i user, which we assume to be independent of the
transmitting antenna and to satisfy 7; > 7 for j > 4. Also,
z(t) is a zero mean complex Gaussian noise process with
variance 202,

Let {¢1,62,...¢p} be a set of 1) orthonormal signals
defined on [0,T]. Also define

¢f,")(t) =¢;(t—g=-17), a=1,.,@, j=1,..., D. (6)

Since the signature waveforms of some of the interferers may
not be known a priori, we project the received signal in the
1t block in (3} on to the D-dimensional space as follows:

(n+1)QT++
v (i) =/ y(p(t —nQT = r)dt. g=1,..,Q, §=1,..,D, ()
RQT+T
where 7 is the timing of the desired user. We define the
following projections of the k" user’s signature waveform
on to the j** component of the orthonormal basis as

T8 T
s,\,j(m=\/> sl + 6o (et iij‘i:/
o -3

where & € [0, 7). Let the k" uscr be the desired user (i.e.,
e =7)and §; = | — 1), i € {1,2,..,, K}. Using (8), we
define the following matrices of order D x K:

splt ~ T+ d)gjle)de, [t

s11(d1) s (0) S (T —dx)
s12(d1) sr2(0) FrafT —dK)
So = . . . s (N

s1p(d} spp(0) skol{T~dx)

0 O saani{T — brgr) s T — 8k}

0 0 spanye(T — dpqr} splT — 8k}

S.1= . .
0 ... 0 SupnslT — Sepr) spp(T — 6x)

F(61) B 1206k 1) 0 O ... O

81 = an

It is noted that §; = 0i € {12 K} for synchronous
CDMA, so that s;(T) 54;{0) 0,j € {1,2,.‘.,D€,
leading to S_, = S; = 0. The following matrices would
help us to write (7) in vector notation:

YD) = [, P o] (2)

y{n) = [y“)T(n),ytz)T('n),.,,,y(mT(n)]T, {13)
Hy(n) = diag[Alghig(n), - A kehre(m)], (14)
o= 0 mn ] o

be(n) = [big{n}, ...,qu(n)]T, (16}

bin) = (BT (n),..b5m)] " an

Using the above definitions, it can be shown that

win) = X_1H(a — Db{a = 1) + XpH{a)o(n} + X3 Hix + 1)b{n + 1} + 2{n),

[s] S_ s
x_1=|:0 01],x0=[ 1].x1=[g1 g].

So
E[x(n)-(n)"] = 221
The signal model presented in (18) can be used for other

So
S

values of M, provided we define the matrices, X .1, Xq, X1
{of order QD x QK), and H}n) of order QK x QK)
appropriately. For example, if M = @ = §,

£, Yo Hj Hy Hj Hg My Hg

-H; H) Hy —Hz Hg -H; -Hg Hy

—Hg -Hq Hj Hy Hy Hg “Hz -Hg
Mny= | “Ha My —Ha H Hg —H; Hg  ~Hg

—~Hs -~Hg =—H; ~-Hg H; Ho Hy Hy

—Hg Hg  —Hg Hy ~Hz  Hp —H4  Hy

—Hz Hg Hg —Hg  ~Hgz Hyq Hy —Hz

—Hg -Hy Hg H;  -Hs —~Hz Ha H,

where the indices n for the elements H,, ¢ = 1,2,...,Q,
have been omitted for convenience. For values of A4 and 7
other than 8, H(n) is the upper lefimost submatrix of order
QK xQK in(21). For the case of M ¢ {1,2,4,8}, M < Q.
Thus, ouly the elements Hy(n), ¢ = 1,2,..., M, are non-
zero, ie., Hy(n) = @ for M < ¢ < Q. The structure of the
matrices, X_1, Xp, X1, depends on Q. We state the result
for @ = 4 below (the extension for @ = 8 is straightforward):

5_, o

0 oo

o ¢ Xy = o '
o 8y

] 0
53 [¢]
1 So S ]

s_y Sp
To summarize, (18) gives the discrete-time vector model for
the received signal using orthonormal projections. Matrices
X_1,Xq, X, contain the signature vectors of all the users
and H(n) are the channel matrices.
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. SPACE-TIME ADAPTIVE MULTIUSER DETECTORS

In this section, we derive various receiver structures using

» (fhe vector model in Section 1. We will assume one receive

antenna for simplicity. We define the following:
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(23)
(24)

H(n) =
Xj

[hE (n), 08 (n), - bl ()]
57,7, s

where h;(n) is the i row of H(n), sﬁj) is the " column
of X (7). Because of the arthogonal nature of the space-time
block codes used [2], we can show that

Re[hy(n)h! (m)] el ha{m))i,

where d;; is the Kronecker Delta function, If we extract those
rows from H(n) which contains the complex channel gains
of the desired user, i.e., the k** user, we can define a reduced
channe! matrix for the k** user, as

(25)

B
G# (n) = [hf(n), hycqr(n), ... b8, g ()] (26)
which satisfies the following property:
Re[GY (n)Gy ()] = dieg[P1(n}, ..., Po{n)),
M
Pyn) = ... = Po(n) = diag | 0. .., Z Agpphk,,[n)f,“.,o]
pe=t KxK
Using {23), we can finally rewrite (18) as
QK
yin) = Z[sg‘l)hi(n —1jb{n — 1} -+ sgo)hi(n)b('n)
=1
+sihi(n + Lyb(n + 1)] + 2(n). 29)

In the derivations of the various adaptive multiuser detectors,

we assume perfect knowledge of the k" user’s (i.e., desired

user’s) reduced channe! matrices, G ;(n), and signature vec-
(" .. .

tors, quj—l)K+k’ (or training bits, bkq('n)), q€ {1,2,...,Q@}.

An estimate of the desired user’s @ bits is given by

brq(n) = sgn[Re(GH (n)M] (n)y(n}) (30)

(q-—l)K+k]’

where g € {1,2,...,Q} and M (n) is a linear transformation
which is applied to the received signal vector at the nt* block,

The conventional MF detector correlates the input signal
vector y{n), with the signature vectors 5(2)-1)K+k’ ¢ €

{1,2,..,Q} anc(loghe(gr)ansfonn(%t)ion MT (n) in (30) is given
by My(n) = [s; JSA’+k:'-'>S(Q—1)K+k]'

A. Stochastic gradient (SG) algorithin

In the SG algorithm, we adaptively minimize
MSE; = & = E[hi(n)b(n) — m¥ (n)y(»)/°],

i=q—1K+k g=1,..,Q, an

where m;{n) are the () real weight vectors at the n** block
for the k" user. The adaptive algorithm is given by

m;(n) = m;(n ~ 1) — u¥E;, (32)

where g is the step size. An estimate of V& is given by [3]
Ve = Vmgmlhi(alb(n) — m] (n)y(n)|’]
Rely(n)y " (m)mi(n) — y(n)b” (n}hi(n)}.

Substituting the estimate from (33) into (32), we get

(33)

27)

(28)

mi(n) = mi(n ~ 1) + pRe[y{n)bT (n)hi(n) — y(n)y™ (m)mi(n — 1)]. (4
It 1s noted that we need training bits of the desired user,
bre(n), g € {1,2, ...,Q}. via b(n) for the adaptation process.
The linear transformation in (30) can be written as
Mg (n} = [mg{n}, mgype{n), - mg o1y (m)]- G5
B. Recursive least squares (RLS) algorithm
The optimum weight vectors m;,i = (¢ — YK + k,q €
{1,2,...,@} which minimizes (31) is given by the solution
of
Re[E[y(n)y™ (n)lm} = Re[E[y(n)b” (n)hff (n}]]. (36)
Replacing expectation in (36) by the time average,
Re (Z y(n)y”(n)) my(n} = Re (Z y(n}pT (n)nf (n)) -GN
j=1 =1
Defining Y (n) = [y{1),y(2), ...¥(n)). di(n) =
[h; (1)6(1), h;(2)b(2), ..., h;(n)b(n)], (37) can be written as
R(n)m;(n) = ri{n} (%)
R(n) = Re[Y(n}Y ¥ (n)], ri(n) = Re[Y (n)df (n)]. (39
Now,
Rin + 1) = R{n) + Rely(n + Dy (n + 1)), {40}
ri(n+ 1) = ri(n} + Rely(n + 1)bT {n + 1)h¥ (n + 1)]. (41}
Applying (38) for the (n + 1)** block and using (40) and
(41), it can be shown that
mi(n+1)=m;(n) + R™ (n+ 1Re[y(n + b7 (n+ DhF (n4 1)
—y(n+ Uy (n+ Lmin)]. “2)

If we define
P(n+ 1) = [Re(y(n + 1)), Im{y(n + 1))], (43)
pi{n + 1} = [Re(hi(n + 1)b(n + 1)), Im(h;{n + 1)b(n + 1))}, 44)

i={g— DK +kgecil,2 ., Q) we rewrite (42) as

min + 1) = mi(n)+ R a o+ DB+ DpT (0 + 1) = PV (n 4 Dymy(n)]. @9

The computation of R~'(n + 1) at each block is avoided

by using the matrix inversion lemma to update the value of

R '(n) to get R™'(n + 1). For nonsingular matrices B, D
A =B4¢CDCT,

= A '=B~ —-B'¢(¢TB e+ D) eTBT (46)

Rewriting (40) using (43), R(n+1) = R(n) + P(n+ 1)PT(n+ 1),
and setting A = R{n +1). B = R(n), C = P(n+ 1}, D = [, we get
R-Mn+1) =R n) - R YnIP(rn+ 1)

APT(n+ DR™H)P(n 4+ 1) + L) 'PT(n+ DR '(n).  @7)

It is noted that, now we only have to invert a 2 x 2 matrix
at each iteration. But, the @D x QD matrix R(n) has
Rank(R(n)) = min{n, @D}, se the first QD observations
can be used to form an initial estimate of B.=!(n) and hence
mgi = (g — DK + k,q € {1,2,...,Q}, whereafter the
recursive update algorithm given by (45), (47) can be used.
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C. Minimum output energy (MOE} algorithm

The MOE detector minimizes the mean output energy [3]
MOE; = & = Ell(s{” + x;(n)) y(m)|?),
i=g-1K + kg€ {1521"-vQ}=

subject to x7(n)s” =0, s{”s{" = 1, for some real weight

vector x;(n). If we replace m;(n} in (31) by sgo) + x;(n)
and rewrite it in terms of (48), we get
MSE; = MOE, — E[||hi(n}|i"].

{48)

“9%

Thus, minimizing the MSE is equivalent to minimizing the
mean output energy, and the adaptation rule is given by

xi(n) = xiln — 1) — p(vE; — s vgsl), (50)

where p is the step size. An estimate of VE; is given by
(e} + xi(n)]. [LiH

i

e = oy 100 it Tyt l?) = Rely(miy T (m)lls

Substituting the estimate from (51) mnto (50), we get
xifn) = xi(n— 1) + pfs!Vs{7 — NRely(n)y T (m)lls!” + xitn)]. (52

The adaptation rule does not require training bits but requires
the knowledge of the signature vector of the destred user. The
linear transformation in (30) can be written as

M (n) = [sim + xg(n) ... {53)

S pa T+ X@- Dk (R
D. Subspace based MMSE (S-MMSE)

The real part of the autocorrelation matrix of the received
signal is given by 1 QK
R = BelEly(n ™ (] = Z Z.ﬁ“;?” Elihg(n)I® + 2071, (54

j=—1 i=1

which can be obtained by time averaging sample autocorrela-
tion functions. By performing an eigendecomposition of the

matrix R, we get
u?
e

R=UAUT ={ U, U, ] [
where U = [U,,U,], A = diag(As,An); Ay =
diag{X, do, ., Aok +K—1) contains the (QK + K — 1)
largest eigenvalues of R and U, = [uy,..., ugg+x-1]
contains the corresponding orthonormal eigenvectors; A, =
26%1op-gr-Kx+1 and U, = lugksxk, ..., ugp| contains
the (@D — QK — R 4 1) orthonormal eigenvectors corre-
sponding to the eigenvalue 202, It is noted that the signature
vectors sﬁm,i =(¢g-1)K +k,q € {1,2,...,Q} lies in the
range(U,}. The minimum mean square error detector can
be derived by minimizing
&(my) = E{|hi(n)b(n) - m{y(n)|],
subject to m?sgo) =1, where m;, i = (¢ — 1)K + k,q €
1,2,....@} are Q teal weight vectors for the %% user. By
the method of Lagrange multipliers, we obtain [6]
L{mg) = £(m) = 2u(mTs™ -1
=m! Rm; - zmTSED)EHh,’{n)Hz + Bl if® - ;n(mrsfm -1

As O

0 A, (55)

(56)

(57)

Setting the gradient of L{m;) with respect to m; to zero and

using the fact that UZs{® = 0 and m?sgm = 1, the optimum

n>i

R 7 ]
[ER

Fig. 1. BER performance of adaptive detectors for user 1 as a function of
SNR and NFR. M = 2, p1a = ~0.28, p3y = -0.48,

weight vectors can be written in terms of the signal subspace
parameters {(Ag, U,), as

U A UTSY
m} =St 1K +k,q€1{1,2,...Q} (58
i S}U)TU_,A;IU?SSO)

*

IV. RESULTS AND DISCUSSION

We cvaluated the convergence and bit error performance
of the adaptive algorithms discussed in section 111, by using
Gold codes to generate the signature vectors. In the left figure
of Fig. 1, we compare the bit error rate (BER) performance
of the various adaptive algorithms for a two user (K = 2)
asynchronous CDMA system with two transmit antennas
(M = 2) per user. The signature sequences of the two
users are chosen such that the cross-correlations between
them are given by p12 = —0.28. p;y = —0.48. In the
algorithms which require training data, we assume a training
sequence of 1000 blocks. The near-far ratio! (NFR) assumed
is 9.54 dB. The single user performance is also plotted for
comparison. It is observed that the BER performance of the
SG algorithm, the RLS algorithm and the S-MMSE algorithm
are almost identical, whereas the MOE algorithm performs
comparatively poor in the high SNR region. In the right figure
of Fig. 1, we illustrate the BER performance of the various
adaptive algorithms as a function of the near-far ratio. It is
noted that for an SNR of 13 dB, the BER performance of all .
the algorithms are almost independent of NFR, with marginal
degradation of performance for the SG and MOE algorithms
in the high NFR region (15-20 dB). However, for an SNR of
18 dB, only the RLS algorithm and the S-MMSE algorithm
are near-far resistant. The MOE algerithm performs the worst
and shows a degradation (almost linear) with increase in the
NFR. The SG algorithm retains the near-far resistance over
a larger NFR range compared to MOE, but it also looses its
near-far resistance in the high NFR region. This is because
in the high NFR region, the noisy gradient estimate in {33) is
no longer able to make the weight vectors in (34) roll down
the performance surface in (31).

PO

A
INFR is defined 25 10log <2212 assuming Elhy, (n))? = L.

z;;::_ Alp
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Fig. 2. Cenverpence plots of adaptive algorithms, SNR=13.46 dB, M
2,p12 = —0.28,p31 = —0.42. NFR inceeased tfrom 10 10 18 dB at n
400({600) and decreased to 10 dB. at n = 600(800) for left(right) Figs.

i

"

g e

A Y T e BT

LG L]
A Bkl R o s ol

Fig. 3. BER performance of adaptive receivers as a tunction of NFR and
number of ransmit antennas. py» = —0.28, po1 = —0.48, SNR=15.6 dB.

In Fig. 2, we compare the convergence hehaviour of the
algorithms in a dynamic multiuser environment where users
may dynamically enter and exit the system. A dynamic mul-
tiuser environment is simulated wherein the near-far ratio is
increased from 10 to 18 dB (i.e., the power of the interfering
user s increased by 8 dB, or, equivalently, a new interferer
with 8 dB of power enters the system) at the n = 400"
block, and the near-far ratio is reduced back to 10 dB (i.e.,
the power of the interferer comes down to the original value,
or, equivalently, the interferer with 8 dB of power leaves
the system) at the n = 600t* block. From the left figure of
Fig. 2, it is observed that the RLS algorithm is able to track
such dynamic power imbalances in the channel at a faster
speed (and also converge to a smaller MSE) compared to
the SG algorithm. In the right figure of Fig. 2, we present
a similar comparison between the MOE and the S-MMSE
algorithm (no training data aigorithms). It is observed that
the S-MMSE s able to track the dynamic variations in the
MAI] much better (converge faster and to a smaller MSE)
than the MOE algorithm,.

1828

In Fig. 3, we illustrate the near-far resistance performance
of the algorithms as a function of number of transmit
antennas at an SNR of 15 dB. The transmit power on each
of the transmit antennas is scaled such that the tota) transmit
power is the same in all the cases of M = 1,2, 4. We see that
the SG algorithm, while being reasonably near-far resistant
for the cases of one and two transmit antennas (M = 1,2),
drastically looses its near-far resistance for four transmit
antennas (M = 4). For example, at a NFR of 20 dB, the
performance with four transmit antennas degrades to that of
one transmit antenna, thus nullifying the diversity benefit of
multiple transmit antennas. A similar performance behaviour
can be observed for the MOE algorithm. This performance
degradation at larger number of transmit antennas can be
attributed to the increase in the value of Q(K — 1) (@ > M),
the number of interfering bits per block. On the other hand,
the RLS and the S-MMSE algorithims maintain their near-
far resistance very well even when the number of transmit
antennas is increased. Hence, clearly, RLS and S-MMSE
algorithms are preferred in multituser, multiple transmit
antenna schemes from a near-far resistance point-of-view.
However, being less complex than other adaptive detectors
the 8G algorithm may still be a preferred. In such a case,
some transmit power control can be employed to compensate
for the near-far resistance loss when more number of transmit
antennas are used.

V. CONCLUSIONS

We presented a comparative performance evaluation of
adaptive mulitiuser detectors under near-far conditions in a
space-time coded CDMA system. We showed that increasing
in number of transmit antennas degraded the near-far resis-
tance of the stochastic gradient (SG) and the minimum output
energy (MOE) detectors significantly at high near-far ratios,
to the extent that the diversity benefit of multiple transmit
antennas is nullified. The recursive least squares (RLS) and
the subspace based MMSE (S-MMSE) algorithms, on the
other hand, were shown to maintain their near-far resistance
without loosing much on the diversity gain, when the number
of transmit antennas is increased.
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