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Abstract- In this paper, we investigate the perfor- 
mance of TCP Tahoe and NewReno on wireless links with 
a FEC/ARQ protocol at the link layer. The effect of link 
layer (LL) parameters like the LL packet size, number of 
LL transmission attempts, and FEC code rate on the TCP 
throughput is evaluated. It is shown that the retransmis- 
sions at the link layer must persist long enough to out- 
last the average bad state duration of the Rayleigh fading 
process in order to achieve performance better than TCP 
without an ARQ at the link layer. It is further shown that 
with a suitable link layer in place, TCP Tahoe offers as 
high a throughput as offered by other enhanced versions 
like NewReno in the considered wireless environment. 

I .  INTRODUCTION 
Wireless ,data applications like e-mail/web browsing, mobile 
computing, etc., are gaining increased attention due to rapid 
advances in the areas of wireless communications and the In- 
ternet. Transmission Control Protocol (TCP) is an end-to-end 
transport protocol in the Internet Protocol (IP) suite, which is 
widely used in popular applications like telnet, ftp and http 
[ 13. TCF guarantees reliable, in-sequence delivery of pack- 
ets. TCP performance gets severely affected when used on 
channels which are typically characterized by high error rates 
(e.g., wireless channels) [2]. 

Tahoe and Reno versions of TCP are commonly used im- 
plementations. [ 11. Several other enhancements to TCP, in- 
cluding New Reno, SACK, and Vegas, have been proposed to 
improve TCP performance [3], [4]. Such enhanced versions 
have been shown to provide better performance than Tahoe 
in wireline networks [4]. However, in [5], it has been shown 
that TCP enhancements like NewReno and Vegas do not offer 
significant improvement compared to Tahoe on slowly fading, 
low bandwidth-delay product wireless channels. There it was 
suggested that a clever design of the lower layers where mem- 
ory in the packet error process (naturally present on wireless 
links because of the fading behavior) is preserved could be 
more effective than the developmenthse of more complex 
TCP versions. 

TCP performance with a link layer (LL) automatic repeat 
request (ARQ) protocol has been investigated through anal- 
ysis and experimentation, respectively, in [6] and [7]. How- 
ever, the above studies did not consider forward error cor- 
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rection (FEC) and TCP versions other than Tahoe. In direct 
sequence code division multiple access (DS-CDh4A) cellular 
data services specification (IS-99 standard), a radio link. pro- 
tocol with a negative acknowledgement based selective repeat 
scheme is used to reduce the frame error rate seen! by the TCP 
layer [SI. In this paper, we investigate the performance of 
TCP Tahoe and NewReno on wireless links with a FEC/ARQ 
protocol at the link layer (LL), considering error correction 
codes of different code rates. The effect of link layer (LL) 
parameters like the LL packet size, number of I L  transmis- 
sion attempts, and FEC code rate on the TCP throughput is 
evaluated. 

The rest of the paper is organized as follows. In Section 2, 
the TCPLL protocol stack is described. The system model 
and the channel model considered are presented in Section 3. 
Section 4 provides the simulation results comparing the per- 
formance of TCP Tahoe and NewReno at different parameter 
settings. Conclusions and areas of future research are pro- 
vided in Section 5 .  

11. TCP/LL PROTOCOL STACK 
TCP works well on low error rate links where congenion is 
the primary cause of packet loss. On wireless links, the er- 
ror rate seen by the TCP layer can be improved by the use of 
suitable FEC and ARQ at the link layer. The LL ARC1 error 
recovery machanism is introduced below the TCP layer and 
above the physical layer. Figure 1 shows a typical TCP/LL 
protocol stack between the base station interworking function 
(IWF) and the mobile terminal. In between the TCP layer and 
the link layer, there can be an IP (internet protocol) layer and 
a PPP (point-to-point protocol) layer. The base station IWF 
assigns the mobile terminal a temporary IP address upon call 
establishment. This IP address is unique and valid for the 
duration of the data call. The PPP layer is used for initial 
call establishment and to negotiate initial optional link capa- 
bilities. Since the bulk throughput performance of the stack 
during data transfer phase mainly depends on the dynarnics of 
window adaptation and error recovery procedures at the TCP 
and link layers, we focus mainly on TCP and LL. 

The versions of TCP that are considered are TCP Tahoe 
and TCP NewReno [3],[5]. TCP Tahoe is a commonly used 
implementation. It uses a fast retransmit mechanism to re- 
cover lost packets. TCP NewReno version, on the other hand, 
is a proposal to improve the performance of TClP when mul- 
tiple packet losses are encountered by making use of a fast 
recovery mechanism. Detailed description of these two and 
other proposed versions of TCP can be found in [3]. The TCP 
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layer receives data from the application and assembles them 
into TCP packets and passes them to the LL. The maximum 
TCP packet size is typically in the range of 500 to 2000 bytes. 

The link layer segments the TCP packet in to several LL 
packets. At the LL, an ARQ mechanism performs partial er- 
ror recovery through a limited number of LL retransmissions 
in case of LL packet error. The LL ARQ is typically a NAK 
(negative acknowledgement) based selective repeat scheme. 
That is, the receiver does not acknowledge correct LL pack- 
ets; it only requests the retransmission of LL packets that 
were not received correctly. In the event of LL failure due 
to excessive LL packet errors, control is passed on to the TCP 
layer. Unrecovered errors at the LL will be recovered by the 
TCP layer. The ARQ mechanisms at the TCP and LL lay- 
ers thus interact with each other and affect the overall system 
performance depending on channel conditions. 

Forwrad error correction (FEC) coding can be applied by 
adding partity bits to the data bits of the LL packets which can 
significantly improve the successful reception of LL packets. 
We consider the use of (255,131,18) and (255,87,26) BCH 
codes for error correction. Note that (255,13 l , l8)  BCH code 
has 255 bits in a codeword comprising of 13 1 information bits 
and 124 parity bits (approximately a rate 1/2 code), and can 
correct up to 18 errors in a codeword of 255 bits. Likewise, 
the (255,87,26) BCH code is approximately a rate 1/3 code. 

111. SYSTEM MODEL 

In this section, we describe the system model and the fading 
channel model we consider to evaluate the throughput per- 
formance of the TCP/LL stack. Data exchange using TCP 
involves a connection setup phase, a data transfer phase, and 
a call tear down phase. In this paper, we are primarily inter- 
ested in the bulk throughput performance of TCP, for exam- 
ple, when a large data file is transferred from the base station 
to a mobile terminal. Consequently, we model only the data 
transfer phase of the protocol which dominates in the result- 
ing performance. We consider a wireless data link operating 
at 1.5 Mbps transmission rate. The TCP packet is NT data 
bytes long and the LL packet is NL data bytes long. Thus 
each TCP packet is segmented into LL packets. The 
number of retransmission attempts allowed at the LL for re- 
covery of lost LL packets is 721. The bandwidth-delay prod- 

uct of the link is assumed to be negligibly small. In other 
words, the LL NAKs and TCP ACKs from the mobile re- 
ceiver arrive instantaneously at the base station IWF. Also the 
NAWACK packets are assumed to arrive error-free. These 
assumptions are reasonable because in wireless local environ- 
ments the propagation delays are small, and the NAWACK 
packets can be relatively smaller in size than data packets (40 
bytes of ACK us 500-1500 bytes of Data in TCP). We as- 
sume a TCP packet size of 1024 bytes. At 1.5 Mbps rate, 
this corresponds to a packet transmission time of about 5.5 
ms. A minimum timeout ( M T O )  value of 100 packets (i.e., 
550 ms) is used. This value corresponds to about one tick of 
timeout granularity in a BSD implementation of TCP where 
the timeout granularity is 500 ms [5]. We do not consider the 
issue of mobility in the present study. Finally, we model the 
correlation in the multipath Rayleigh fading process using a 
first-order Markov model as follows. 

A. Fading Channel Model 
In [lo], the packet success/failure process on a flat Rayleigh 
fading channel was modeled as the outcome of a compari- 
son of the instantaneous signal-to-noise ratio to a threshold 
value, SNRt:  if the received SNR is above the threshold, the 
packet is successfully decoded with probability 1 ; otherwise, 
it is lost with probability 1. The model of [lo], while allow- 
ing analytical expressions for the Markov parameters, does 
not fully capture two features of the physical layer: (i) the fact 
that the fading envelope is sometimes not constant throughout 
the packet duration, and (ii) the effect of coding and packet 
length. In order to properly study these aspects, a more elab- 
orate model needs to be developed, in which the bit-by-bit 
evoluation of the fading process is tracked. The resulting 
complexity makes the problem analytically intractable, and 
therefore we resorted to simulation, following the Rayleigh 
fading model proposed by Jakes [9]. 

The simulated evolution of the fading envelope is sampled 
once per bit, and a bit error is generated with the correct prob- 
ability according to the value of the noise power and of the 
fading envelope itself. In this manner, the fading evolution 
is mapped into a bit error process. The latter is then mapped 
into a packet error process by appropriately segmenting the 
error stream into blocks and by accounting for possible use 
of error correction codes [ 113. 

From the simulation, the average packet error rate and the 
conditional probability of a packet success given that the pre- 
vious packet was in error are computed. These two quantities 
are then used to fully characterize a two-state Markov approx- 
imation for the packet error process. This model, proposed in 
[ 111, may be seen as a reasonable compromise between ac- 
curacy and simplicity: while it may lead to some modeling 
errors in some cases, it does capture the memory inherently 
present in the wireless channel. This provides a much better 
approximation than the memoryless models often used in the 
literature. 

Based on the above discussion, in the following we will 
assume that the packet error model evolves as a two-state 
Markov chain. That is, the transition probability matrix of 
the channel is given by 

where p and 1 - q are the probabilities that the j t h  packet 
transmission is successful, given that the ( j  - l)st packet 
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(255,87,26) 

fd (HZ) SNR PE 1 - q  (1-47)-1 

1 10dB 3.13e-01 1.30e-01 7.68 
20dB 3.7Oe-02 1.46e-01 6.83 
30dB 3.87e-03 1.61e-01 6.21 

10 lOdB 3.17e-01 1.28e-01 7.81 
20dB 3.69e-02 1.54e-01 6.50 
30dB 3.77e-03 1.67e-01 6.00 

100 lOdB 3.18e-01 1.39e-01 7.19 
20dB 3.87e-02 2.5Oe-01 3.99 
30dB 4.74e-03 5.16e-01 1.94 

1 10 dB 8.00e-02 6.51e-02 15.35 
BCH Code 

Table 1. Markov parameters for N L  = 32 data bytes obtained from fading 
channel simulation 

transmission was successful or unsuccessful, respectively. 
Note that (1  - q)-’ represents the average length of a burst 
of packet errors. 

For the Rayleigh fading channel, the Markov parameters 
are computed off-line via the simulation approach just de- 
scribed. ‘Table l shows the Markov parameters at differ- 
ent SNRs, with and without FEC, for NL = 32 data bytes. 
Similarly Markov parameter values for other Nr. values and 
(255,13 1,18) BCH code were obtained from compuer simu- 
lations. 

IV. RESULTS 
The performance of TCP Tahoe and NewReno are evaluated 
through simulations. The TCP simulation code is written in 
C. The Markov parameters p and q for the channel model as 
a function of average SNR at different Doppler frequencies, 
LL packet sizes, and FEC code rates are obtained through 
independent simulations as described in Section 3.A. These 
channel parameters are then used as inputs to the TCP sim- 
ulations. The TCP parameters used in this study are: TCP 
packet size NT = 512,1024 data bytes, maximum advertized 
window width W,,, = 24 TCP packets, minimum time- 
out M T O  = 100 TCP packets, and fast retransmit thresh- 
old K = 3. The Doppler frequencies considered are fd = 
1,  10, 100 Hz. Low values of Doppler like 1 Hz and 10 Hz 
are typical of slow moving users; e.g., pedestrian users. As 
seen in Table 1, packet errors in such scenarios tend to be 
bursty due to high correlation in the fading process. Large 
values of Doppler like 100 Hz are typical of fast moving 
users like vehicular users. Packet errors are less bursty at high 
Doppler frequencies. The various LL packet sizes considered 
are 32, 64, and 128 data bytes. When FEC is employed, ad- 
ditional parity bytes are added to these data bytes. The FEC 
codes considered here are (255,131,18) and (255,87,26) BCH 
codes. Since the code rate of these codes are approximately 
1/2 and 1/3, respectively, we will refer to them as rate 1/2 and 
rate 1/3 BCH codes. The number of LL retransmit attempts 
for LL ARQ considered are nl = 1,8,16,128. 

Figure 2 shows the effect of TCP packet size on the 
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Fig. 2. Effect of TCP packet size and Doppler bandwidth on the performance 
of TCP Tahoe without LL FEUARQ. NT = 1024,512 bytes. fd = 1, 10, 
100  Hz. 
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Fig. 3. Performance of TCP Tahoe with LL ARQ as a function of burst error 
length for different PE values at 711 = 16. NT = 1024 bytes. N L  = 32 
bytes. 

throughput performance of TCP Tahoe without LI, FEC/ARQ 
as a function of average S N R  in dB at different Doppler 
frequencies. It can be seen that correlation in packet mors  
benefit TCP performance. That is, for a given TCP packet 
size, throughput achieved at fd = 1 Hz is significantly better 
than at fd = 100 Hz, which is consistent with the observation 
made in [5].  This is because for a given average error rate, 
the “error events” are more in the case of fd = 100 H2; than 
fd = 1 Hz, and this makes the TCP to often shrink its win- 
dow to 1 and lose in performance. Such performance loss can 
be minimized if shorter TCP packets are used instead of large 
TCP packets. This can be observed from Figure 2 where for 
a given average SNR the performance of TCP is better with 
short TCP packets (512 data bytes) than large TCP packets 
(1024 data bytes) on channels with low correlation (fd == 100 
Hz). However, on highly correlated channels (fd = 1 Hz) the 

‘Note that in Figures 2, 5,  6, 7 and 8 x-axis represents average !jNR in 
dB and y-axis represents TCP throughput. 
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Fig. 4. Performance of TCP Tahoe with LL ARQ as a function of burst error 
lenth for different nl values at nl = 16. NT = 1024 bytes. N L  = 32 
bytes. 

effect of TCP packet size on the throughput performance is 
negligible. 

Figure 3 shows the effect of the LL ARQ without FEC on 
the TCP Tahoe throughput performance as a function of the 
LL burst error length when NT = 1024 data bytes. The LL 
packet size is N L  = 32 data bytes and the number of LL re- 
transmits nl = 16. The curves are parameterized by different 
average packet error rates, PE = 0.001,0.01,0.1. It is seen 
than the throughput performance remains almost independent 
of the LL burst error length at very low error rates (e.g., 
PE = 0.001,O.Ol). This is expected because the error rate 
itself is very low and the performance is dominated primarily 
by the large amount of packets successfully delivered during 
the good state of the channel. However, the burst error length 
significantly influences the throughput performance when the 
error rates are relatively high (PE = 0.1). When the burst 
error length is small (<< nl), the LL ARQ with nl = 16 
retransmission attempts succeeds in LL error recovery with 
a high probability resulting in good TCP throughput. How- 
ever, as the error burst length is increased, the performance 
degrades due to the inability of the LL ARQ to recover within 
nl retransmission attempts and the TCP will exhaust its win- 
dow of data sooner. This explains why the performance is 
worst when burst error length is about 20. Burst error lengths 
in excess of 20 result in increasingly better performance. This 
performance reversal occurs because packet "error events" 
seen at the TCP layer will be less for large LL error bursts 
(as explained in Figure 2 for fd = 1 Hz) which is beneficial. 
TCP throughput can be improved by increasing the number 
of retransmission attempts nl. This is evident from Figure 4 
where the TCP throughput is plotted for nl = 1, 16 and 128 
when PE = 0.1. It is seen that the throughput performance 
is very poor for nl = 1 whereas for n1 = 128 throughputs as 
high as 0.9 are consistently achieved. This illustrates that the 
LL ARQ must persist long enough to outlast the bad state of 
the channel for achieving good throughputs at the TCP layer. 

In Figure 5 the performance of TCP Tahoe with and with- 
out LL ARQ is compared for NT = 1024 data bytes, NT = 
32 data bytes, and fd = 10 Hz. It is seen that when n1 = 1, 
the performance of TCP with ARQ is worse than TCP without 
ARQ. This is because, congestion window permitting, TCP 

0 9  
0 

NT I 1024 0 

N. =32 
O B  0 

Fig. 5 .  Comparison of TCP Tahoe performance as a function of average 
SNR with and without LL ARQ for different nl values at fd = 10 Hz. 
NT = 1024 bytes. N L  = 32 bytes. 
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n, = 16. N, = 126 
n, = 126. N, = 32 
n,= 128. N, =E4 
n,=128,NL=128 
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Fig. 6. Effect of LL packet size ( N L )  and number of LL transmission at- 
tempts (nl) on TCP Tahoe performance at fd = 10 Hz. NT = 1024 bytes. 
N L  = 32,64,128 bytes. 

will send the next TCP packet as soon as the LE'S failure 
to recover a LL packet is intimated to the TCP layer. This 
exhausts the usable window too soon resulting in many fast 
retransmits and timeouts. Increasing nl results in increas- 
ingly better throughput. For the chosen Doppler frequency 
and packet sizes, it is seen that a nl value of 16 is required for 
TCP with LL ARQ to perform better than TCP without LL 
ARQ, and ia1 = 128 results in very good performance. At an 
average S N R  value of 10 dB, nl = 128 results in a through- 
put of about 0.7 whereas n1 < 16 result in throughputs much 
lower than 0.1. Figure 6 shows the effect of LL packet size 
( N L  = 32,64,128 data bytes) on the TCP throughput when 
n1 = 16 and 128 for NT = 1024 data bytes and fd = 10 
Hz. When nl = 16, increasing the LL packet size (from 32 
to 64 and 128 data bytes) improves the throughput. However 
with 121 values as high as 128, there is very little difference in 
throughput when different LL packet sizes are used. 

The effect of LL ARQ with FEC at different Doppler fre- 
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Fig. 7. TCP Tahoe performance with LL FEUARQ at different Doppler and 
FEC code rate. NT = 1024 bytes. N L  = 32 bytes. nl = 16. Rate 1/2 and 
rate 1/3 BCH code. fd = 1,100 Hz. 

quencies (fd = 1,100 Hz) is illustrated for NT = 1024 data 
bytes, NJ, = 32 data bytes, and nl = 16. Performances 
with Rate 1/2 and 1/3 BCH codes are plotted and compared. 
FEC is seen to improve the throughput as expected. However, 
the performance improvement with rate 1/3 FEC relative to 
rate 1/2 FEC is not very much. This is partly because most 
of the throughput improvement comes from LL ARQ than 
FEC. This observation was made by comparing the achieved 
throughputs with only LL ARQ and with FEC/ARQ. How- 
ever, the energy efficiency achieved in both cases need to be 
looked into because, as we have shown earlier in the case 
of access protocols [ 121, maximizing the throughput alone 
does not guarantee good energy efficiency which influences 
the battery life in portable communication devices. Prefer- 
ence of FEC or ARQ and LL parameter choice from a energy 
efficiency stand point can be an useful extension to this wire- 
less TCP study. 

Finally, a comparison between the performance of TCP 
Tahoe and TCP NewReno with LL FEC/ARQ is made in Fig- 
ure 8 (rate 1/2 FEC) for NT = 1024 data bytes, NL = 32 
bytes, nl = 16, and fd = 1,100 Hz. These plots indicate that 
with FECYARQ at the link layer, the performance of Tahoe 
is as good as that of NewReno. In other words, in the con- 
sidered wireless environment with a suitable LL FEC/ARQ 
scheme, TCP Tahoe is a good choice and there seems to be 
no compelling need to go in for complex TCP variants like 
TCP NewReno. 

V. CONCLUSIONS 
We studied the throughput performance of TCP Tahoe and 
TCP NewReno on wireless fading links with a FEC/ARQ 
protocol iit the link layer. The effect of LL parameters like LL 
packet size, number of LL transmission attempts, and FEC 
code rates at different Doppler frequencies were evaluated 
through computer simulations. It was shown that retrans- 
missions at the LL must persist long enough to outlast the 
bad state of the channel in order to achieve performance bet- 
ter than TCP without LL ARQ. Also, between LL ARQ and 
FEC, it was the LL ARQ that gave the most improvement in 
throughput. In this context, preference of FEC or ARQ and 
LL pararneter choice from an energy efficiency stand point 
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Fig. 8. Comparison of TCP Tahoe and NewReno performance with Rate 1/2 
BCH FEUARQ LL at different Doppler. NT = 1024 bytes. N L  = 32 
bytes. nl = 16. fd = 1, 100 HZ. 

can be an useful extension to this wireless TCP study. Fi- 
nally in the considered wireless environment with a suitable 
LL FEC/ARQ scheme, TCP Tahoe is a good choice and there 
seems to be no compelling need to go in for complex TCP 
variants like TCP NewReno. 
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