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SNR Estimation in Nakagami+ Fading With Diversity
Combining and Its Application to Turbo Decoding

A. Ramesh, A. Chockalingam, and Laurence B. Milst&ellow, IEEE

~ Abstract—\We propose an online signal-to-noise ratio (SNR) es- intervals in the transmit symbol sequence. In [5], a channel
timation scheme for Nakagamism fading channels with L branch  estimator based on a low pass finite-impulse response (FIR)
equal gain combining (EGC) diversity. We derive the SNR estimate fj1ar js presented for flat Rayleigh and Rician fading channels.

based on the statistical ratio of certain observables over a block Inl6 derived SNR estimati h for Nak .
of data, and use the SNR estimates in the iterative decoding of " [6], we derived an estimation scheme for Nakagami-

turbo codes on Nakagamim fading channels with L branch EGC ~ fading channels without diversity combining and used this
diversity. We evaluate the turbo decoder performance using the estimate in the decoding of turbo codes.
SNR estimate under various fading and diversity scenariosre = In this letter, we propose an online SNR estimation scheme
0.5,1,5and L = 1, 2,3) and compare it with the performance ¢, Nakagamirm fading with L branch equal gain combining
using perfect knowledge of the SNR and the fade amplitudes. (EGC) diversity. The proposed SNR estimation scheme does
Index Terms—Dbiversity, Nakagami fading, SNR estimation, not estimate the fade amplitudes and thus, does not require the
turbo codes. transmission of known training symbols. The SNR estimate is
derived using the statistical ratio of certain observables over
|. INTRODUCTION a block of data. Our SNR estimator is valid for any value of
m > 0.5. The SNR estimates in Rayleigh fading and AWGN
annels can be obtained as special cases corresponding to
= 1 andm = oo, respectively. As an example, we use
e SNR estimates in the iterative decoding of turbo codes on
akagamim fading channels witll. branch EGC diversity. We

URBO CODES have been shown to offer near-capaci
performance on additive white Gaussian noise (AWG
channels and exceptional performance on fully interleav
flat Rayleigh fading channels [1], [2]. Optimum decoding o

turbo COdE.}S on AWG_N channels requires the knowledge (_)ft Valuate the turbo decoder performance using the SNR estimate
channel signal-to-noise ratio (SNR) [1]. Summers and Wils der various fading and diversity scenarios£ 0.5, 1, 5 and

detoder performance 1o imperfect knowlsdge of the chanigl - &) 8nd compare it with the performance using perfect
SNR on AWGN channels, and proposed an accurate onlineOWIEdge of the SNR and the fade amplitudes.

SNR estimation scheme [3]. Performance of turbo codes on

flat Rayleigh fading has been addressed in [2], [4], and [5]. Il. SNR ESTIMATION

It is noted that optimum decoding of turbo codes on fading Let the encoded data symbols be binary phase-shift keying
channels requires the knowledge of the channel SNR and {B&SK) modulated and transmitted over a Nakagami fading
fade amplitudes [2]. In the performance evaluation of turbfghannel. We assume antennas at the receiver with sufficient
codes in [2], perfect knowledge of boffy /N, (channel SNR) spacing between them so that these antennas receive signals
and the fade amplitudes of each symbol are assumed toth@ugh independent fading paths. We denote/ttresymbol
available at the decoder. In practice, the channel SNR neégeeived at théth antenna by(", and assume that the receiver

to be estimated at the receiver for use in the turbo decodimgrforms EGC, after coherently demodulating the received
A channel estimation technique suitable for decoding turtgymbols on these independent diversity paths. Thenkthe
codes on flat Rayleigh fading channels is presented in [4]. THeceived symboly;, at the output of the combiner, is given by

technique is based on sending known pilot symbols at regular L
k
v = Zrl( ) 1)
. i . i=1
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where we have normalized the second moment of the fading
amplitude,E(a?), to unity.

TABLE |
COEFFICIENTS OF THEEXPONENTIAL FIT FOR DIFFERENTVALUES OF m AND L

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 50, NO. 11, NOVEMBER 2002

We want to estimate the average received SNF Exponential fit, 7 = d3 exp (do exp (d12) + dz2)
v = (Es/20*)E(a?) = E/20°. Our interest is to de- Channel b & d d__
; i i i i iaaic AWGN (m =oco, L=1) 4.10 0.40 407 | 987 x 10~
vise a blind qlgonthm which does_ not require the transm_lssm Rayleigh (m — 1. I = 1) 1530 | 1535 107 | 29,61 | 6.28 x 1010
of known training symbols to estimate the SNR. Accordingly Nakagami (m = 0.5, L = 1) 2.44 57.86 | -9.82 4.68
we formulate an estimator for the SNR based on a bloc Nakagami(m =5, L = 1)) -1.03 \ 2359 |-75.16 | 215.10 ,
; , ) _ Rayleigh (m =1, L=2) |7.25x 10" 2594 | 10.44 | 6.72 x 10~
ob_servatlon of the;_n s. We deflng a parametey;,, to be the_ Rayleigh (m = 1. L — 3) | 1.85 x 102 719 189 | 131 % 10-!
ratio of two statistical computations on the block observatior
of v,’s, as
10 T T T v T
v
E(v? 2 ¥
e = L2 @ 7
E(v?)
We derivezq;, as a functiory(-) of the received SNRy. Thus,
the ratio of the two statistical computations and the known fun _ % i 1
tion f(v) provide a means to estimate The parametety;, in "!2 :,v»”
(4) can be derived in closed form as (see Appendix) g -
D(m+1) )2 2 "% ﬁ/va
2 m+3 & ;
[L+ <(L L) (S +L> 27} 5 |
Zdiv = — True Value, L=1, m=1
Lanid) )? e e
3L% +4A,, 72+ 120 ( L+ (L? - L) (\/Er({n)) v -g- ByFit, =2, m=1__
©)
where
_5 M 1 1 1 1 1
A =LE(a*) + 4L(L = 1) E(?) E(a) T
. 2112
+ 3L(L l)[E(a )] Fig. 1. ~ versuszq;, in Rayleigh fadingm = 1) for L = 1 and2.
+6L(L - 1)(L — 2)E(a?)[E(a))?
+ L(L = 1)(L = 2)(L = 3)[E(a)]* (6) order to obtain an estimate fog;,, we replace the expectations
, L L /o in (4) with the corresponding block averages, yielding
with E(a*) = (T(m + k/2)/T(m)m*/?). Note that (5) as-

sumes the knowledge of Nakagami parametemhich can be 5 v2]?
div — —

computed accurately using the method given in [11]. For the ! ©)

case whenn = 1 (i.e., Rayleigh fading), (5) becomes Substituting (9) into (8), we get the SNR estimatgdj)e tested
LirLti—m) 12 the accuracy of the fit by evaluating the mean and standard de-
[L + fﬂ viation of the SNR estimates fdr = 2 andm = 1, determined
3L2 +4A 172 + 3LA (L + 4 — )y’ by over 20 000 blocks. The block sizes considered are 1000 and
] 5000 bits, and the code rate is 1/3 (i.e., 3000 and 15000 code
Now, for a given value ofq;y (computed from a block observa-gympols per block). The range @f, /N, values considered is
tion of thew,'s), the corresponding estimate-pican be found om0 dB to 8 dB in steps of 1 dB. For a code rate of 1/3, this
b_y inverting (5). For easy impleme_ntation, an approximate re_'@()rresponds t@, /N, values from—4.77 to 3.23 dB, as shown
tion betweery;, andy can be obtained through an exponential, Taple 11, The mean and the standard deviation of the esti-
curve fitting for (5). We use the exponential fit of the form  a¢e5 are evaluated in the magnitude domain and converted to
®) dB. From Table Il, we observe that the SNR estimatdwsough

the exponential fit in (8) are quite close to the true value of the
where the values of the coefficienty, dy, do, and ds SNR, ~v, and the standard deviation of the estimate reduces as
for different values ofm and L are computed and pre-

the block size is increased.
sented in Table |. The coefficientdy, di, ds, and ds
are chosen in such a way that the mean-square error . Loc-MaxiMuM A POSTERIOR(MAP) DECODER
SO [207) — ds % exp(do * exp(dy + 2(7)) + d + 2(7))]° is with EGC
minimized, whereP is the number of points (taken to be 30) In this section, we modify the log-MAP decoder for the
on thez = f(v) curve. Fig. 1 shows the versuszg;, plots case of L branch diversity with equal gain combining. To
corresponding to Rayleigh fadifg: = 1) for L = 1 and2 as do so, we need to calculate the transition metric defined
per (8), along with the true value plots as per (7). The fits aby gi(s,t,a,) = Prolys, Sy = t|Sk—1 = s,q;), where
made in the magnitude domain and plotted in dB. Itis seenthat = (y;,v}) anda, = (af,al) [2], [9]. Here, y; is the
the fits are very accurate over the SNR values of interest. feceived symbol corresponding to the transmitted information

@)

Zray =

5= dge(doe(dlzd“’)-i-dﬂdiv)
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TABLE I Discarding all the constant terms and terms which do not depend

MEAN AND STANDARD DEVIATION OF THE SNR ESTIMATE, 7, FOR DIFFERENT ; : ;
VALUES OF THE TRUE SNR .+ FOR M = 1 AND [, — 2 on the code synjbol&ck}, and taking logarithm of both sides
of (14), we obtain

True SNR, v | Block size=1000 bits | Block Size=5000 bits
(dB) B[], dB | SD [3], dB || ER], dB | SD, dB log(p(yr|xk, o))
477 -4.01 0.397 -4.03 0.181 of, (& L
— ¢ S .8 S p,.pP_ P
-3.77 332 | 0395 || -334 | 0180 = > vizai, + > yhatal . (15)
-2.77 -2.54 0.396 -2.57 0.178 o\ —
-1.77 -1.69 0.395 .17 0.176 R
-0.77 -0.77 0.394 -0.78 0.176 Defining the guantity Ly =
0.23 0.18 0.395 0.17 0.178 log(Prol(zj =+1) /Proz; =~1)), and discarding all the
123 119 0.407 1.6 0.182 terms independent aff, we can calculatéog (Prob(z3)) as
2.23 2.18 0.421 2.16 0.189 p ; g (Prob(z}))
3.23 3.19 0.443 3.17 0.200 [0l
i/k.’lis
. . . log (Prob(z3)) = =22k 16
symbol z, y; is the received symbol corresponding to the g ( (%)) 2 (16)

transmitted parity symbaty, o = (ai,uai,w i '7O‘Z7L>’ Combining the results of (15) and (16) and substituting in (12),
andaj = (o} ,,af,,...,af ). Also, S, andSy_; are the W€ obtain

encoder states at time instaktisk — 1, respectively [9]. When ’ B ﬁkxz
the symboleC is transmitted, it will be received through c(st ) = 2
independent paths and the output of the combiner will be o

L L
+L—N0 (Z Yrrrog, + Z?ﬁiﬂfﬁ%,z) - (A7
=1 =1

The above quantity (s, ¢, o) can be used in the computation
of the forward and backward recursion metrics in the log-MAP
where ¢ € {s,p}, a;, is the random fading amplitude algorithm [10]. It is noted that the computation of the quantity
experienced by théth symbol at thelth antenna path, and ¢, (s, , o) requires knowledge of thé,/N, and the fade
n., ~ N(0,0?). Conditioning onz§, andaj, 05 ,....,af ;, amplitudes. To obtain a metric in the absence of the fade
we haveyt ~ N xi ZlL—l ail,L(ﬁ). Applying Bayes' amplitude knowledge, one needs to averagg, -, a;) over

N the distribution ofa,,, which is difficult even for the Rayleigh
fading case [2]. Hence, in [2], an approximate, fade-indepen-
gr(s,t, ) =Prob(yg, Sy = t[Si_1 = s, .) dent metric was given for Rayleigh fading. Here, we use the
following suboptimum metric in the absence of the knowledge
of fade amplitudes:

yi = 1i Z aiJ + Z "i,l (10)

=1 =1

theorem, we can writex (s, t, ;) as

:Prol:(yk|Sk_1 =s,5, = t,gk)
X Prot(Sk = t|5k,1 = S) R

— — — subopt ers ~ s s

=p(Yr|%k, @y, )PTOR(S) = t[Sk—1 = s) PP (s, 1) = kZ k27 (yixg + yhak). (18)

PV i, 2, )PrOD(r) 1) The above metric is essentially the AWGN channel metric,
The last step in the above equation is due to the fact that thbich is equivalent to setting the fade amplitudes to unity.
state transition between any given pair of stataadt uniquely
determines the information hit}. Define IV. TURBO DECODERPERFORMANCERESULTS

We estimatedE; /N, using the SNR estimator derived in

k . . . . .

s Section Il and used this estimate in the decoding of turbo

(p (Yk|xk, o )Prob(z})) codes. We carried out simulations to evaluate the performance

(p(¥r|xk, ) + log (Prob(z3)) . (12)  of a rate-1/3 turbo code with generat@ /37)s and random

urbo interleaver for various values @&f (= 1,2,3) andm

E': 0.5,1,5). The number of information bits per block is

tudes, we get 5000 b and all the 15 000 received symbols in the block are used

to compute the SNR estimate. The trellis of the constituent en-

coder is terminated by appending five tail bits to the information

Upon observing thag; ~ A (117'2 ZzL—l al 17L02) andy? ~ bits, which makes the code rate to be fractionally less than 1/3.
. - o Different random interleavers are generated for different data

N (x%i. D11 Oy L02) and, hence, upon substituting the eXp|ocks in the simulations. The number of iterations in the turbo

Ck(87 t? gk) = log (q (37 f7gk))
=log
=log

With perfect channel interleaving and knowledge of fade amp

p(yrlxk, o) = p (Wiley, o) p (vploh, o). (13)

pression for the Gaussian pdf into (13), we arrive at decoding is eight. We evaluate the turbo decoder performance
1 L e L2 ) using our SNR estimate, and compare it with the performance
P(YExr, ar) = 5—— o~ (=i 00, eia) /20 using perfect knowledge of th, /N, and the fade amplitudes.
Lo

s =L s \? 2 In the ideal case, where perfect knowledge of the SNR as well
Xe’(”k’””k Yiot) /eLe ). (14) as the symbol-by-symbol fade amplitudes are assumed, the
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Fig. 2. Comparison of turbo decoder performance using the estimated SRig. 4. Comparison of turbo decoder performance using the estimated SNR
versus knowledge of channel information, for= 1 andm = 1. versus knowledge of channel information, for= 1 andm = 5.
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Fig. 3. Comparison of turbo decoder performance using the estimated SNg. 5.  Comparison of turbo decoder performance using the estimated SNR
versus knowledge of channel information, for= 1 andm = 0.5. versus knowledge of the channel information, fer= 1 andL = 2, 3.

metric in (17) is used. In the nonideal case, however, since wdormation. From Figs. 2—4, it can be observed that, given the
are estimating only the SNR, the suboptimum metric in (1&nhowledge of the fade amplitudes at the receiver, the perfor-
is used. mance of the decoder using our SNR estimate is almost the
Figs. 2—4 present the comparison of the turbo decoder psame as the performance with perfect knowledge of the SNR.
formance using the estimated SNR versus perfect knowledgeother words, the proposed estimator provides adequately
of channel information, forn = 1, 0.5, and5, respectively, and accurate SNR estimates for the purpose of turbo decoding in
L = 1. The various combinations of the knowledge of the SNRakagamim fading channels. It is also observed that the lack
and fade amplitudes considered are a) Perfect SNR, Peffect of knowledge of the fade amplitudes at the receiver results in
b) Estimated SNR, Perfeofs; c) Perfect SNR, Unityr’'s; and noticeable degradation in performance, particularly when the
d) Estimated SNR, Unityy's. The assumption of perfect fadefading is severe. For example, when= 5 (light fading), the
amplitude knowledge here must be viewed from a comparisdaegradation due to lack of knowledge of fade amplitudes is
point of view only, i.e., it gives the best possible performanabout 0.4 dB for an error rate of 10, whereas the degradation
with EGC, although maximal ratio combining would give betteincreases to about 1.5 dB far = 1 (Rayleigh fading) and
performance. The difference in performance between case3d&j dB form = 0.5 (severe fading). Fig. 5 illustrates the
and case b) gives the degradation due to inaccuracy in the Spformance comparison for EGC diversity when= 2 and
estimate alone. The performance difference between cases$.blPerformance in AWGN is also shown. Asis increased,
and d) gives the effect due to nonavailability of fade amplitudbe degradation due to lack of knowledge of fade amplitudes is
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reduced. For example, whéh= 2, the degradation is 0.3 dB, Defining A,,, = Y-, Zle S S E(aiajagay), the
whereas forL. = 3, the degradation is just less than 0.1 dBexpression ford,, can be obtained as
The turbo decoder performance is less sensitive to the lack of

knowledge of the fade amplitudes in EGC diversity schemes L& &
compared with fading without diversity. 2 2:1 kZl ; E(aiajar)
1=1 j=1k=1 1=
( +a2+---—|—aL)4. (23)

APPENDIX Applying the multinomial theorem to the above equation, we

Here, we derive the expressions for the numerator and @@l
denominator of (5). Removing the superscript for convenience,

|

the denominatof(v*) is given by Ay = ({’) E(a*) + (g) %E(a?’)E’(a)

L L L L L) 4 2112

=SS S S Beagme).(19) * (2) izt E)]
i=1 j=1k=11=1 L 4!
+(5) mEEEEP

Substitutingr; = a; X + n;, rj = Osz +nj, T = apX + nyg, I ' 4.1'.
andr; = oy X + n;, we obtain + <4> m[E(a)]4. (24)

Simplifying the above equation, we arrive at
E(aiajakal) P fy 9 q

g
Crb
TF
3
-
M-
M-
M-

~
Il
—
<
Il
—_
>~
Il
-
~
Il
-

A, =LE(a*) +4L(L — 1)E(a®)E(a)
E(ngng) +3L(L - 1)[E(0‘2)]2
+6L(L —1)(L — 2)E(a®)[E(a)]?
+ L(L —1)(L = 2)(L = 3)[E(a)]* (25)

+
i
M=
.Mh
&
B
NQ
M=

M=

E(aiak) E(njnl)

+
=
S
M- T
M= 1M~
T

@
Il
—
o~
Il
—
~
Il
—
Il
—

where E(a*) = (I'(m + k/2)/m*/?T(m)). In the case of
Rayleigh fading (i.e.m = 1), E(a) = 7/2, E(a?) = 1,
E(njng) E(a3) = 3\/7/4, andE(a*) = 2. Substituting these values of

M=
M=

E(aial)

+
S
M-
M=

i=11=1 j=1k=1 expectations in (25), we get; as
L L L L
+EY Y E(ajor) Y > E(ning) Ay =2L+ L(L—1)
j=1k=1 i=1 1=1 L—-1 2
x {3+ 3(% +(L—- 2)(L—3)71r—6}. (26)

+
S
VR
M=

E(ajap) E(n;ng)

S
Il
N
0
N
H'Mh
N
S. kol
M- T
=

Next, to computey" Zle S F L E(ninjngn), we
use the result of (25) with: replaced byn. Also, by recalling

E(nin;) that the odd moments of Gaussian random variabigth zero
mean and variance? are all zero,E(n?) = o2, andE(n?) =
30, we arrive at

L L L L
o000 Elmingmm) = 3L%*, 27)

Sincex is Nakagamim distributed withE («?) = 1, we have i=1j=1k=11=1

E(a) = (I'(m +1/2)/\/mI'(m)). Assuming they's are inde- - 4
pendent and identically distributed (i.i.d.), ths are i.i.d, and COMPINiNg (21), (22), (25), and (27), we getv*) as
assuming these groups are independent, and also independ%l(tv4) —E2A, 4+ 31204

of X, we obtain )
T 1
L+ (L*-1L) (M) ] E.o?

E(ozkozl)

+
S
-

M-
-

?,.
Il
-
Il
-
-
Il
-

~
Il
-

+
HMN
.Mh
M=
M=

<
Il
—
<
Il
—_
>~
Il
-
Il
—_

+6L ST

L T (m + l) 2
_ 2 2
p§=1: ;:1: E(apay) = L+ (L* — L) <—\/EF ) ) (21) )

{3L2 + —ES A, + 6L
and

X

L+ (L*-1L) (4‘

L
> E(nyng) = Lo®. (22)
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Similarly, F(v?) can be calculated as

M=
M=

E(v?) = ‘ E(rir;)

s
Il
=

<.
Il
-

FE (aianZ + o Xn; +o; Xn; + TL,L'TL]')

M=

“
Il
-

<.
Il
-

F(m—i—%)

VmlI'(m)

rm+1)\| E

/T (m)

=|L+(L*-1) E; + Lo?

=0?{ L+ |L+(L*-1L) =
(29)

Squaring (29) and dividing it by (28), and defining= E, /202,
we get (5). By substitutingr = 1 in (5), we get (7).
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