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Abstract—n situations where the round-trip delay between the use estimates of the received power, measured at the base
mobile and the base stations is smaller than the correlation time station, to instruct each mobile to Change its transmit power ac-

of the channel, power-control schemes using feedback from the ; PR ;
base station can effectively compensate for the fast fading due cordingly [3]. CLPC schemes can be effective in compensating

to multipath. In this paper, we study several closed-loop power- for the rapld channel variations due t.o multipath fa_dlng in both
control (CLPC) algorithms by analysis and detailed simulation. terrestrial systems and systems using base stations on-board
We introduce a new loglinear model for analyzing the received low-altitude unmanned airborne vehicles (UAV’s) in tactical
power correlation statistics of a CLPC scheme. The model pro- environments, where the propagation and processing delays

vides analytical expressions for the_ temporal correlation of the are small compared to the correlation time of the channel [4].
power-controlled channel parameterized by the update rate, loop

delay, and vehicle speed. The received power correlation statistics N traditional voice systems, interleaving and coding are
quantify the ability of closed-loop power control to compensate used in conjunction with power control to compensate for
for the time-varying channel. To study more complex update the channel burst errors and “mask” the bursty nature of
strategies, detailed simulations that estimate the channel bit-error he fading channel at the cost of interleaving and coding
performance are carried out. Simulation results are combined .

with coding bounds to obtain quasi-analytic estimates of the delay as well as Sy§t§m complexity [5]. Knowledge of the
reverse link capacity in a direct-sequence code-division multiple- PUrst error_CharaFt_e”St'Cs _Of the DOYVer'Com_m"ed Ch_annel can
access (DS-CDMA) cellular system. The quasi-analytic approach be useful in defining coding and interleaving requirements.
quantifies the performance improvements due to effective power Effects of fading and coding on burst errors, packet error
control in both single-cell and multicell DS-CDMA systems op- 5t and bit-error correlation have been studied recently in

erating over both frequency-nonselective and frequency-selective . :
fading channels. The effect of nonstationary base stations on the [6]-8], all for nonpower-controlled channels. Similar studies

system performance is also presented. on power-controlled fading channels have not been reported
so far. In fact, most reported studies on closed-loop power

Index Terms—Cellular systems, closed-loop power control, DS- . P L . PP
CDMA. control for direct-sequence code-division multiple-access (DS-

CDMA) systems have, so far, been limited to signal-to-
interference ratio (SIR) calculations primarily through simula-
. INTRODUCTION tions, a consequence, apparently, of the intractable nature of
HE USE OF direct-sequence (DS) spread spectrum féie analysis of such systems [3], [9], [10].
code division multiple access (CDMA) cellular communi- In this paper, we study closed-loop power control by both
cation networks necessitates the use of some form of adap@nglytical and simulation methods. We introduce a simplified
power control [1], [2]. Power control provides a means tgodel for analyzing a CLPC system. The model transforms
equalize the received power at the base station of all mobile standard CLPC model into a loglinear model that can
subscribers within the base station’s coverage area. With&gt simplified and analyzed as a linear system [11]. From
such power control, thenear—far effect-users with large it, we obtain all the first- and second-order received power
received power at the base station degrading the performastafistics, i.e., mean, variance, and correlation. Although the
of users with a smaller received power—can drastically limieceived power correlation does not directly specify channel
performance. Closed-loop power-control (CLPC) algorithmzurst error characteristics, it provides insight into the bursty
nature of a power-controlled CDMA channel. The received
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Fig. 1. Loglinear power-control model.

Combining the simulation results with coding bounds tblumerical results from both analysis and simulation are pre-
form a quasi-analytic approach, we estimate the reverse lisénted and compared. Section Il presents the average BER
(mobile-to-base-station link) capacity of a DS-CDMA systerperformance of the CLPC system as a function of various loop
that employs closed-loop power control. Unlike the previoysarameters, including power-control update rate, loop delay
studies on closed-loop power control which estimated main{glue to propagation and processing), and vehicle speed. In
the SIR statistics [3], [9], our present study estimates tifgection IV, the reverse link capacity of a closed-loop power-
capacity based on the channel bit-error rate (BER) (uncodeentrolled DS-CDMA system in a multicell environment is
which is obtained through large-scale simulations, and analgstimated for both stationary and nonstationary base-station
ical bounds on the coded BER performance. For this studigenarios. Section V provides the conclusions.
we consider a voice system whose link quality requirement
in terms of coded BER is typically of the order of 19 and II. LOGLINEAR POWER-CONTROL MODEL
our capaF:ity estimate; are subject to meeting .this requirementCOhSider the loglinear power-control model shown in Fig. 1.
We C(_)n3|der both a single- as well as a multicell system (29, sequences marked represent power in decibels at a par-
cells in a square grid layout) operating over both frequencyz jar point. The subscript in all the expressions indexes
nonselective (flat) and frequency-selective Rayleigh fadifigs The boxes represent linear filters, marked by either a
channels. The reverse link capacity in a multicell environmegte gelay or filter impulse response. This figure represents a
has been investigated by many authors [1], [12], [13]. MOfhear system model for a single mobile-to-base-station link.
of these studies, for analytical simplicity, assume that e model captures only the instantaneous powers at various
mobile talks to a base sta_t|0n which is nearest to it, a%ints in the system and not the actual signals. tte bit
further, that the base stations do not move. In fact, the transmitted with power, but not all energy transmitted
nearest base station need not always be the best chgic®it ,, is received. Power is lost due to fading represented
because of the losses due to fading and shadowing. Itbiy'i adding a channel lossl,, which is constant over the
more appropriate to consider the average received sigpgl 4, has a value equal ta0log,o(a2), wherea, has a
power (which is a function of both distance and shadowayleigh distribution. The logarithm transforms fades
losses) as the criterion for the base-station assignment. 1into negative values oft,,. The statistics of the sequence
[14], we showed that a base-station assignment strategl, are given in Appendix A. Implicit in this description
based on a maximum received power criterion, performesl the assumption that the underlying fading proce&s is
significantly better than the one using a minimum distanggequency nonselective and does not vary rapidly with respect
criterion, both under stationary and nonstationary base-stati@na single bit time. Additional loss is due to propagation
scenarios. Note that mobile base stations may be necessfigyance and shadowing. These phenomena are relatively slow
for providing an effective communications infrastructure g compared to the fading process, so it is assumed that they
tactical and emergency communications environments. Bage “tracked out” perfectly by the power-control algorithm.
stations, under such situations, could be mounted on moviigmore complex models including shadowing, fading, and
platforms like jeeps, tanks, UAV's, etc. In this paper, wenobility are desired, additional channel loss processes could
estimate the performance of closed-loop power control ink@ added.
mobile base-station scenario. We allow the cell-of-interest to The nth bit is received at the base station with powgy,
move with respect to two tiers of interfering cells and estimatehere &,, represents the actual power in the received signal
the reverse link capacity at the moving cell as a function of interest. This is not typically a measurable quantity, as it
fractional cell overlap. does not include the error involved in estimating this power.

The rest of the paper is organized as follows. In Section Wnalytically, however, the quantity,, is of primary interest,
we describe the loglinear power-control model and present thiace it represents the true power of the desired signal. The
analysis to derive the received power autocovariance functidrase station is assumed to measure power by examining the
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Fig. 2. Simplified loglinear power-control model.

square of the test statistic for each bit. Because thermal nois@awer-control error, one could add a suitabtmlinearityafter

the receiver and power from other mobiles is also received, ttiee sampling signal. However, the consideration of other up-
estimate for received power contains some error. This error @ate strategies leads to significantly more complicated analysis,
decibels) is modeled by the proce¥s. Because the square ofand therefore these latter update strategies are examined by
the test statistic is used as an estimate for power, the estimgitaulation in Section Ill. For simplicity of analysis, we model

is biased and, thus, the proceSs has a nonzero mean. Theand analyze ainverse update algorithmvhich increases or
sequenceN,, must not be confused with the thermal noiseecreases the mobile user's transmit power by the actual
process at the receiveN,, is strictly a power estimate error. difference between the received signal power and the desired
It is not immediately evident what the characteristics of sualeceived signal power. The channel is assumed to undergo flat
a process are. The modeling of the procégsis given in Rayleigh fading, with a Doppler spectrum of the form [15]

Appendix B. 1

The base station averages the sampgigs+ N,, over B 2 IfI < fa
bits, as shown by the averaging filter, and uses this estimate a(f) = Qﬂfd\/1_<i> (3)
of the power to enforce power level changes at the mobile. fa

The correction applied to the mobile’'s power is obtained by ’ elsewhere

subtracting this estimate from the desired received pafffer so that the underlying Gaussian processes have normalized
(e.g., if the received power is too large, the correction orrelation functions given by, (27 fy7), whereJo(.) is the

negative). The sampling waveform Bessel function of the first kind of order zerfy, = v/X is the
- Doppler bandwidthy is the vehicle speed, is the wavelength,
S :Z‘S in 1) and 7 is the time delay between the specified correlated
e samples. The interfering users are assumed to be seen at the
receiver with perfect power control, i.e., their received power
where is fixed at P*. These interfering users’ signals contribute to
— the received power estimation error of the user-of-interest.
1, z=0
0, otherwise
A. Analysis

samples this average power correction once e¥ehjts. This The linear system model shown in Fig. 1 contains a sam-
is the value that is used by the mobile for updating its transmif, '

ower. Due to round-trio bropagation. processing. and frarband waveform. Here, for simplicity of results, we consider a
P ' b propag » P 9 modified linear system model, shown in Fig. 2, that captures

delay, it is assumed that this correction can be used by tthe . .

mobile D bits after it is computed. The mobile, using a zero—he essence of this sampled system. Because the sampling

order hold, reconstructs the Fc)iesiréd change in, owe?su es%g% zero-order hold reconstruction have been removed, the
' 9 b 99 ile has better knowledge of its received power. Thus, this

. . . : mo
by t_he basc_a statl_on and a dds it to its transmltted power froa\r{r')proximation is likely to yield a system that performs better
B bits previous (i.e., adding the correction to the old transn}han the actual sampled system
: . " . .
%Og::ra)clzftlj(:;; new transmit powefr, that, one hopes, is In this simple linear model, we can use superposition.
: ' . . ence, we find the transfer function for each of the inputs
This model captures the time evolution of the power-contro P*. and N, For example, setting* and N, to zero, we
D o e o o 4o salve for the wansie unciofy () — () 5)
S n . A(Q) and R(2) are the discrete Fourier transforms.bf and
received power leveR,,. Also, the model can be modified toR respectively. Assuming a deterministic signal fog, we
consider other update algorithms. For example, to constructcaéf’ir; write ' '
update algorithm where the transmit power is raised or lowerée
by some fixed amount, regardless of the magnitude of the R(Q) =P1(Q) + A(Q) 4)
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PHQ) = P{(Q)e 8 + E(Q) (5) the “inputs” to the linear system, we can find an expression
and for the received power correlation at the base station. Since
E(Q) = — Hf(Q)R(Q)G_jQD (6) the auto_covarlance function @t is equal to zero, the above
expression reduces to
where H () is the Fourier transform of th& bit averaging

_ 2 2
filter. Solving for R(2) in terms of A(§2) yields SR(Q) = |[Hra(Q)[7S4 () + [Hrn (D)"Sn (). (14)

(1 —e™94B) The derivation of the autocovariance function4f is given in

Hpa(§)) = 1 — 9B 4 H;(Q)e—i9D ) Appendix A. In Appendix B, we construct the loglinear noise
model N,, and derive the mean and variance of the process
where [16] N,, subject to two major approximations. The validity of those
H(Q) = 1 sir.1(QB/2) —iB-1)/2] ® approximations is also examined in Appendix B.
B sin(2/2)
Similarly, we can findH gy (2) and Hrp-(§2). They can be B. Results
expressed as Interleaving and coding are typically used to combat the
_jap effect of burstiness in a mobile radio channel. The effect
Henv(Q) = fo(Q)e ' g) of interleaving is to scramble the bits so as to disperse
RJ\( ) —iQB —iQD ( ) . .
1 — 7998 4 Hy(Q)e bursts of errors over a large number of bits. Since the most
and powerful codes, typically, work best on independent iden-
Hpp(Q) = 1 (10) tically distributed (i.i.d) channels, a code is applied before
1— e 988 4 Hy(Q)e 740 interleaving so that the deinterleaved bits that enter the decoder

have errors that appear to be i.i.d. It is important that the
We are interested in the correlation &.. the received depth of the interleaver be such that bursts of errors are

power at the base station. As a measure of received povggfead sufficiently so that a single burst cannot overwhelm

correlation, we consider the autocovariance function of tf@e decoder. To determine the interleaving depth, a designer
sequenceR,, requires knowledge of the burst error statistics of the channel.

Burst errors occur when the received power falls below an
Cov[R;, R;_;] = E[R;R;_;] — E[R;]E[R,;_;].  (11) acceptable level for a period that spans many bits. The received

S| thi ¢ has b deled i ﬁgwer autocovariance can be used to find approximations for
Ince this system has been modeled as finear, wWe can yge.. statistics, as the degree of correlation is related to the
superposition and represent the sequeigeas a sum of three

. . burst length statistics.
squlljzncest du;lt)ogwf thrgz;\gpﬂﬁ A"t’. ar|1d]|\7n, tWhh'Ch Wg The received power correlation is computed for various
;a_ %‘,9_?_2[4"_"_ }%]{Tan n » FESPECUVELY. In OtNErwords, \ 5 yes of the parametef8, f;, and D. The input correlation

Th P tant. and thus th iR and the transfer function of the linear system are known in
. € sequences,, IS a constant, an USN € se*que. ~  closed form only in the time domain. Numerical computation is
is deterministic and independent Bf* and RYY (if P varies,

. ) : >’ required to perform the time domain convolution. In generating
possibly to control the intercell interference, the correlation

i ) ) e following results, 2* point fast Fourier transforms (FFT’s)
P’}\, must be_approprlately modeled). The squenﬁg‘sand were used to compute the linear system output. The effect of
[, are not mdepgndent. Th_e power of the noise interfere averaging intervaB on the received power correlation,
term to be given in Appendix B has.been ShOVY” _to depergg predicted by the above analysis, is shown in Fig. 3 for
on the received power of the user-of-interest. This is clearlyﬁl\ — 95 Hz (corresponding to 30-km/h vehicle speed at 900-
function of 4,, and also, indirectly, a function o¥;, ¢« < n. MHz carrier frequency) and> = 5. The received power
A simple approximation that removes this correlation is giv

A i i i i

. ; : ) tocovariance is also shown for the flat Rayleigh fading
mAf\ppendl);)B. Based on th? assumed.mdependencﬁrgbf channel without power control. As the power is updated
R, , and R, , the autocovariance oR,, is the sum of the

L . , . } less frequently, the correlation in received power increases
A N r
autocovariances oft;, R, andR,,, i.e., in magnitude and duration. In the limit a8 grows large,
Cov[R;, R;_;] :Cov[Rf, ij.’_i] + Cov[Rf, Rf_i] the received signal power approaches that of the flat Rayleigh
fading channel without power control. As the power-control

respectively.

N N
+ oVl 1), (12) update can require significant bandwidth, it is desirable to keep
From this, it follows that B as large as possible without sacrificing performance. Even in
A this ideal power-control model, for reasonalite the closed-
Sr(Q2) = F(Cov[R;, R;—;]) loop power control does not remove all of the “burstiness”
= |Hpa(D)]2S4(Q) + [Hry ()2 Sn(2) or received power correlation present in the channel. These
+ | Hrp (Q)]25p(92) (13) curves guantify the increase in correlation time as well as the

increase in variance due to lengthening the update interval. The
whereS 4 (£2), Sy (€2), andSp($2) are the power spectra of thecurves further imply that smaller depth interleavers could be
sequencesi,,, N,,, and P}, respectively. If we can find the used in a power-controlled channel, since the autocovariance
correlation functions, and, consequently, the power spectra,vath power control spans shorter time intervals (e.g., over 50-b
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lag for B = 35) than it does without power control (over

100-b lag). . ) .
The approximations made in forming the loglinear model0 (i-e., fast power-control updates), the analysis predicts a

are found to have an impact on the performance resuféandard deviation with better than 0.5-dB accuracy compared
Fig. 4 shows the autocovariance as predicted both by tifethe simulation results. In fact, for most practical update rates
analysis and by simulation. The curves, although similar [§-9.,8 = 10, corresponding to an update rate of 800 Hz, as
shape, differ in the magnitudes of their correlations. THE 1S-95), the prediction accuracy is less than 0.25 dB. For
simulated correlation function shows the effect of sending tH > 30, the prediction accuracy is around 1 dB. Also, over
average received power only once evéhpits. The resulting this entire range, the shape of the correlation function, and
correlation function is composed &f-bit segments connectedthus, the duration of the time correlation, is predicted well
to form a jagged curve (Fig. 4 at around 100 b of lag). Becauby the analysis (Fig. 4), which is useful in understanding the
the linear model presented here removes the sample-and-Haést error statistics.

(Fig. 2), the analysis curves fail to reflect this phenomenon.Fig. 6 shows the effect of increasing the Doppler frequency
It is presumed that this modeling assumption not only effecfs (equivalently, increasing vehicle speed) on the received
the shape, but also has an impact on the magnitude of hmver covariance whe® = 10 and D = 5. In a Rayleigh
correlation function. The standard deviation of the receivddding environment with no power control, increasing vehicle
power is shown in Fig. 5. For averaging intervéldess than speed results in a decrease in the “length” of the channel
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autocovariance while the received power variance at 0-b lag 1
remains constant (Fig. 6, dotted lines). When the vehicle speed
is sufficiently fast, the channel autocovariance tends toward a ;"“ Sl A
delta function—received signal power is approximately inde- .
pendent from bit to bit. When the vehicle speed slows to zero, ¢.1
the channel autocovariance is a constiaifer? /6 In? 10. This
constant comes directly from the computation of the Rayleigh
fading power autocovariance function. The zero lag of thi§ "'u;\ N (A e e
function equals the variance of the fading power at any give o.01 S »
time. At zero vehicle speed, the fading loss remains constafit 8K *
for each realization of the random process—the fading loss #s ERS N
a single random variable with variandé072/6 In” 10. LN

In the power-controlled Rayleigh fading environment with 0.001
fixed B and D, increasing the vehicle speed results in an
increasein the magnitude of the highest peak in the auto-
covariance (Fig. 6, solid lines). Note that for slow vehicle IRy Ty
speed the channel autocovariance function is almost zero. oot -

A . A . 01 2 3 45 6 7 8 % 10 11 12 13 14 15 16 17 18 19 20 21 22

a slowly varying environment, the fading is tracked perfectly, Eb/No (dB)
with only _smaII Va”atlons due to the noise in the recelVelgg. 7. Comparison of the BER performance of fixed step size, adaptive delta
power estimate (Fig. 6f; = 25 Hz). Power control removes modulation, and inverse algorithms. Flat Rayleigh fadily. = Ep/N,.
almost all random variations in the received signal poweypdate rate= 800 Hz.
As the vehicle speed increases, the combined effect of the

interval B and delayD causes the power-control updates to As noted earlier, the transmit power update step size can
become increasingly stale. That is, the channel has alreagy either fixed fixed step size algorithmor made adaptive
changed significantly by the time an update is applied at thg the channel variations. A specific example of the adaptive
mobile. This, in turn, causes an increase in the received pow@sp size approach is thieverse algorithmas defined in
variance, and an increase in the duration of the received pov&iction I1. Fixed step size algorithms are easy to implement,
autocovariance (Fig. 64 = 75 Hz). and need much less bandwidth on the forward link (base-
to-mobile link). This is because only the sense of power
change (i.e., up or down) needs to be conveyed to the mobile,
Ill. CLPC BER PERFORMANCE which can be achieved by sending a simple 1-b command,
The method presented in Section Il provides analyticalhich we assume can be in error with probability. Fig. 7
results that are easy to compute and interpret. Moderate cahews a performance comparison between the fixed step size
puting resources can generate results for a single parameteafgtrithm, an adaptive delta-modulation algorithm, and the
in less than a minute, making it more attractive than statistiagaverse algorithm. A step sizé&\ of 1 dB is used in the
simulation. However, the model is not easily extended fixed step size algorithm. An update rate of 800 Hz, a vehicle
directly provide bit-error characteristics. To complement thgpeed of 30 km/h (corresponding to a Doppler frequency of
analytic results, we use simulations to investigate bit-err@6 Hz, considering a carrier frequency of 900 MHz), and a
performance of the power-control algorithms. return channel error ratg. of 0.0 are used. As expected, the
We initially examine the average bit-error performance gferformance of the inverse algorithm is found to be superior
just a single user CLPC system operating over a flat Rayleighthat of the fixed step size algorithm. For example, for the
fading channel. Although the primary idea behind powebove set of parameters, the inverse algorithm needs 3.5 dB
control is obviously to equalize the powers from multipléessE;, /N, than the fixed step size algorithm to achieve 10
users, estimating the performance of a single power-controllB&ER. Inverse algorithm implementations, however, would
user is useful to quantitatively predict the effectiveness oked additional bandwidth on the return channel to carry the
the loop in tracking the fast fading, and the contribution gfower-control step size, in addition to the power up/down
each element in the loop to the overall system performano@mmand. In practice, because of the increased complexity and
Bit-error measurements through simulations are carried dagndwidth requirements, inverse algorithms are rarely used.
to establish the effect of parameters such as power updateompromise would be to use an adaptive delta-modulation
step size (adaptive versus fixed), power-control update ragdgorithm. In all our following simulations, we will focus on
propagation and processing delay in the loop, and vehidle fixed step size algorithm.
speed on the average BER performance. The simulated systerfhe effect of power-control update rate on the BER per-
considers an information rate of 8 Kbps, such tha® &alue formance is illustrated in Fig. 8, when the vehicle speed is 30
of 20 corresponds to a 400-Hz update rate, 10 correspotas/h, A =1 dB, D = 0, andp,. = 0.0. The results are plotted
to 800 Hz, 5 corresponds to 1.6 kHz, and so on. Similarljor different update rates, 200, 400, and 800 Hz, and 1.6 kHz,
a D value of 20 corresponds to a loop delay of 2.5 ms, ldbrresponding taB = 40, 20, 10, and5 b, respectively. The
corresponds to 1.25 ms, and so on. Tevalue is set to be performance plots corresponding to both an additive white
the desiredE; /N.,,. Gaussian noise (AWGN) channel and a flat fading channel

Veh. $pedad = 30: kmi/h
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Fig. 8. Bit-error rate versu®, /N, as a function of power-control update Fig. 9. Bit-error rate versus, /N, as a function of vehicle speed. Flat
rate. Flat Rayleigh fadingP* = E,/N,. A = 1 dB. Rayleigh fading.P* = E,/N,. A = 1 dB. Update rate= 800 Hz.

PC-update-rate-=-800-Hz

Veh. speed = 30 kmfh; pir = 0.D5

‘ »._flat fading(no péwer control)

without power control are also shown for comparison. As can 1 —
be seen, the performance curves shift closer to the AWGN- e

only performance as the update rate is increased. On the other ' oobite t-

hand, slower updates tend to result in performance which 20 BT

is increasingly closer to fading performance with no power ¢.1 v No: pewer o

control. For example, when the channel fading is flat, and S

no power control is employed, a BER performance of 10 g

is achieved at arF, /N, of 14 dB—the same performancef

is achieved withE, /N, of 11.6 and 6.5 dB for update rates g o.01

of 200 Hz and 1.6 kHz, respectively. The tradeoff here is thd}

power control is more effective at faster update rates, but at ttie

expense of a proportionately larger bandwidth that is needed on

the return channel to carry the command bit more frequently.o.co1

Again, an effective update rate is, in a sense, relative to the

rate at which the channel fades, which is a function of the

Doppler bandwidth (hence, the vehicle velocity). The effect of

different vehicle speeds on the BER performance at a constamot —— ——— "~ VPR —
update rate of 800 Hz is shown in Fig. 9. The range of vehicle Eb/No (dB)

speeds considered spans from typical pedestrla_n Speed%ié.Slo. Bit-error rate versu& /N, as a function of return channel delay.
km/h) to freeway speeds (120 km/h). At pedestrian spee@t Rayleigh fadingP* = E;,/N,. A = 1 dB. Update rate= 800 Hz.

the onwer control is seen to be very effective such that at

10" BER, the power-control performance is just about 1.5 .

dB poorer than lt)he AWGN-onIE)/ performance. jThis is due tg] [20], for a power—cqntrolled DS-CDMA_system .W'th rate-
the high correlation time of the channel at low vehicle speedy.3 convolutional 9Od'n_g' 32< 18 block m_terleavmg, and
The channel correlation time decreases as the vehicle spb¥gray antenna diversity at the base station, the worst case
increases, thus degrading the performance. It is to be noted fgiformance is shown to occur at 60-km/h vehicle speed.
what is illustrated in Fig. 9 is the effect of power control alone Another critical parameter in the power-control loop is
as a function of speed, and what is not brought out is the effdeg delay due to propagation and processing. Fig. 10 shows
of interleaving which, in practice, is incorporated in the systethe effect of the propagation and processing delayy ¢n
design to randomize the burstiness of the channel errors ithg BER performance for an update rate of 800 Hz, vehicle
fading environment. At low speeds, although power control §Peed of 30 km/hA = 1 dB, andp, = 5%. The range
very effective, interleaving is ineffective—the reverse is truef values considered for the paramef@ris 0-40 b, which

at high vehicle speeds, i.e., power control does not track fadi¥responds to loop delays in the range of 0-5 ms. The
effectively, whereas interleaving becomes efficient. The netrve corresponding t@ = 0 represents the performance
effect is that the performance degrades up to a certain spebien the power-control command is available at the mobile
and beyond that speed the performance improves. This iglmost instantaneously, in other words, when the loop delay
classical power-control/interleaving performance tradeoff [S5f very small compared to the bit duration. For loop delays
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1 r , : loop power control. We estimate capacity both for a single-cell
: rE0m system as well as a multicell system, considering both flat
5 and frequency-selective channel models. The effect of different
power-control update rates and vehicle speeds on the reverse
04 link capacity is evaluated, as well as the effect of nonstationary
% base stations. The approach we adopt to estimate capacity is
: guasi-analyticin nature, as outlined below.

Veh. speed = 30kmm; Di=0 010

Bit Error Rate
o
e

LR = A. Quasi-Analytic Approach to Capacity Estimation

N Practical DS-CDMA systems rely heavily on coding to
SRE . improve the bit-error performance on the reverse link (e.g., a

rate-1/3 convolutional code is used link in 1S-95 [1]). Hence,
we need to estimate the coded bit-error performance in order to
obtain the reverse link capacity estimates. Deriving the coded
BER performance through analytical means alone is complex,
0.0001 i particularly when moving base stations are considered in
0234 s 8T8 ey SR A 2 the system. Simulation techniques using Monte Carlo and
_ . ) _ importance sampling approaches are common [21]. Monte

o 1(01) E:gteré‘;ry[ggh"fearji‘fg’}éf'Ozas}zj /fg”"tg” of e 82?;;?:' ! Carlo simulation of coded systems take prohibitively long run
— 800 Hz. times. However, from the basic properties of the code, it is
possible to calculate an approximation to, or a bound on, the

up to D = 10 (i.e., 1.25 ms), the performance degradation goded BER performance based on the BER at the decoder

not very significant. In fact, at I BER, the performance input! which, in turn, is obtained through simulations. We
difference betweerD = 0 and 10 is just 0.5 dB. The above adopt such a quasi-analytic approach to estimate the reverse

results and other simulation results at different speeds alftf capacity.
We first estimate the channel BER of the DS-CDMA system

update rates lead to the observation that while closed—loop - )
power control will be effective in terrestrial cellular systems2t different system parameter settings through large-scale

it will not be effective on satellite links. However. it can besimulations. The occurrence of bit errors in such simulation
useful for systems employing base-stations on-board UAv&XPeriments would béursty due to sudden and deep fades
since UAV's are typically placed at altitudes in the range 20-@&PPearing on the channel. In practice, the bursty nature of the
km (with corresponding round-trip propagation delays of aboff™0rs due to the memory on the channel can be manipulated to

0.2 ms). Fig. 10 also shows a sharp performance degradaf@P€ar as independerndom errorsby interleaving the coded
for D > 10. For example, wherD = 20, the performance data over sufficient depth before transmission, and deinterleav-

worsens by around 4 dB compared Bo— 0 at 10~2 BER. ing the data before decoding at the receiver. Here, we assume

This is due to the fact that when the loop delay becomes gredt&ffect interleavingand evaluate an upper bound on the coded
than the channel correlation time, the power-control updat@@'e”or performgnce Qf th? system using 'con\'/olut|onal codes
become less meaningful. While there is nothing that can B&th hard decision Viterbi decoding. This yields the well
done about the delay due to propagation, the delay duekfePWn transfer function bound

Vi

0.001

processing, in a practical system, can be minimized by making o0 .
the received power measurements before the deinterleaver [3]. po < Y BiP(i) (15)
To reduce the processing delay and to save bandwidth on i=xzs

the forward link, the command bit from the base Statio\rﬂvherexf is the free distance of the code afid;} are the

IS notd alwayz er:ror f[?rotec;ec:]. Thﬁs' |t|becomes ne?eisﬁﬁleﬁicients in the expansion of the derivativeltdfD, N), the
to un erstznb_ the ehect Of the ¢ ang_e elrrc_)r rate of t S &nsfer function (or generating function) of the code evaluated
el s o oY =122, () s the probblty of e he norec
— (. () .
. ’ ' path, and can be bounded by the expression
1%, 5%, and10%, and Fig. 11 shows the BER versts/N, P y P

plot parameterized by thg,. values. It is seen that the error P(i) < [4p.(1 —pc)]i/Q (16)
rate on the return channel has little effect on the performance.

In fact, at an update rate of 800 Hz and a vehicle speed of 8bere p. is the channel BER. The tightness of the bounds
km/h, the performance degradation is just 0.5 and 1 dB;for in (15) and (16) is discussed in [22]. From the coded bit-
of 5% and 10%, respectively, compared to an error-free retl@fHor performance, we then estimate thgstem capacity,

channel (i.e.pp, = 0.0). which is defined as the number of simultaneous users that
can be supported while maintaining an acceptable coded BER
IV. SINGLE-CELL/MULTICELL REVERSELINK CAPACITY performance needed by the specific application (e.g-,>10

. . . . . . for voice). A similar approach could be taken to estimate
In this section, we consider the estimation of reverse |II’IE ) P

capacity in a DS-CDMA cellular system employing closed- we refer to the BER at the Viterbi decoder input as ¢thannel BERp...
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performance with soft decision decoding (which is expected t
perform better than hard decision decoding), provided that th
simulation is used to generate the probabilities of the channd
transition probability matrix instead of the channel BER [21].
Since our simulations primarily generate the channel BER
we restrict our results to hard decision decoding. It can be
realized that there is some element of both optimism ang
pessimism built in to this approach: optimism due to the
perfect interleaving assumption and pessimism because of hafd ';}/
decision decoding instead of soft decision. B B s, 8
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B. Channel Model
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We model the time-variant channel as a tapped delay ling ,

. . . . .. (] B, L) By By
with tap spacingZ, (the chip duration) and tap coefficients
{z(t)} which are zero-mean complex-valued stationary mu-
tually independent Gaussian random processes [22]. Thug,
the complex low-pass equivalent channel impulse response |s  2° Ly LN L L
given by

Lp—1 Fig. 12. Twenty-five-cell square grid layout.
Wi t) = > a(t)s(r —IT.) (17)

=0
coded symbol and chip durations, respectively, aads the

where L, is the number of resolvable paths, each spacg@mper of chips/coded symbol. In the simulations, random
T. apart. If the multipath spread i8,,, then the number of pinary sequences of length 127 are used as the spreading
resolvable paths id, = |T,,/1c] + 1, andT,, is assumed gequences for different mobiles. All the mobile users are power
to be less thari’, whereT" is the bit interval. We can also controlled by their assigned base stations. The assignment of
write z(t) = aq(t)e’* "), where the{(t)} are Rayleigh pase stations to mobiles is based on a maximum received
distributed and the phaség;(¢)} are nnlformly distributed in power criterion; that is, a mobile is assigned to that base
[0, 2. The average path strength is the second moment giation from which it receives maximum signal strength. This
of oy (i.e., & = E[(a)?]) and is assumed to be related to thgtrength can be measured on pilot signals which are generally
second moment of the initial path strength by broadcast by the base stations at a constant power to enable
Q = Qoe M, 1> 0. (18) the mobiles to achieveT synchronization. Di§tance and shadow
losses affect the received signal strength in such a way that
Equation (18) describes the decay of the average path strerigtaroportional tol0¢/1°4=*, whered is the distance between
as a function of path delay—the paramejerreflects the the mobile and the base station, ahdepresents the shadow
rate at which this decay occurs. The shape of the deda@gameter, which is a Gaussian random variable with zero
function is referred to as the multipath intensity profile, whicieéan and standard deviatian dB. Typically, » is in the
is assumed to be exponential in our study [23]. Note theange 2-5.5, and; is in the range 4-12 dB, depending on
the channel model described above corresponds to a ff2@ environment [15]. In line with [1], a propagation exponent
(frequency nonselective) fading model whep = 1. The total value ¢) of four and a standard deviation of the lognormal
received powers in both flat fadind.4 = 1) and frequency- shadowing ¢,) of 8 dB are used in all the simulations. All
selective fading L, > 1) are taken to be the same. We assuntBe mobiles are assumed to be moving at the same speed over
that all the resolvable paths are combined coherently withassmall geographical area, to use the same update rate, and to

RAKE receiver [22]. experience the same delay and error rate on the return channel
from their respective base stations. A fixed step size power-
C. System Model control algorithm withA = 1 dB is used throughout. In the

simulations, the power-control commands for all the mobiles
Bre generated by their assigned base stations based on perfect
Mestimates of the received signal power. Furthermore, coherent

Fig. 12, is considered. The cell-of-intereSts is surrounded o 04, ation and perfect synchronization are assumed at the
by two tiers of interfering cells. Each cell hag mobile receiver

asynchronous users which are uniformly distributed over the

cell area. Each user communicates with its assigned base . )

station, on the reverse link, using coherent binary phase-stifft Simulation

keying (BPSK) modulation, rate-1/3 convolutional coding, and A set of CDMA simulation tools developed ifi language
direct sequence spreading. Each user is assigned a unikag been used to synthesize the simulation programs and esti-
spreading sequence, and the spreading sequences have a omate the channel BER performangeunder different system
mon chip rate ofl /T, whereZ, = T/N.. T andT, are the conditions. A waveform sampling frequency corresponding

A 25-cell square grid DS-CDMA cellular system, with bas
stations{ By, Bs, ---, Bss} and cell boundaries as shown i
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0.1 TABLE |
DS-CDMA SrsTEM CAPACITY WITH CLOSED-LOOP
single cell PoweR CONTROL. FLAT RAYLEIGH FADING
No power control Flat fading
Cell Power | Update | vehicle
At N B e " layout control | rate speed | Capacity
Y | (km/h)
% o X i Singlecell | No - 60 33
o , A
~t e Yes 800 H
. // ey z| 60 60
g A - et o 30 84
& rd X .‘u" With: power control
° "_X{ speed updatie rate - 2KHz 60 7
) A: 60 kmih 800 Hz =
0.01 <. Br-r-30-donh 00 Multi-cell No - 60 23
g TR i yes | 800Hz | 60 39
D..:....30.kmyh KHz 30 51
2 KHz 60 60
20 40 60 80 100 120 140 30 70

Number of users
Fig. 13. Channel BER performance of the CLPC scheme in a single-cell . . . .
DS-CDMA system over a flat Rayleigh fading channel. improvement in the channel BER is achieved when the vehicle
speed is low (see curves for 30- versus 60-km/h speed) and the
update rate is high (compare curves for 800- and 2-kHz update
tes). From the above channel BER curves, the coded BER
Brformance is obtained through (15) and (16). The necessary

to four samples per chip is used. The following strategy
adopted to simulate the slow lognormal shadowing and t

fast Rayleigh fading. .Over.each simulation iteration, a ne 3.} coefficients in (15) for the rate-1/3 convolutional code
lognormal shadow variable is generated and held constant o B onstraint length 9 are taken from [24]. From the coded
that iteration. However, within each iteration interval, a timeBER the capacity of the reverse link is estimated (satisfying
varying Rayleigh fading component is generated following t co&ed BER of 10%, as typically required for voice) and is
Doppler spectrum in (3). Power control is implemented to tra en in Table I. When there is no power control, the capacity
out this Rayleigh component. The iteration interval is take hieved in a single-cell system is 33 simultaneéus users. The
long enough to cover several deep fades. A number of s acity increases to 60 and 97 users when power control is

iterations are run to average over the lognormal shadowi plied at update rates of 800 Hz and 2 kHz, respectively, at
The simulations typically took several hours to generate -km/h vehicle speed. ' '
S'.”g'e pomt on the BER curve. S'm“"'?“"’”s are carneq out Single-cell capacity estimates are optimistic, since they do
with and_ without the ceII-of-mterest motion. When thefe 'S MBot consider interference from other cell users. We estimated
cell motion, all the base stations are kept static, allowing o e capacity of a multicell DS-CDMA system with 25 cells
the mOb'IeS to move. In the moving cell case, _the base Stat'&'ﬂﬁigured in a square grid layout. The capacity of the multicell
By is allowed to move in a diagonal direction (as ShoWQyStem is also shown in Table I. When there is no power
in Fig. 12) and also in a horizontal direction, keeping all thg0 trol, the capacity achieved in a 25-cell system is 23 users
other base stations static. At each incremental movement ich ;:orresponds to a 30% decrease in capacity comparea
the cell-of-interest, a fresh reallocation of base stations to gll o+ o 5 single-cell system. With power control, at 60-

the mob_lles in the sy;tem is carried out. Note that the ¢ /h vehicle speed, the capacity increases to 39 users and 60
geometries become distorted and take random shapes w| Drs for power-control update rates of 800 Hz and 2 kHz,

one a_ccoun(;s ford_?rase-statlor_w movimﬁnt. The cha_nnell B pectively. Thus, there is a potential capacity improvement
IS estimated at different settings of the system simulatio w0 4rger of 50% when the update rate is increased from

parameters, including number of users per cell, power-cont% Hz (used in 1S-95) to 2 kHz. Note that these capacity

update rate, vehicle speed, and the distance and dlrecnonegimates primarily indicate the effectiveness of the power

the cell-of-interest. control, without taking into account the effect of voice activity,
antenna diversity at the base station, and sectorization.

The reverse link capacity of the CLPC scheme on a

We first consider a single-cell system with flat Rayleigfrequency-selective fading channel is now estimated. The
fading (L, = 1). Fig. 13 shows the simulated channel bit-erronumber of independent, resolvable patlig)(is taken to be
performance of the reverse link as a function of the numb#ree. All the three paths are coherently combined using a
of active mobile users per cell, evaluated under conditions tiree-tap {,.) RAKE receiver. The exponent of the multipath
no AWGN, D = 0, andp, = 0.0. The performance curvesintensity profile {:) is taken to be 0.2. The total received
are parameterized by different vehicle speeds (30 and pOwers for the cases of both flat and frequency-selective
km/h) and update rates (800 Hz and 2 kHz). The performanfegling are kept constant. The estimated reverse link capacity
curve for the system with no power control is also plottetbr the above channel conditions, at different vehicle speeds
for comparison. It is observed, as expected, that distirehd power-control update rates, are shown in Table Il. Because

E. Static Base-Station Scenario Results
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TABLE 1 0.001
DS-CDMA SrsTeM CAPACITY WITH CLOSED-Loop POWER CONTROL.
FREQUENCY-SELECTIVE RAYLEIGH FADING. L, = L, = 3 AND p1 = 0.2 a5 00 -
Cell Power | Update | vehicle 4oLl
layout control | rate speed | Capacity ;
(km/h) E 0. 0001
Single cell No - 60 75 ‘: T ”
Yes |800Hz | 120 96 & 7 //
60 103 z yiya
30 104 & '..- /
2 KHz 240 105 § 1e-05 / .
120 113 8 A
60 114 '//
Multi-cell | No - 60 46 ‘
yes 800 Hz 60 59
le-06

15 20 25 30 35 40 45
Number of users per cell

of the inherent diversity effect, capacities realized in the case

of frequency-selective fading are found to be larger than frig- 14_. Uppe_r bound on the (_:oded_BER vefsus_number of users per cell as
2 function of distance moved (in horizontal direction)= 0.0, 0.5, 0.707,

the flat fad'ng cage. For example, a S'”g'?'ce" system wi d0.9. Flat Rayleigh fading. No AWGN. Power-control update rate800
no power control is found to support 75 simultaneous use#s. » = 60 km/h.

on the reverse link when the channel is frequency selective

as described above—this is a 2.2 times capacity improvement TABLE Il

over the flat fading performance. When power control is SysTEM CAPACITY AS A FUNCTION OF DISTANCE MOVED, ¢ (IN
applied, the capacity increases to 103 and 114 users for 800- D'g‘;E’ENCATLIVE'EingN):LFLf EADfegAz‘EDFREEUENQCY'

Hz and 2-kHz update rates, respectively, at 60-km/h vehicle_ o e

speed. This represents a capacity improvement of only 10% Distance Moved System Capacity

when the update rate is increased from 800 Hz to 2 kHZ,(m diagonal direction) || Flat fading | Frequeny selective fading

which is in contrast to a 50% improvement in capacity when Lp=1) | Ip=L =3 p=02
the channel fading is flat. This indicates that the capacity 0.0 39 59
improvement due to faster update rates diminishes when the 0.707 36 57
frequency selectivity of the channel increases. In a 25-cell 1.25 34 55

square grid system, a capacity of 59 users is estimated for

an 800-Hz update rate and 60-km/h vehicle speed. Note that

we have assumed exact signal power measurement, perfeet0-9), the capacity degradation compared to the static base-
channel estimation, and maximal ratio combining at the RAK§tation scenariog(= 0.0) is about 10% (39 users gt= 0.0
receiver, and the capacities are expected to degrade from @& 35 users whep = 0.9). The performance at the cell-
currently estimated values in proportion to the imperfectio¥-interest when it is moved in a diagonal direction toward

involved in the measurements and Combining_ Blg betWeenB14 and Blg is also evaluated. Here, the value
q = 0.707 corresponds to the test base station being moved to

. . . similar order of degradation is observed when the cell-of-
In the nonstationary base-station scenario, we allow the cglle ("o Lo Coca td19 (34 users whery = 1.25)

of-interest (cell withB,; as the base station) to move relat'vihable [l summarizes the variation of the system capacity as a

to a(_jjacent cells,_and est|mate_ the reverse link capacity at fiction of the diagonal distance moved by the cell-of-interest,
moving base station as a function of the degree of cell overlgoc} both flat and frequency-selective fading

and the direction of motion. Lef be the distance moved by
the cell-of-interest. Because of the symmetry involved in the
square grid layout, we evaluate the performance for the cases
when the cell-of-interest moves in both horizontal and diagonalWe derived a linear model for a CLPC system for DS-
directions. Fig. 14 shows the coded BER performance undeDMA cellular communications. Analysis of the model in-
flat fading conditions at various degrees of cell overlap in thdicated that it accurately predicts correlation times, but under-
horizontal direction. The power-control update rate and vehigstimates the magnitude of the correlation. This was primarily
speed considered are 800 Hz, and 60 km/h, respectively. Thee to two of the modeling assumptions. To form a linear time-
values ofy considered are 0.0, 0.5, 0.707, and 0.9. Note that thvariant system, we removed the sample-and-hold portion
value g = 0.0 corresponds to the static base-station scenarf, the system model (mainly to allow a tractable analysis).
and g = 0.5 corresponds to base statids; being at the Removing this portion in the model produces optimistic results
midpoint between its original static location and thatf. It because the mobile has better knowledge of the fading process
is seen that when the cell-of-interest moves clos8p (e.g., than with the realistic model. Also, in deriving the noise input

V. CONCLUSIONS
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to the linear system, we made an assumption that the receivgalissian process, with inverse correlation maltix are
signal power termP, can be replaced by its desired valbg,

Borrl] 2p 2v
which was shown to yield optimistic results. The correlation E[Z;Z}] = Ela;"aj"]

times predicted in this analysis can be used in specifying 20+ |||
codin . . . ; =————— T+ wl(1+v)
g and interleaving requirements. The present analysis ikt et D)
can be extended to address the issue of bit-error correlation t 22 w?
as well as burst error statistics approximations utilizing these X oFy [ (L4 p), L4v), 1, —2 (A.1)
correlation functions. Wi1t22

We also estimated the average BER on the reverse ”nk\ﬁ.ﬁere oI is the hypergeometric function anfd,“ is an
a function of various parameters in the power-control loogiement of the matridV..
The delay due to propagation and processing was shown torhe underlying Gaussian random variah’s andy;, have
be the most critical parameter in the loop, and the errgfentical variances;2. The correlation coefficient betweety
rate on the return channel to be the least critical. Usingaa,de (Y; andY;), p;_;, is a function of the Doppler spectrum
quasi-analytic approach, we then estimated the capacity on §iethe radio channel. Replacing the elementsibfby the

reverse link. The study emphasized the capacity improvemegkresponding expression i and pi. 5, (A1) reduces to
due to effective power control, and did not consider the effects

of either voice activation or sectorization in the system modeE/[Z Z¢] =2F)[(1 — p? )o®]*[(1 - p} ;)0

It was shown that the performance on frequency-selective X D1+ )DL+ )2 Fy(1 + s L+, 1, p2 i)
channels was significantly higher than that on flat fading (A 2)
channels. It was further shown that in a multicell environment '
under flat fading conditions, increasing the update rate frophe correlation,E[A;, Aj;), is derived from the first partial
800 Hz to 2 kHz resulted in a potential capacity improvemegerivative of (A.2), namely

on the order of 50%. However, increasing the update rate

resulted in diminishing capacity improvements as the channel E[AA)] = 52 Mo (tn )
became more and more frequency selective. The effect of L o0t P t:=0,¢,=0
nonstationary base stations on the reverse link capacity was 100 &2 .
i i 04_150 i i i = — —— FE[ZI'Z¥
also estimated. Typically, 10%—-15% degradation in capacity 2 10 Opdv [ZEZ7] -

was observed as the cell-of-interest moved close to adjacent

base stations. Finally, the effect of imperfections in signg&or simplicity, the above expression is broken into three pieces
power measurement, channel estimation, RAKE combining,

2
and synchronization on the current capacity estimates should E[AA)] = 1200 o f-g-h (A.3)
be investigated as extensions to this work. In" 10 Opdv
where
APPENDIX A A oluts) 9 \ o 5\ 91
DERIVATION OF THE AUTOCORRELATION OF A,, f=2ml - pm)a I - Pm')“ ]
A

The flat fading amplitude from [17] follows a Rayleigh dis- g= Tl +wl{I+v) (A.4)
tribution. Following the traditional analysis, the fading processnd
is generated from two independent Gaussian processgs: = oF (14, 140, 1, P?,j)-

andY,,. The power in the fading process, is exponentially
distributed (or chi-squared distributed with two degrees of can be verified thatf and g have the following partial
freedom) with a pdf given by derivatives:
1 0,0 9 _ olptrv) 2 2 21(p+v)
on=X3+Y3(Z) =553 e~ (3/297) a—u f=2""(1 - pi,j)[(l - Pi,j)ff ™
x In[2(1 — p? j)o*?]

Z7

The second-order statistics of the fading power loss in decibels

82
_ t+v 2 2 21(pe+v
A =10 log1o 7, g = 2= 02 DI = 7 o))
2 2 2
are required as inputs to the loglinear system model. 5 X In”[2(1 = pj j)o7]
To find the correlation betweer; and 4;, a relationship g =T(1 + )T(1 + )1 +
between the Rayleigh product moments and the log-Rayleigh an g (1+mr( W+ )
moment generating function is exploited and ,
Mo, a,(t;, ;) = E[ch i ct] g 0 =D+ WEA )P0+ 91+ )
_ (10/ In 10)#; ,(10/ In 10)t;
=E[Z; Z; I where
Simplifying a result from [18], the product moments of cor- () = 9 In [[(2)]
related Rayleigh random variables, a; generated from a dx
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and, in particular an expression for the correlation function results. After sub-
stantial algebraic simplification, we have
P(1) =-C. 100
E[A; 4] = m[ﬁ?,j‘P(P?,ja 2, 1)+(In 20~ C)?]. (A.8)
n

The constant is the Euler Gamma constant and is approx-
imately equal to 0.577216. The partial derivativesgofire Subtracting the product of the means4fand A; yields the

found by noting that for some functiofi{w) autocovariance function
100
d d Cov[A; Al = ——[p? ;®(p? ., 2,1 A.9
% f(u) — f(u) % [111 f(u)] OV[ J] 1112 10 [pz,J (pz,J )] ( )

where p; ; is the correlation coefficient of the underlying
The partial derivatives oh are more difficult to compute. Gaussian processes;, X; or Y;, Y;.

Utilizing the series expression fety (1 + ., 1+ v, 1, pf ;) For the standard Doppler spectrum [17], the correlation

[19, p. 1065], taking the partial derivative with respect;to coefficient for the procesX or Y is

and settingy = v = 0 yields

A E[X;, X; o
9 pij 2 Bl X5 _ Jo (27 fa(i — ) T3]
5, 201+ 14w 1, pi ) T2y
s - pu=r=0 wheref, is the Doppler bandwidth, arif, is one bit duration.
Z D+ W1+ k) — 9(1)] p]:,'J. (A.5) The resulting expression fdfov[4,;, A;] becomes
k=0 COV[AZAJ]
Inserting the relationship [19, p. 954] =y Lwa(i — 5T (2{ o [wa(é — 5)T3)%, 2, 1})
1 (A.10)
P(n+1) Z - (A.6)
j=1 wherey = 10/1n 10 and wy = 27 f,.
into (A.5), exchanging the order of the summations, and
simplifying yields APPENDIX B
CONSTRUCTION OF THENOISE MODEL—N,,
32F1(1+u, 1+v,1, pi ) = _M To characterize the noise input to the systé¥, an
I p=v=0 1-pf 2 J expression related to the power estimate error (in decibels)
The partial derivative with respect to has the same value is derived. The S|gnal_p9wer is gstlmat_ed from the normahz_ed
square of the test statistic. Consider, without loss of generality,
due to symmetry. - e AT
The partial derivative of with respect to boths and ;: is Fhe te_st statistic for user zero. The test statistic forithebit
is written as
T+ p+k) T(14+v+k) (i4+1)Ty—
_ 1+k — (1 _ . e
kZ_O T4 AT k+m =9+ wl=ras 9o(iT,) = / 25, co(t — 7o) cos(wet + bo) dt
= Ty —7o
() ek
1+k+v)—Pp(l+v)]) =t 22, where
WAk =90+ o T
K—1
Settingxs = v = 0 and simplifying, it can be shown with 5, = Z V2P di(t — 7)) (t — 1) cos(wet + 6;) + n(t).
significant effort that 1=0
d? In*(1—p? ;) «®(z,2,1) The parameter®}, ¢;, d;, 7, andé; are thelth user's received
- 2F1(1+/J, 1+l/, 1, pi,j) = ) ) . .
duv 1—p;, 1—p;; power, spreading sequence, data sequence, time delay, and
where ®(z, s, v) is defined in [19, p. 1103] as carrier offset, respectively. Thg parametar d.enotes the'
o number of users. The thermal noise at the receiver is described
2B(z, 2, 1) = Z 2’2’ (A7) by the AWGN _proce_sa(t). Simplifying this expression in the
—n standard fashion yields
;er\]r:gg;si;ould not be confused with the Gaussian probability 9o(iTy) :deé\/ﬁJrI(in)JrN(in) (B.1)
Using the product rule for differentiation, all of the partialyhere
derivatives computed in this section, and the valued,of, G4, K1
7 To
and h’ namely I(LT(,) = / Z 2\/2_Bdl(t - Tl)Cl(t - 7'1)
flu=v=0 = o*(1— P?;) =0 =1
Glymvo = — C X co(t — 70) cos(w.t + 6;) cos(w.t + Op) dt
and and
1 (t4+1)Ty—70
h|u=u= =37 35 N(LT(,) = / 2 COS(wct + 90)00(t — To)ﬂ(t) dt.
1- Pi. g iTy —7o
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The received signal power estimate based on the normaliz¥gis a random variable having mean and variance given by
square of the test statistic is

E[Ni|B] = 5o (o7 + %)
o A go(iTh)? b0
T T and s e
. . . . 2l g 0N
[[(iTy) + NGT)V2PR  [1GT,) + NGT,))? Var[Ni| o] = 5o <5I + 2A + 2010N)
= P+ + 3 04l
ﬂ 21}, 2,}/2
(B.2) o (o7 +0%)
The analysis requires the error in the received power estimaégpectively, with
in decibels. Thus]0 log,, Fo is used to derive the loglinear
estimate noise input process. However, the resulting expres- — N.T,
. . e eer . . . . On =41Vody
sion is difficult to simplify due to a summation of terms within q
the logarithm. an , K1
Consider the following bounds derived from the convexity o2 = 21y Z P
of the log function: 3G =
10 log,o By + REERPET logyo (Po + ) where G is 'the processing gain an_dfo is the unilateral
T+ Fy received noise power spectral density. Note that even con-
<10 log,o Po + ;_x ditioned onF,, N; is not a Gaussian random variable. The

Gaussian assumption af{¢Z;) is required to write the cen-
tralized fourth moment of (¢7;,) as three times its variance.
wherey = 10/1In 10. If P, is large compared ter, both Inserting the expressions for the varianegs and %, and
expressions are close to the actual values, and either expressimplifying yields
can be used as a good approximation.zAgrows larger and
approaches the magnitude &%, the bounds grow looser. No ;] K= P,
Results indicate the bounds are tight 4f < Py/2. The E[N;| R I’Y<—+@ F)
signal powerF, is expected to be significantly larger than the 0
interference termgs because of the use of power control, anand

therefore, both bounds form close approximations and only the e

; S Var[N;| Po] = 2+? E
upper bound is used as an approximation in what follows. A 3G
closer approximation can be obtained by considering a longer ; L
expansion for the log function. The issue of lower bounds and 1
. . . . . + 4’y E
tighter approximations is not considered here. 3G

Applying the above approximation to (B.2) and expanding

the results gives where £}, is the energy-per-bit.

To facilitate a tractable analysis, assume that the random

po_p (Th) + NGT, term P, above is replaced by the desired val@é Using this
dB —dB + T (1) + N (T3] approximation, the mean and variance reduce to

GTONGT) 10T NGT)?
* Po[ bTQ : (2T’;) ;T‘s) B3 E[N;|Py] = ) (8.5)
b b [ Z| 0]_7 ZE* 3G '

From (B.3) surfaces an approximate definition f§y in the and
loglinear system as

K—1 2
N, 1 P
. — 9.2 0 i
Var[N;| Fo] =2y <2E* 3G li 1 *>

A 5 5 b . K—-1
Ni = 15 (T N
=\ 7 LGT) + NG +4'72<2N];* + o5 ﬁ)' (8.9
7 [LEL)NGETD) | IGT)° | NGT)* (B.4) N
Py Tb2 2Tb2 2Tb2 . .

In summary, the mean and variance of the proc¥ssvere
derived subject to two main approximations. The log ap-
Conditioned on the value df, and assuming the Gaussiarproximation was examined explicitly, and seems to be a
approximation is valid for the interference term since thealid approximation wher?y > . If the log approximation
received powers of interfering users will be almost the samis, not accurate enough, additional terms in the log expan-
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sion can be easily incorporated since tN&7;) and I(i7;) A. Chockalingam (S'92-M'95) received the B.E.

terms are Gaussian. Approximatidgi7;) as Gaussian is a
standard practice, but is a poor approximation for large
disparate power levels and small mobile populations. TI
second approximation, perhaps the most difficult to justif
is replacingF, by its desired valueP*. This removes some
of the correlation present in the estimate erMgr. However,

since the magnitude af, will tend to vary, but remain close
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