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12.1 Recap
In the last lecture we defined σ -exp-concave function and gave theorem for regret of σ -exp-
concave loss funtion. We started the problem of sequential investment in stock market as a case
study. We defined market model and associated variables,

• m is number of stocks in the market

• xt := (x1,t ,x2,t ,x3,t . . .xm,t) where,

xi,t =
closing price of stock i at end of round t
opening price of stock i at end of round t

• Qt := (Q1,t ,Q2,t ,Q3,t , . . .Qi,t)∈4m := {π ∈ Rm : πi ≥ 0∀i,∑m
i=1 = 1} where, Qi,t is fraction

of current wealth to invest at time t in stock i

• ST (Q,xT ) is the final wealth after T rounds

• Q is a class of investment algorithms.

Two fundamental investment strategies can be,

1. Buy-and-Hold

2. Constantly Rebalancing Portfolios(CRP).

CRP strategies turn out to be quite non-trivial and optimal if {xt}T
t=1 is iid.

12.2 Cover’s Universal Portfolio Algorithm(CUP)

12.2.1 Idea
Pick N CRPs that uniformly approximate all CRPs ∈4m. In other words, distribute the wealth in
all possible CRPs uniformly. Run EXPWTS algorithm with parameter, η = σ = 1 on all CRPs.
So, regret is o(logN/σ) and all CRPs will get infinitesimal amount of wealth. At each t play

Pt =
∑

N
i=1 bie

−∑
t
s=1 log 1

<xs,bi>

∑
N
j=1 e

−∑
t
s=1 log 1

<xs,b j>
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12.2.2 Algorithm
• Initialize: w1(b) = 1 ∀b ∈4m.

• At each time t ≥ 1, play

Pt =
∫
4m

wt(b)∫
4m

wt(b′)µ(db′)
bµ(db)

where,

wt(b) = e−
=1
η ∑

t−1
s=1 log 1

<xs,b>

=
t−1

∏
s=1

< xs,b >

= St−1(b,xt−1).

Note

1. CUP, as stated, is highly inefficient. For instance, a naive implementation of CUP can be
based on dividing4m into grids/sub-cubes of side length δ each, then add-up contributions
to approximate integral [≈

( 1
δ

)m
cubes to discretize].

2. Efficient (but approximate) implementation discovered later.

3. Other universal portfolios proposed later which are efficient but have worse regret.

Let’s compute the wealth of CUP after T rounds:

ST (CUP,xT ) =
T

∏
t=1

< Pt ,xt >

=
T

∏
t=1

∫
4m

< xt ,b > St−1(b,xt−1)µ(db)∫
4m

St−1(b′,xt−1)µ(db′)

=
T

∏
t=1

∫
4m

St(b,xt)µ(db)∫
4m

St−1(b′,xt−1)µ(db′)

=
∫
4m

St(b,xt)µ(db) (Initial wealth is 1).

So,

ST (CUP,xT ) =
∫
4m

St(b,xt)µ(db), (12.1)

which is equivalent to ”BUY-&-HOLD over all CRPs”.
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Lemma 12.1. Let

Ballε(b∗) = {(1− ε)b∗+ εb;b,b∗ ∈4m∀0≤ ε ≤ 1} .

Vol(Ballε(b∗)) = ε
m−1Vol(4m).

Lemma 12.2.

∀b ∈ Ballε(b∗),ST (b,xT )≥ ST (b∗,xT )(1− ε)T .

Theorem 12.3. The regret of CUP algorithm with respect to log loss and set of all Constantly
Rebalancing Portfolios(CRPs) can be bounded as,

max
xT

RegretT (CUP,xT )≤ (m−1) logT +Const︸ ︷︷ ︸
o(1)

Proof: Consider as market seq xT . Let b∗ be the best CRP for xT ,

b∗ = arg max
b∈4m

ST (b,xT )

Now,

ST (CUP,xT ) =
∫
4m

St(b,xt)µ(db) (Using 12.1)

≥
∫

Ballε (b∗)
ST (b,xT )µ(db)

≥ (1− ε)T ST (b∗,xT )
∫

Ballε (b∗)
µ(db) (Using Lemma 12.2)

= (1− ε)T
ε

m−1.1.ST (b∗,xT ). (Using Lemma 12.1)

=⇒ Regret(CUP,XT ) = log
ST (b∗,xT )

ST (CUP,xT )
(12.2)

≤ (m−1) log(
1
ε
)+T log

(
1

1− ε

)
. (12.3)

Putting ε = 1
T in 12.2,

Regret(CUP,XT )≤ (m−1) logT +T log

(
1

1− 1
T

)
.

�
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