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Abstract. A group code defined over a groupG is a subset ofGn which forms a group under componentwise
group operation. The well known matrix characterization of MDS (Maximum Distance Separable) linear codes
over finite fields is generalized to MDS group codes over abelian groups, using the notion of quasideterminants
defined for matrices over non-commutative rings.
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I. Introduction

An (n, k) linear code over the finite fieldGF(q) is a k-dimensional subspace of then-
dimensional vector spaceGF(q)n. The minimum Hamming distance,dmin, of a linear
code satisfies the inequality,dmin ≤ n− k+ 1, known as the Singleton bound [9]. A code
that satisfies the Singleton bound with equality is called a Maximum Distance Separable
(MDS) code. It is well known [7, Chapter 11, Theorem 8] that linear MDS codes over finite
fields can be characterized in terms of the square submatrices of its generator matrix. To be
precise “An(n, k) codeC overGF(q)with generator matrix [I |A] whereA is ak× (n−k)
matrix overGF(q) is MDS if and only if every square submatrix formed from anyi rows
and anyi columns, for anyi = 1, 2, . . . ,min{k, n−k} of A is nonsingular.” We generalize
this result to the general case of group codes over abelian groups. A group code over a
groupG is a subgroup of then-fold direct sum ofG, under componentwise operation. The
Singleton bound holds for nonlinear codes and hence for group codes.

The motivation for the study of group codes arises because of their importance as a basic
ingredient for Geometrically Uniform codes which include several important known classes
of signal space codes [2]. Moreover, the additive groups of finite fields and integer residue
rings are groups, respectively elementary abelian groups and cyclic groups. So, every linear
code over a finite field is a group code over its additive group and similarly for linear codes

* Part of this correspondence appears in Proceedings of Fourth International Workshop on Algebraic and Com-
binatorial Coding Theory (ACCT-IV), Novgorod, Russia, September, 11–17, 1994, pp. 194–197.
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Table I.Codewords of a (4,2,3) MDS group code overC2 ⊕C2 ≡
{e, x} ⊕ {e, y}.

(e e e e) (x e xy xy) (y e y y) (xy e x x)
(e x xy y) (x x e x) (y x x e) (xy x y xy)
(e y y x) (x y x y) (y y e xy) (xy y xy e)
(e xy x xy) (x xy y e) (y xy xy x) (xy xy e y)

over integer residue rings. But, not every group code over an elementary abelian group
can be made a linear code over a finite field by imposing a multiplicative structure on the
elementary abelian group. This is illustrated by the code given in Table I, which is a MDS
group code over the direct sum group of two cyclic groups each of order 2. This motivates
the study of group codes, especially MDS group codes.

The Hamming distance properties of group codes, in particular, MDS group codes have
been dealt with and several nonexistence results have been obtained [3].

Throughout the paper, we restrict our consideration to systematic group codes since the
logic of the Singleton bound [9] leads to the simple characterization “A group code overG
of size|G|k is MDS only if the restriction of the code to anyk coordinates isGk.” This
means group codes which are not equivalent to a systematic group code can not be MDS.

The content of this paper has been organized as follows: The matrix description of group
codes overG is given in Section 2. Definitions and basic relations concerning determinants
of matrices over non-commutative rings are discussed in Section 3. Section 4 contains the
main result, i.e., quasideterminant characterization of MDS group codes overG. Section 5
contains a detailed discussion of an example. Some concluding remarks are given in
Section 5.

The following notations/conventions are used throughout the paper.

G a finite abelian group
⊕ group operation inG
e identity element ofG

End(G) the ring of endomorphisms ofG
9I Identity mapping fromG to G
9e Mapping fromG to G that maps all the elements toe
Gn then-fold direct product ofG
CM the cyclic group withM elements
Cm

p an elementary abelian group of type(1, 1, . . . ,1) (m times)
R a non-commutative ring with identity

ZM the residue class integer ring moduloM
GF(pm) the finite field withpm elements
|A|i j i, j -th quasideterminant of the matrixA (Definition 3 in Section 3)

Ai j the matrix obtained fromA by deleting thei -th row and thej -th column
≡ is isomorphic to

I \J The set of elements ofI excluding those that are inJ
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II. Matrix Description of Group Codes

DEFINITION 1: [1] A systematic(n, k) group code over an abelian group G is a subgroup
of Gn with order|G|k described by n-k homomorphismsφl , l = 1, 2, . . . ,n− k, of Gk onto
G. Its codewords are of the form(x1, . . . , xk, xk+1, . . . , xn) where

xk+l = φl (x1, . . . , xk) =
k⊕

j=1

φl (e, . . . ,e, xj , e, . . . ,e), l = 1, 2, . . . ,n− k, (1)

and e is the identity element of G.

Every codeword of a(k+ s, k) group code overG is of the form

(x1, x2, . . . , xk, xk+1, xk+2, . . . , xk+s) = (x1, x2, . . . , xk, φ1(x1, . . . , xk),

φ2(x1, . . . , xk), . . . , φs(x1, . . . , xk))

= (x1, x2, . . . , xk, ψ11(x1)⊕ · · ·⊕
ψk1(xk), . . . , ψ1s(x1)⊕ · · · ⊕ ψks(xk))

(2)

wherexi ∈ G, i = 1, 2, . . . , k, ψj l ∈ End(G), j = 1, 2, . . . , k, 1 ≤ l ≤ s. The
homomorphismφl is said to decompose in terms of elements ofEnd(G) and is written as

φl = ψ1lψ2l · · ·ψkl , 1≤ l ≤ s.

DEFINITION 2: For a (k + s, k) group code L over G, defined by the homomorphisms
{φ1, φ2, . . . , φs}, the k× s matrix over End(G), denoted by9,

9 =


ψ11 ψ12 · · · ψ1s

ψ21 ψ22 · · · ψ2s
...

... · · · ...

ψk1 ψk2 · · · ψks

 (3)

whereφl = ψ1lψ2l · · ·ψkl , for l = 1, 2, . . . , s, is called the associated matrix of the code L.

Every matrix of the form (3) defines a(k + s, k) group code overG. Moreover, this
matrix when operates on an element(x1, x2, . . . , xk) ∈ Gk (information vector) gives the
check vector(xk+1, xk+2, . . . , xk+s) as given below:

[xk+1xk+2 · · · xk+s] = [x1x2 · · · xk]9

or

[xk+1xk+2 · · · xk+s]
tr = 9 tr [x1x2 · · · xk]tr ,

where,

xk+l = ψ1l (x1)⊕ ψ2l (x2)⊕ · · ·ψkl(xk) l = 1, 2, . . . , s.
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The generator matrix denoted by3, which when operates on an information vector gives
the corresponding codeword, is given by

3 =


ψI ψe · · · ψe | ψ11 ψ12 · · · ψ1s

ψe ψI · · · ψe | ψ21 ψ22 · · · ψ2s
...

... · · · ...
...

...
... · · · ...

ψe ψe · · · ψI | ψk1 ψk2 · · · ψks

 (4)

The associated matrix9 in (3) is overEnd(G) which is a non-commutative ring. In the
case of linear codes overGF(pm) the associated matrix9 is also overGF(pm). In the case
of codes overCM the associated matrix is overZM , a commutative ring. In general for group
codes overG the associated matrix is over a non-commutative ring and the conventional
notions like determinant and singularity of the matrices do not carry over directly. The
counterpart of these notions for matrices over a non-commutative ring is discussed in detail
in [4,5] and the notions and properties required for our purposes are discussed in the next
section.

III. Determinants of Matrices Over Non-Commutative Rings

Let R be a non-commutative ring with identity and

A = (ai j ), i, j ∈ I = {1, 2, . . . ,n},
be an× n matrix overR.

DEFINITION 3: [4] [5] For any n × n matrix A over R, the n2 quasideterminants, denoted
by |A|i j , are defined by induction as follows: For n= 1, |A|11 = a11. Suppose that
quasideterminants for all matrices of order less than n are already defined. LetAαβ be the
(n− 1) × (n− 1) matrix obtained from A by deleting theα-th row and theβ-th column.
The quasideterminant with index pq is defined as follows

|A|pq = apq −
∑

i 6=p, j 6=q

apj |Apq|−1
i j aiq

For example, for a 2× 2 matrix A =
[

a11 a12

a21 a22

]
the four quasideterminants are

|A|11 = a11− a12a
−1
22 a21;

|A|12 = a12− a11a
−1
21 a22;

|A|21 = a21− a22a
−1
12 a11;

|A|22 = a22− a21a
−1
11 a12;

For P and Q subsets ofI with |P| = |Q|, let AP,Q be the submatrix of the matrixA
obtained by deleting the rows with indicesp ∈ P, and the columns with indicesq ∈ Q,
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and also letAP,Q = AI \P,I \Q, andPi = P ∪ {i } andQj = Q ∪ { j }. Construct the matrix

B = (bkl), k ∈ I \P, l ∈ I \Q, where bkl = |APk,Ql |kl .

The following Theorem, known as the Sylvester identity is proved in [4]:

THEOREM1 [4]: For k ∈ I \P, l ∈ I \Q,

|A|kl = |B|kl (5)

From the Sylvester identity it follows that a quasideterminant of an n× n matrix A is ex-
pressed either via a quasideterminant of a2×2matrix consisting of four quasideterminants
of (n− 1)× (n− 1) submatrices of A or via a quasideterminant of an(n− 1)× (n− 1)
matrix consisting of(n− 1)2 quasideterminants of2× 2 submatrices of A.

DEFINITION 4: [5] For A L ,M where|L| = |M | = k, p 6∈ L ,q 6∈ M, the quasideterminant
|AL ,M |pq is said to be a k-quasiminor of A.

The following relations, obtained in [5, corollary 1.3.3],

|A|i j |Ail |−1
pj = −|A|i l |Ai j |−1

pl for l 6= j, p 6= i (6)

|Akj |−1
iq |A|i j = −|Ai j |kq|−1|A|k j for i 6= k,q 6= j (7)

and the following two lemmas will be used to prove the main result of this paper, Theorem 2
in the next section.

LEMMA 1: Let A= (ai j ) be an n×n matrix over R such that all square smaller submatrices
of orders1, 2, . . . , (n−1), are invertible. If one of the quasideterminants of A is invertible
then its all other quasideterminants are also invertible.

Proof. Given as Appendix 1.

LEMMA 2: Let A= (ai j ) be an invertible n× n matrix over R such that all smaller square
submatrices are invertible. Then all its n2 quasideterminants are invertible.

Proof. Given as Appendix 2.

IV. Quasideterminant Characterization

The main result, i.e., Theorem 2, which characterizes MDS group codes over abelian groups
in terms of quasideterminants of the square submatrices of the associated matrix of the code,
is obtained in this section.
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LEMMA 3: A(k+s, k)group code L over G, defined by the homomorphisms{φ1, φ2, . . . , φs},
is MDS iff every square submatrix of its associated matrix of the form

9h =


ψi1 j1 ψi1 j2 · · · ψi1 jh
ψi2 j1 ψi2 j2 · · · ψi2 jh
...

... · · · ...

ψi h j1 ψi h j2 · · · ψi h jh

 (8)

for 1 ≤ i k, jk ≤ h, k = 1, 2, . . . , h, and h= 1, 2, . . . ,min{s, k}, represents an automor-
phism of Gh.

Proof. Let the associated matrix ofL be9 as given in (3). Suppose allh×h submatrices,
h = 1, 2, . . . ,min{s, k}, of9 are automorphisms ofGh. Let

µ = (µ1, µ2, . . . , µk, µk+1, . . . , µk+s)

be a codeword inL. We have

µk+t = ψ1t (µ1)⊕ ψ2t (µ2)⊕ · · · ⊕ ψkt(µk) t = 1, 2, . . . , s.

Suppose in{µ1, µ2, . . . , µk}, onlyh elements are nonzero, those with indicesj1, j2, . . . , jh.
Then the following equations hold:

µk+t = ψj1t (µj1)⊕ ψj2t (µj2)⊕ · · · ⊕ ψjht (µjh) t = 1, 2, . . . , s.

Supposeh of theµk+t , with indicesk+ i1, k+ i2, . . . , k+ i h are zeros. Then, we have

µk+t = e= ψj1t (µj1)⊕ ψj2t (µj2)⊕ · · · ⊕ ψjht (µjh) t = i1, i2, . . . , i h.

But since everyh×h of the form (8) represents an automorphism ofGh, the set of equations
above implyµj1 = µj2 = · · · = µjh = e, which is not true. Hence the weight ofµ is at
leasth+ s− h+ 1= s+ 1. ThereforeL is MDS.

To prove the converse, letL be MDS andL
′
be the group code consisting of the codewords

(x1, . . . , xk+s) in L satisfying xi = 0 for i ∈ {1, 2, . . . , k}\{ j1, j2, . . . , jh}. Then let
L∗ denote the group code obtained fromL

′
by dropping all the components except the

components with indices{ j1, j2, . . . , jh, k + i1, k + i2, . . . , k + i h} i.e., L∗ is a (2h, h)
group code. Let the associated matrix ofL∗ be denoted by1h.L∗ is also MDS and hence
the minimum distance ofL∗ is h+ 1. Consider the following matrix equation

3h[γ1 γ2 · · · γh]tr = [e e · · · e]tr ,

where [γ1 γ2 · · · γh] ∈ Gh. If a non-alle vector [γ1 γ2 · · · γh] exists satisfying the
above matrix equation, then the vectorγ = [γ1, γ2, . . . , γh, e, e, . . . ,e], of length 2h, is a
codeword ofL∗. But the weight ofγ is≤ h. SinceL∗ is MDS it follows thatγ is an alle
vector which means1h represents an automorphism ofGh.

The following corollary is an immediate consequence of Lemma 3.
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COROLLARY 1: In an MDS group code over G, symbols of any k locations can be taken as
information symbols and the rest as check symbols.

From lemma 3 it follows that a necessary condition for the associated matrix to represent
a MDS group code is that all smaller square submatrices of9 are invertible.

THEOREM2: A (k+ s, k) group code L over G, defined by (3), is MDS iff for every square
submatrix of its associated matrix of the form

9h×h =


ψi1 j1 ψi1 j2 · · · ψi1 jh
ψi2 j1 ψi2 j2 · · · ψi2 jh
...

... · · · ...

ψi h j1 ψi h j2 · · · ψi h jh

 (9)

for 1 ≤ i r , jr ≤ h, r = 1, 2, . . . , h, and h= 1, 2, . . . ,min{s, k}, one of its quasidetermi-
nants is an automorphism of G.

Proof. From Lemma 3, it is sufficient to prove the following: Everyh×h submatrix of the
associated matrix of the code represents an automorphism ofGh, h = 1, 2, . . . ,min{s, k},
if and only if one of itsh2 quasideterminants is an automorphism ofG.

The proof is by induction onh.
For h = 1 this is clear, since the quasideterminant of9h is its one entry.

For h = 2, consider a 2× 2 submatrix of9 of the form92×2 =
[
ψi1 j1 ψi1 j2
ψi2 j1 ψi2 j2

]
, whose

entries are invertible, i.e., automorphisms ofG. For this matrix the four quasideterminants
exist and are given by:

|9|i1 j1 = ψi1 j1 − ψi1 j2ψ
−1
i2 j2
ψi2 j1;

|9|i1 j2 = ψi1 j2 − ψi1 j1ψ
−1
i2 j1
ψi2 j2;

|9|i2 j1 = ψi2 j1 − ψi2 j2ψ
−1
i1 j2
ψi1 j1;

|9|i2 j2 = ψi2 j2 − ψi2 j1ψ
−1
i1 j1
ψi1 j2;

Let |9|i2 j2 be an automorphism ofG. We shall show that92×2 represents an automorphism
of G2. Let[

ψi1 j1 ψi1 j2
ψi2 j1 ψi2 j2

] [
xi1
xi2

]
=
[

e
e

]
.

By applying the following elementary row operations

R1→ ψ−1
i1 j1

R1; R2→ ψ−1
i2 j1

R2; R2→ R2− R1; R2→ ψi2 j1 R2,

on92×2, whereRi , i = 1, 2, denotes thei -th row, we obtain[
1 ψ−1

i1 j1
ψi1 j2

0 |92×2|22

]
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which is row equivalent to92×2. Hence we have[
1 ψ−1

i1 j1
ψi1 j2

0 |92×2|22

] [
xi1
xi2

]
=
[

e
e

]
,

which means|92×2|22(xi2) = e, i.e., xi2 = e, and using this inxi1 ⊕ ψ−1
i1 j1
ψi1 j2(xi2) = e

givesxi1 = e. Hence the invertibility of|92×2|22 implies the invertibility of92×2.
Conversely, let92×2 be invertible and all its entries are also invertible. Then by Lemma

(2) all the four quasideterminants of92×2 are invertible.
Now assuming that for all square submatrices of orders 1, 2, . . . , (h− 1), of9h×h, every

one of them is invertible iff one of its quasideterminants is invertible, we shall show that
9h×h is invertible iff one of its quasideterminants is invertible.

Let theh× h matrix under consideration be

9h×h =


ψ11 ψ12 · · · ψ1h

ψ21 ψ22 · · · ψ2h
...

... · · · ...

ψh1 ψh2 · · · ψhh


(To avoid clumsiness in the notation this matrix is assumed without loss of generality,
instead of the matrix in the statement of the theorem.)

Let |9h×h|hh be invertible.
By successive applications of the same elementary row operations given in the proof of

Lemma 2, on9h×h, we will obtain the matrix given below which is row equivalent to9h×h:

1 ψ−1
11 ψ12 ψ−1

11 ψ13

0 1 |9P2Q2|−1
22 |9P2Q3|23

0 0 1
...

...
...

0 0 0
0 0 0

· · ·

· · ·

ψ−1
11 ψ1(h−1) ψ−1

11 ψ1h

|9P2Q2|−1
22 |9P2Qh−1|2(h−1) |9P2Q2|−1

22 |9P2Qh |2h

|9P(1)3 Q(1)
3
|−1
33 |9P(1)3 Q(1)

h−1
|−1
3(h−1) |9P(1)3 Q(1)

3
|−1
33 |9P(1)3 Q(1)

h
|3h

...
...

1 |9P(h−3)
h−1 Q(h−3)

h−1
|−1
(h−1)(h−1)|9P(h−3)

h−1 Q(h−3)
h
|(h−1)h

0 |9P(h−2)
h Q(h−2)

h
|hh


(10)

where the setsP(1), P(2), . . . , P(h−2), Q(1), Q(2), . . . , Q(h−2) are same as given in the proof
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of Lemma 2. In view of this row equivalence the solution of the system of equations

9h×h


x1

x2
...

xh

 =


e
e
...

e

 (11)

is also the solution of the system of equations given by

1 ψ−1
11 ψ12 ψ−1

11 ψ13 · · · ψ−1
11 ψ1(h−1)

0 1 |9P2Q2|−1
22 |9P2Q3|23 · · · |9P2Q2|−1

22 |9P2Qh−1|2(h−1)

0 0 1 · · · |9P(1)3 Q(1)
3
|−1
33 |9P(1)3 Q(1)

h−1
|−1
3(h−1)

...
...

... · · · ...

0 0 0 · · · 1
0 0 0 · · · 0

ψ−1
11 ψ1h

|9P2Q2|−1
22 |9P2Qh |2h

|9P(1)3 Q(1)
3
|−1
33 |9P(1)3 Q(1)

h
|3h

...

|9P(h−3)
h−1 Q(h−3)

h−1
|−1
(h−1)(h−1)|9P(h−3)

h−1 Q(h−3)
h
|(h−1)h

|9P(h−2)
h Q(h−2)

h
|hh




x1

x2
...

xh

 =


e
e
...

e

 (12)

Since the(h, h)-th entry of the matrix given in (12) is|9h×h|hh, we have

|9h×h|hh(xh) = e

which meansxh = e, since|9h×h|hh is invertible.
Next by back substitution one can obtainx1 = x2 = · · · = xh−1 = xh = e, which means

9h×h is invertible or equivalently it represents an automorphism ofGh.
Conversely, given that9h×h and all its square submatrices are invertible, from Lemma 2

it follows that all itsh2 quasideterminants are invertible.
This completes the proof.

V. Example

For the purpose of illustration let us consider the length 6 MDS group code overC2⊕C2 =
{0, 1} ⊕ {0, 1} = {00, 10, 01, 11} = {e, x, y, xy}. consisting of 64 codewords listed in
Table II. There are only 6 automorphisms ofC2⊕C2 listed below along with their inverses
for quick reference.
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Automorphism

[
1 0
0 1

] [
0 1
1 0

] [
1 1
1 0

] [
0 1
1 1

] [
1 1
0 1

] [
1 0
1 1

]

Inverse

[
1 0
0 1

] [
0 1
1 0

] [
0 1
1 1

] [
1 1
1 0

] [
1 1
0 1

] [
1 0
1 1

]

The associated matrix of this code is

A3×3 =
 ψ11 ψ12 ψ13

ψ21 ψ22 ψ23

ψ31 ψ32 ψ33

 =



[
1 1
0 1

] [
0 1
1 1

] [
1 0
0 1

]
[

0 1
1 0

] [
1 0
0 1

] [
1 0
0 1

]
[

1 1
0 1

] [
1 0
0 1

] [
0 1
1 1

]



Using the Sylvester Identity a quasideterminant ofA3×3 will be written as
quasideterminant of 2× 2 matrix of the following submatrices:

A{1,2}{1,2} =


[

1 1
0 1

] [
0 1
1 1

]
[

0 1
1 0

] [
1 0
0 1

]
 A{1,2}{1,3} =


[

1 1
0 1

] [
1 0
0 1

]
[

0 1
1 0

] [
1 0
0 1

]


b22 = |A{1,2}{1,2}|22 =
[

0 1
1 1

]
b23 = |A{1,2}{1,3}|23 =

[
1 1
1 0

]
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A{1,3}{1,2} =


[

1 1
0 1

] [
0 1
1 1

]
[

1 1
0 1

] [
1 0
0 1

]
 A{1,3}{1,3} =


[

1 1
0 1

] [
1 0
0 1

]
[

1 1
0 1

] [
0 1
1 1

]


b32 = |A{1,3}{1,2}|32 =
[

1 1
1 0

]
b33 = |A{1,3}{1,3}|33 =

[
1 1
1 0

]

We have

B =
[

b22 b23

b32 b33

]
and

|A|22 = |B|22 =
[

1 0
0 1

]

|A|23 = |B|23 =
[

1 0
0 1

]

|A|32 = |B|32 =
[

1 0
0 1

]

|A|33 = |B|33 =
[

0 1
1 1

]

VI. Discussion

When specialized to group codes over elementary abelian groups, sayCm
p , the associated

matrix becomes a matrix over a matrix ring over the finite fieldGF(p). The structure of
these matrix rings is well studied [8]. The associated matrix still remains a matrix over a
non-commutative ring. Imposing a multiplicative structure onCm

p and making it the field
GF(pm), the associated matrix becomes a matrix overGF(pm), and Theorem 2 reduces to
the well known characterization of MDS codes over finite fields [7, Chapter 11, Theorem
8].

When specialized to group codes over cyclic groupsCM , the associated matrix becomes a
matrix over a commutative ringZM , and Theorem 2 reduces to a simple form, i.e., a group
code overCM is MDS iff all square submatrices of its associated matrices have determinant
a unit in ZM .
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Table 2.Listing of codewords of Example in Section 5.

(e,e,e,e,e,e) (x,e,e,x,y,x) (y,e,e,xy,x,xy) (xy,e,e,y,xy,y)
(e,e,x,x,x,y) (x,e,x,e,xy,xy) (y,e,x,y,e,x) (xy,e,x,xy,y,e)
(e,e,y,y,y,xy) (x,e,y,xy,e,y) (y,e,y,x,xy,e) (xy,e,y,e,x,x)
(e,e,xy,xy,xy,x) (x,e,xy,y,x,e) (y,e,xy,e,y,y) (xy,e,xy,x,e,xy)
(e,x,e,y,x,x) (x,x,e,xy,xy,e) (y,x,e,x,e,y) (xy,x,e,e,y,xy)
(e,x,x,xy,e,xy) (x,x,x,y,y,y) (y,x,x,e,x,e) (xy,x,x,x,xy,x)
(e,x,y,e,xy,y) (x,x,y,x,x,xy) (y,x,y,xy,y,x) (xy,x,y,y,e,e)
(e,x,xy,x,y,e) (x,x,xy,e,e,x) (y,x,xy,y,xy,xy) (xy,x,xy,xy,x,y)
(e,y,e,xy,y,y) (x,y,e,y,e,xy) (y,y,e,e,xy,x) (xy,y,e,x,x,e)
(e,y,x,y,xy,e) (x,y,x,xy,x,x) (y,y,x,x,y,xy) (xy,y,x,e,e,y)
(e,y,y,x,e,x) (x,y,y,e,y,e) (y,y,y,y,x,y) (xy,y,y,xy,xy,xy)
(e,y,xy,e,x,xy) (x,y,xy,x,xy,y) (y,y,xy,xy,e,e) (xy,y,xy,y,y,x)
(e,xy,e,x,xy,xy) (x,xy,e,e,x,y) (y,xy,e,y,y,e) (xy,xy,e,xy,e,x)
(e,xy,x,e,y,x) (x,xy,x,x,e,e) (y,xy,x,xy,xy,y) (xy,xy,x,y,x,xy)
(e,xy,y,xy,x,e) (x,xy,y,y,xy,x) (y,xy,y,e,e,xy) (xy,xy,y,x,y,y)
(e,xy,xy,y,e,y) (x,xy,xy,xy,y,xy) (y,xy,xy,x,x,x) (xy,xy,xy,e,xy,e)

Theorem 2 does not extend to group codes over nonabelian groups since the set of en-
domorphisms of a nonabelian group form a near-ring [6] which is more general than a
non-commutative ring. It would be interesting to develop the counterpart of the notion of
quasideterminant, to matrices over near-rings and extend Theorem 2 to group codes over
nonabelian groups.

Appendix 1

Proof of Lemma 1: The proof is by induction onn the order of the matrixA. Forn = 1, the

lemma 1 is true. Forn = 2, we haveA2×2 =
[

a11 a12

a21 a22

]
where the entries are invertible.

Without loss of generality let|A2×2|22 be invertible. In eq. (6), puttingi = j = 2 and
p = l = 1, we obtain the following relation

|A2×2|22 = −|A2×2|21a
−1
11 a12

from which we conclude that|A2×2|21 is invertible. In eq. (7) if we puti = j = 2 and
k = q = 1, we obtain

|A2×2|22 = −a21a
−1
11 |A2×2|12

from which we conclude that|A2×2|12 is invertible. By puttingi = 1, j = 2, p = 2, l = 1,
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in eq. (6) we obtain

|A2×2|12 = −|A2×2|11a
−1
21 a22

from which it follows that|A|11 is invertible.
Induction Hypothesis: The lemma is true for(n− 1).
Without loss of generality let the quasideterminant|A|nn of A be invertible. By putting

i = j = n,p = 1, l = 1, 2, . . . , (n− 1), in eq. (6), we obtain the following (n-1) relations:

|A|nn = −|A|n1|Ann|−1
11 |An1|1n

|A|nn = −|A|n2|Ann|−1
12 |An2|1n

· · · = · · ·
· · · = · · ·

|A|nn = −|A|n(n−1)|Ann|−1
1(n−1)|An(n−1)|1n

From the above set of equations it follows that|A|nl , for l = 1, 2, . . . , (n−1) are invertible.
By putting i = j = n, q = 1, k = 1, 2, . . . , (n − 1), in eq. (7), we obtain the following
(n− 1) relations:

|A|nn = −|A1n|n1|Ann|−1
11 |A|1n

|A|nn = −|A2n|n1|Ann|−1
21 |A|2n

· · · = · · ·
· · · = · · ·

|A|nn = −|A(n−1)n|n1|Ann|−1
(n−1)1|A|(n−1)n

From these relations it follows that|A|kn is invertible fork = 1, 2, . . . , (n− 1).
In the same manner, using eq. (6), one can check that
|A|(n−1)l , l = 1, 2, . . . , (n− 1) are invertible by puttingj = n, i = (n− 1), p = 1, l =
1, 2, . . . , (n− 1),
|A|(n−2)l , l = 1, 2, . . . , (n− 1) are invertible by puttingj = n, i = (n− 2), p = 1, l =
1, 2, . . . , (n− 1),

...

|A|1l , l = 1, 2, . . . , (n − 1) are invertible by puttingj = n, i = 1, p = 1, l =
1, 2, . . . , (n− 1),

So, we conclude that all the quasideterminants ofA are invertible.
This completes the proof.

Appendix 2

Proof of Lemma 2: By Lemma 1 it is sufficient to show that one of then2 quasideterminants
of A is invertible. Without loss of generality we will show that|A|nn is invertible.

The proof is by induction on n the order of the matrixA. Forn = 1, the lemma 2 is true.
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For n = 2, let

2×2 =
[

a11 a12

a21 a22

]
where all the entries are invertible. SinceA2×2 is invertible, there exists

B2×2 =
[

b11 b12

b21 b22

]
,

such thatAB = B A = I2×2, where I2×2 is the 2× 2 identity matrix, i.e.,

[
a11 a12

a21 a22

]
[

b11 b12

b21 b22

]
=
[

1 0
0 1

]
or

a11b11 + a12b21 = 1

a21b11 + a22b21 = 0

a11b12 + a12b22 = 0

a21b12 + a22b22 = 1

The last two equations in two unknownsb12 andb22 can be written in matrix form[
a11 a12

a21 a22

] [
b12

b22

]
=
[

0
1

]
Now we apply elementary row operations

R1→ a−1
11 R1; R2→ a−1

21 R2; R2→ R2− R1; R2→ a21R2,

whereRi , i = 1, 2, denote thei -th row, on A2×2, (which is valid since all the entries of
A2×2 are invertible), to obtain[

1 a−1
11 a12

0 |A2×2|22

]
which is row equivalent toA2×2 [10]. Hence, we have[

1 a−1
11 a12

0 |A2×2|22

] [
b12

b22

]
=
[

0
1

]
i.e. |A2×2|22b22 = 1. Similarly, by usingB A= I2×2, one can obtain,
b22|A2×2|22 = 1. Hence,b22 = |A2×2|−1

22 , i.e., |A2×2|22 is invertible. Then by Lemma 1,
|A2×2|11, |A2×2|12, |A2×2|21 are also invertible.

Induction hypothesis: Let all square submatrices of order 1, 2, . . . , (n − 1) of A have
invertible quasideterminants.

Now we will show that the induction hypothesis is true forAn×n.
Let An×n be invertible, whose all smaller submatrices are also invertible, i.e., all the

quasideterminants of the smaller submatrices are invertible. SinceAn×n is invertible there
exist Bn×n such thatAn×n Bn×n = Bn×n An×n = In×n.
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From An×n Bn×n = In×n we have,
a11 a12 · · · a1n

a21 a22 · · · a2n
...

... · · · ...

an1 an2 · · · ann




b1n

b2n
...

bnn

 =


0
...

0
1

 (A2.1)

By applying the following elementary operations

Ri → a−1
i 1 Ri i = 1, 2, . . . ,n; Ri → Ri − R1 i = 2, . . . ,n; Ri → ai 1Ri i = 2, . . . ,n,

on An×n, we obtain
1 a−1

11 a12 · · · a−1
11 a1(n−1) a−1

11 a1n

0 |AP2Q2|22 · · · |AP2Q(n−1) |2(n−1) |AP2Qn |2n
...

... · · · ...
...

0 |AP(n−1)Q2|(n−1)2 · · · |AP(n−1)(n−1) |(n−1)(n−1) |AP(n−1)Qn |(n−1)n

0 |APn Q2|n2 · · · |APn Q(n−1) |n(n−1) |APn Qn |nn

 (A2.2)

In matrix (A2.2), fori, j ≥ 2, the(i, j )-th entry can be written as

|APi Qj |i j
which is the quasideterminant of indexi j of a 2× 2 submatrix ofA having rows with
indices{1, i } = P ∪ {i } whereP = {1} and columns with indices{1, j } = Q ∪ { j } where
Q = {1}.

From the induction hypothesis, the quasideterminants of all 2×2 submatrices are invertible
and hence fori, j ≥ 2, all the entries in matrix (A2.2) are invertible. So, we can apply the
same elementary row operations on the(n− 1)× (n− 1) submatrix of the matrix (A2.2)
and obtain the matrix given below:

1 a−1
11 a12 a−1

11 a13

0 1 |AP2Q2|−1
22 |AP2Q3|23

0 0 |AP3Q3|33− |AP3Q2|32|AP2Q2|−1
22 |AP2Q3|23

...
...

...

0 0 |AP(n−1)Q3|(n−1)3− |AP(n−1)Q2|(n−1)2|AP2Q2|−1
22 |AP2Q3|23

0 0 |APn Q3|n3− |APn Q2|n2|AP2Q2|−1
22 |AP2Q3|23

· · ·

· · ·

a−1
11 a1(n−1)

|AP2Q2|−1
22 |AP2Q(n−1) |2(n−1)

|AP3Q(n−1) |3(n−1) − |AP3Q2|32|AP2Q2|−1
22 |AP2Q(n−1) |2(n−1)

...

|AP(n−1)Q(n−1) |(n−1)(n−1) − |AP(n−1)Q2|(n−1)2|AP2Q2|−1
22 |AP2Q(n−1)|2(n−1)

|APn Q(n−1) |n(n−1) − |APn Q2|n2|AP2Q2|−1
22 |AP2Q(n−1) |2(n−1)
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a−1
11 a1n

|AP2Q2|−1
22 |AP2Qn |2n

|AP3Qn |3n − |AP3Q2|32|AP2Q2|−1
22 |AP2Qn |2n

...

|AP(n−1)Qn |(n−1)n − |AP(n−1)Q2|(n−1)2|AP2Q2|−1
22 |AP2Qn |2n

|APn Qn |nn− |APn Q2|n2|AP2Q2|−1
22 |AP2Qn |2n


(A2.3)

In matrix (A2.3), fori, j ≥ 3, the(i, j )-th entry is

|APi Qj |i j − |APi Q2|i 2|AP2Q2|−1
22 |AP2Qj |2 j

which is the quasideterminant of indexi j of the following 2× 2 matrix[ |AP2Q2|22 |AP2Qj |2 j

|APi Q2|i 2 |APi Qj |i j
]

Hence fori, j ≥ 3, the(i, j )-th entry can be recogized as the quasideterminant of indexi j of
a 3×3 submatrix ofA having rows with indices{1, 2, i } and columns with indices{1, 2, j }
written in terms of a quasideterminant of the 2× 2 matrix consisting of quasideterminants
of 2× 2 submatrice of the 3× 3 submatrix, i. e., fori, j ≥ 3, the(i, j )-th entry can be
written as

|AP(1)i Q(1)
j
|i j

whereP(1) = Q(1) = {1, 2}; P(1)
i = P(1) ∪ {i } andQ(1)

i = Q(1) ∪ { j }.
Hence matrix (A2.3) can be written as

1 a−1
11 a12 a−1

11 a13

0 1 |AP2Q2|−1
22 |AP2Q3|23

0 0 |AP(1)3 Q(1)
3
|33

...
...

...

0 0 |AP(1)
(n−1)Q

(1)
3
|(n−1)3

0 0 |AP(1)n Q(1)
3
|n3

· · ·

· · ·

a−1
11 a1(n−1) a−1

11 a1n

|AP2Q2|−1
22 |AP2Q(n−1) |2(n−1) |AP2Q2|−1

22 |AP2Qn |2n

|AP(1)3 Q(1)
(n−1)
|3(n−1) |AP(1)3 Q(1)

n
|3n

...
...

|AP(1)
(n−1)Q

(1)
(n−1)
|(n−1)(n−1) |AP(1)

(n−1)Q
(1)
n
|(n−1)n

|AP(1)n Q(1)
(n−1)
|n(n−1) |AP(1)n Q(1)

n
|nn


(A2.4)

Since all the quasideterminants of all smaller submatrices ofA are invertible (by the induc-
tion hypothesis), we can apply the elementary operations in sequence and obtain the upper
triangular matrix given below:



QUASIDETERMINANT CHARACTERIZATION OF MDS GROUP CODES 329

A =



1 a−1
11 a12 a−1

11 a13

0 1 |AP2Q2|−1
22 |AP2Q3|23

0 0 1
...

...
...

0 0 0
0 0 0

· · ·

· · ·

a−1
11 a1(n−1) a−1

11 a1n

|AP2Q2|−1
22 |AP2Q(n−1) |2(n−1) |AP2Q2|−1

22 |AP2Qn |2n

|AP(1)3 Q(1)
3
|−1
33 |AP(1)3 Q(1)

(n−1)
|3(n−1) |AP(1)3 Q(1)

3
|−1
33 |AP(1)3 Q(1)

n
|3n

...
...

1 |AP(n−3)
(n−1) Q(n−3)

(n−1)
|−1
(n−1)(n−1)|AP(n−3)

(n−1) Q(n−3)
n
|(n−1)n

0 |AP(n−2)
n Q(n−2)

n
|nn


(A2.5)

where the setsP(1), P(2), . . . , P(n−2), Q(1), Q(2), . . . , Q(n−2) are defined as follows:

P(1) = Q(1) = {1, 2}
P(2) = Q(2) = {1, 2, 3}
...
...
...

...
...

P(n−3) = Q(n−3) = {1, 2, . . . ,n− 3, n− 2}
P(n−2) = Q(n−2) = {1, 2, . . . ,n− 2, n− 1}

(The matrix (A2.5) has been obtained fromA by elementary row operations. So matrix
(A2.5) andA are row equivalent [10].)
We haveP(n−2)

n = P(n−2) ∪ {n} = I ; Q(n−2)
n = P(n−2) ∪ {n} = I , and

|AP(n−2)
n Q(n−2)

n
|nn = |A|nn.

So, the syatem of equations (A2.1) can be written as

A
′


b1n

b2n
...

bnn

 =


0
...

0
1


which implies that

|A|nnbnn = 1

Similarly, starting fromBn×n An×n = In×n, we can obtain

bnn|A|nn = 1

Hencebnn = |A|−1
nn , i.e., |A|nn is invertible. From Lemma 1, it follows that all other

quasideterminants are also invertible.
This completes the proof.
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