E9 203: Homework - 4

Assigned on: 02 Mar. 2015; does not need to be turned in.

1 Topics

e Reweighted algorithms

e Sparse Bayesian learning

2 Problems

Notation: x € RV, y € R™, A € R™*N_ z; is the i*? entry of a vector x.

1.

Suppose g(z) is a monotonically increasing, strictly concave function of = € R for « > 0, and that ¢(0)
is bounded. Let x =y — z for some y > 0,z > 0, both in RY. Show that there exists a one-to-one
mapping between the local minima of the following two problems, and that the objective functions
coincide at the corresponding local minima:
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for all €,v; > 0, with equality iff v; = 27 + €|z;|. Use this to derive an iteratively reweighted (o
algorithm for recovery of x from y = Ax + n.

If y = Ax+n, where n is Gaussian with zero mean and covariance matrix >, € R™*™ x is Gaussian
with zero mean and covariance I', derive the conditional distribution p(x|y). What if ¥, is rank
deficient?

Show that

gsBL(X) = m>118 x"T7'x + logdet (o°I + ATAT)
V>

(where I = diagy ) is a nondecreasing, concave function of |x| = [|z1], |22, ..., |z~|]T.



