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I. INTRODUCTION

In this document, we present the detailed steps involved in
the proofs of the theorems and lemmas presented in our work.
Firstly, we derive the channel estimates and error variances
under the three estimation schemes. Then, we derive the
signal to interference plus noise ratio (SINR) under the three
schemes. Finally, we evaluate the SINR in the high antenna
regime using the theory of deterministic equivalents.

Unless otherwise mentioned, the notation used in this doc-
ument follows the notation used in the main work.

II. PROOF OF THEOREM 1: CHANNEL ESTIMATION
1) MMSE: We first vectorize the signal as

gy & vec(Yfk) = (P;* @ In)hy + 1, S

where h¥ £ vec(HF), n; £ vec(IN}), and ® is the Kronecker
product The MMSE estimator is h’C £ E, [ht], where
z = y¥. The error hf £ h¥ — h? is uncorrelated with z and
the estimate. The conditional statistics of a Gaussian random
vector X are

E, [x]
Kxx\z = Kxx

=E[x + KK, (z—-E[z]), )
- szK;zl sz~ (3)

Here, Kxx, Kxx|z, and K are the unconditional covariance
of x, the conditional covariance of x conditioned on z, and the
cross-covariance of x & z respectively. From (2), the MMSE
channel estimate flk can be calculated as

hf = E[f] + Ehfy " EFy" 7 (v - EF). @
The terms in the above expression can be evaluated as
E[hiy:") = BiP" @1y,
Elyty:"] = (PYB{P;T + Nol;) ® Ly,
hk (BEPET (PE*BFPET 4 NI )~ @ Iy)3P,
and thus, the MMSE estimate HF of HY is
Hf = Y*(PIBIP + NoL,) "' PYBY, )

@ . (©

where (a) follows from (AB +1)"'A = A(BA+1)7!

YPPPIBf (PP PIBY + Nol )"
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2) LCMMSE The LCMMSE estimator is h¥ [htm
where z = th is the received pilot 51gnal The error h¥
hk —hyyy, is uncorrelated with the signal th and the channel
estimate htm From (2)), the LCMMSE channel estimate ht
can be calculated

= E [hyy™ | Ely? y2H -
— giﬁmﬁmem”2 Oy y 2k g
N0||pm||2+z’besk |p?pm‘29tzﬂ10§ tm tmd tm

3) MSBL: In each iteration of MSBL,
performed. The first step,
the covariance E{gl and mean uf;ﬂl

PUZE] Y e n s i)

s =1/, — T, PN L, +PFT, PH)-IPAT, | (7)

k
Witn = No 'S PHIYT 0, € [N]. ®)

The second step, termed the M-step, updates the hyperparam-
eter for the ith user in the ¢th RB as

i =+ Z ([0 i + i i), i€

This step estimates the variance of the channel of the ith user
in the tth RB. Based on the estimate ¢~ and the true g;;, the
set of users [M*] can be divided into four disjoint subsets

tm

1_pk
th

two steps are
termed the E-step, updates
of the posterior

[M*].(9)

Af = {i € [MM | 4fig9u = 1}, (10)
Ff=A{ie M| g1 —gu) =1}, (11)
MG = {i € [M*] | (1 - g)gr =1}, (12)
If ={ie [M*] | (1-g5)(1—gu) =1}  (13)

A,’f is the set of true positive users, ]-"t is the set of false
positive users, Mf is the set of false negative users, and Itk is
the set of true negative users. False positive and false negative
users form the errors in APM estimation. As the decoding
iterations proceed, more users get decoded, and the errors
in APM estimation decrease. The MSBL channel estimate
HF = Ykakf‘kt(PkHPkf‘kt + NoIx)~! is output in the
E-step from Algorithm 1, where T'y; = diag(’yﬁ“"‘) The false
negative users’ channels do not get estimated even though they
contribute towards Yfk. The false positive users’ channels get
estimated even though they haven’t transmitted, and thus, an
erroneous channel estimate is output for those users. Since
[vxt); models the variance of the ith users signal in the ¢th
RB, it models gy;3;0Z. Thus, the estimated hyperparameter
[v]<]; would recover both g and j3k. Since the path loss is
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same across RBs, a higher quality estimate for the path loss
can be estimated by averaging across RBs, and thus we obtain

% AP Jmax AP
B = (e Gulie1a) /(o8 Xoiy 353)-
4) Error variances: The condjtional covariance of hy; is
calculated conditioned on z = h¥. In MMSE, with ¢!, =
[CF].. and Cf = PyB;(PFHPFBf + Nol k)", we have
Khmﬂhm‘ = E[htthg] = /BiUEINv
Kh,.z = Eh;h}7] = pf ¢} 1808 1N,
Koo = (Nollcuill? + X cs, 1P cbil29:5 8,02 In.
Thus, the conditional covariance is
Khtihtilz = Khmhm‘ - KhtiZK;lethi
_ 8o Nolleg|I? + Zjes; 7"?ti|2gtj5j01%
= Bio}
Nolle 12 + 3 es, 75|25 8508

) Iy 2681y,

where 7%, = pHcf; and 6}, accounts for pilot contamination.

The conditional autocorrelation follows as

Ez [htmhgn} = Khtmhtm\z + ]Ez [htm]]Ez [htm]H
— 6f, Ty + B, B

m m

(14)

The unconditional and conditional means of the estimation
error are E[hf ] = E[b¥, — hy,] = 0 and E,[bf | =
E,[hF, — hy,] = h¥ —hF = 0. The conditional auto-
covariance of the error therefore simplifies as

Kix g o = Eo [0, 0]

and thus, 0F s also the variance of the estimation error.
Substituting C} = P} diag(ny; , ... ,n,@Mk), we get the error
variance for LCMMSE. '

The MSBL estimate error is also uncorrelated with the
estimate and the error variance can be derived similar to
the MMSE scheme since the MSBL estimate is a “plug-in”
MMSE estimate. Since only true positive users’ channels are
estimated, the error variance is calculated only for the subset
of true positive users (users with gfl gt; = 1), and thus, each gy;
is accompanied by §F similar to [[1]. Further, since the error
variance models the true interference from other true positive
users, the true path loss coefficient accompanies gF,g;;. Hence
we define Cf £ P*DF(P*PKDF + NoI,)~! and DF £
diag(dy;, , df;, ... dy; ), with dj; = gf;9:iBior. Substituting
for Cf, we get the error variance for MSBL.

III. PROOF OF THEOREM 2: SINR EVALUATION

In order to evaluate the SINR, we first calculate the
power of the received signal, which is calculated condi-
tioned on the knowledge of the estimates z = Vec(I:Iff) as
E 75,17 = E.[| 3, Ti|?]. Since noise is uncorrelated
with data, E,[T1Tf] = E,[ToT}] = E,[T3T{] = 0. Since
MMSE channel estimates are uncorrelated with their errors [2]],
E,[TyTH] = 0. Computing the remaining power components
requires the evaluation of E,[z;x;] for i # j which can be
calculated as E,[z;z,] = E,[z;]E,[z;] = 0. Thus, all the four
terms are uncorrelated and the power in the received signal

is just a sum of the powers of the individual components
E.[|75.1%] = S5, E,[|T;[%). We now compute the powers
of each of the components. The useful signal power is

EZHTl‘Z] - Ez[lafgﬁfmgfmxmﬁ] = Pgt2nL|afgﬁfm‘2' (16)
The desired gain is written as

s BT Jaiihf, P

.k tm m
Gainin = Pk 2
m

a7)

tm k 2
[Cr
The power of the estimation error is expressed as

EZHT2|2] = Ezﬂafghgngtmme] = Pgt27n6é€’m‘|af’rn”2'

Next, the power of the inter-user interference term 73 is
2
E.[|T5]%] = Ex UafrgZiesLﬂgtihtﬂi ]
= PZieS,’gtggiangz [htihg]aﬁn
= PZiesglgfiafﬁ(%IN +hghiag,
= PZieSg"gfi(”a)]&CmHZ(sfi + lagn B [?).

Here, E,[|T|?] + E,[|T3]?] represents the contribution of
estimation errors and multi-user interference components of
the other users. Since gy; is binary, its powers are dropped.
We now split the normalized version of the above into the sum
of the error component Est? = and the multi-user interference
MUIY  as follows

(18)

. kH [k |2

Estf, 2 Y, 900k, MUTh, & Y icspngu 5. (19)
The noise power is calculated as

Eo[| T4 ] = Eq[layy ne]*] = Nollag,, |I*- (20)

A meaningful SINR expression can be written out by dividing
the useful signal power from by the sum of the inter-
ference and the noise powers (from (19), and (20)) [2]. Note
that the interference component is comprised of the estimation
error term and the signal powers of other users who have
also transmitted in the same RB. For MMSE/LCMMSE, the
corresponding SINR can be calculated by plugging in the
channel estimates.

In MSBL, each of 73,75, and T3 is calculated among
the subset of true positive users in the tth RB, i.e., users
in Af = {i € [M"]|gfg; = 1}. Hence, each of the
powers previously derived for MMSE is accompanied by
gf; gii- We need to account for false negative users, i.e., users
in M¥ = {i € [M*]|(1 — g&)g; = 1}. These users interfere
with the decoding of other users and the SINR for such users
is 0 since they will never get decoded. Such users’ signals are
uncorrelated with the other terms, and thus, their power is

EZHTE’) |2] =[E, Hzies;jm\@ afﬁhtigminQ]

(b)
= PZzeSi’?meg?zafg]E[htWhg]afm

= PZieSL”ﬁM?g?iafg(BiU}?IN)afm
= PZiGS;’LﬂMfg?iﬁiUI?||a§m||2, (21)

where the conditional expectation is dropped in () since the
BS does not have the knowledge of the channel estimates of



false negative users. The normalised power of the false positive
users is FNUY,, £ 37, s (1 = 3¢3)geiBioi-

IV. PROOF OF LEMMA 1: DETERMINISTIC EQUIVALENT

It is known that, as the number of antennas gets large,
both ||h¥ |2 and [h*#hk |2 converge almost surely (a.s.) to
their deterministic equivalents [3|]. Evaluating the deterministic
equivalents as in [3|] and plugging into the SINR expression
instead of the original terms, we can find an approximation
to the SINR in the high antenna regime. As N gets large, the
SINR with MRC converges almost surely (pf,, == o) to

Nsigh
et (No/P + IntNC}, ) + IntC} )’

Do = (22)

where Sig¥ s the desired gain, IntNC}  is the non-coherent

interference, and IntCf, is the coherent interference. For

LCMMSE, IntNCk, £ gondl, + s 9uiBiot, Sigh, 2
gmBronllPm|t, IntCh, = N3icom giBionlpnpil
and eF £ Nollpml? + Dicss griBioy [plipi|?. For

€tm =

MMSE, ¢, = Nolleil? + Yics, gubiolet pil*.
. A JAN
Slgfm = gt’m(efm)Q’ Intcfm = NZiGS,’g” gtiﬂ?‘fﬂcfrﬁpiﬁ

IntNCf,, = gimlfy, + Yesp 9uiBion. For MSBL,
efm é NOHC?m||2 + ZieSk gtiﬁi0’121|cf771{pi‘2’ Inthfm é

gfmgtméfm + ZiES,’c" gtiﬁiaﬁ’ Slgfm é gfmgtm(efm)Q’ and
IntCl, £ N Y. om guiBon|ciip;|?. Here, 6f, and cf,
are obtained from 'lkheorems 1 and 2, respectively, for the
three estimation schemes. The above expressions are obtained
by replacing each of the terms involving h¥  in the SINR
with their respective deterministic equivalents.
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