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I. INTRODUCTION

In this document, we present the detailed steps involved in
the proofs of the theorems and lemmas presented in our work.
Firstly, we derive the channel estimates and error variances
under the three estimation schemes. Then, we derive the
signal to interference plus noise ratio (SINR) under the three
schemes. Finally, we evaluate the SINR in the high antenna
regime using the theory of deterministic equivalents.

Unless otherwise mentioned, the notation used in this doc-
ument follows the notation used in the main work.

II. PROOF OF THEOREM 1: CHANNEL ESTIMATION

1) MMSE: We first vectorize the signal as

ykt , vec(Ypk
t ) = (Pk∗

t ⊗ IN )hkt + nt, (1)

where hkt , vec(Hk
t ), nt , vec(Np

t ), and ⊗ is the Kronecker
product. The MMSE estimator is ĥkt , Ez

[
hkt
]
, where

z = ykt . The error h̃kt , ĥkt − hkt is uncorrelated with z and
the estimate. The conditional statistics of a Gaussian random
vector x are

Ez [x] = E [x] + KxzK
−1
zz (z− E [z]) , (2)

Kxx|z = Kxx −KxzK
−1
zz Kzx. (3)

Here, Kxx, Kxx|z, and Kxz are the unconditional covariance
of x, the conditional covariance of x conditioned on z, and the
cross-covariance of x & z respectively. From (2), the MMSE
channel estimate ĥkt can be calculated as

ĥkt = E [hkt ] + E [hkt y
kH
t ]E[ykt ykHt ]−1(ykt − E [ykt ]). (4)

The terms in the above expression can be evaluated as

E [hkt y
kH
t ] = Bk

tP
kT
t ⊗ IN ,

E[ykt ykHt ] = (Pk∗
t Bk

tP
kT
t +N0Iτ )⊗ IN ,

ĥkt = (Bk
tP

kT
t (Pk∗

t Bk
tP

kT
t +N0Iτ )

−1 ⊗ IN )ykt ,

and thus, the MMSE estimate Ĥk
t of Hk

t is

Ĥk
t = Ypk

t (Pk
tB

k
tP

kH
t +N0Iτ )

−1Pk
tB

k
t , (5)

(a)
= Ypk

t Pk
tB

k
t (P

kH
t Pk

tB
k
t +N0IMk

t
)−1, (6)

where (a) follows from (AB + I)−1A = A(BA + I)−1.
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2) LCMMSE: The LCMMSE estimator is ĥktm , Ez [htm],
where z = ypk

tm is the received pilot signal. The error h̃ktm ,
ĥktm−htm is uncorrelated with the signal ypk

tm and the channel
estimate ĥktm. From (2), the LCMMSE channel estimate ĥktm
can be calculated

ĥktm = E [htmypkH
tm ]E[ypk

tmypkH
tm ]−1ypk

tm

=
gtmβm‖pm‖2σ2

h

N0‖pm‖2 +
∑
i∈Sk |p

H
i pm|2gtiβiσ2

h

ypk
tm , ηktmypk

tm.

3) MSBL: In each iteration of MSBL, two steps are
performed. The first step, termed the E-step, updates
the covariance Σj+1

kt and mean µj+1
ktn of the posterior

p([Zkt ]:,n|[Yt]:,n,γ
j
kt)

Σj+1
kt =Γjkt − ΓjktP

kH(N0Iτ+PkΓjktP
kH)−1PkΓjkt, (7)

µj+1
ktn = N−10 Σj+1

kt PkH [Y
pk

t ]:,n, n ∈ [N ]. (8)

The second step, termed the M-step, updates the hyperparam-
eter for the ith user in the tth RB as

[γj+1
kt ]i =

1

N

N∑
n=1

([Σj+1
kt ]i,i + |[µj+1

ktn ]i|2), i ∈ [Mk]. (9)

This step estimates the variance of the channel of the ith user
in the tth RB. Based on the estimate ĝkti and the true gti, the
set of users [Mk] can be divided into four disjoint subsets

Akt = {i ∈ [Mk] | ĝktigti = 1}, (10)

Fkt = {i ∈ [Mk] | ĝkti(1− gti) = 1}, (11)

Mk
t = {i ∈ [Mk] | (1− ĝkti)gti = 1}, (12)

Ikt = {i ∈ [Mk] | (1− ĝkti)(1− gti) = 1}. (13)

Akt is the set of true positive users, Fkt is the set of false
positive users,Mk

t is the set of false negative users, and Ikt is
the set of true negative users. False positive and false negative
users form the errors in APM estimation. As the decoding
iterations proceed, more users get decoded, and the errors
in APM estimation decrease. The MSBL channel estimate
Ĥk
t = Ypk

t PkΓ̂kt(P
kHPkΓ̂kt + N0IMk)−1 is output in the

E-step from Algorithm 1, where Γ̂kt = diag(γjmax

kt ). The false
negative users’ channels do not get estimated even though they
contribute towards Y

pk
t . The false positive users’ channels get

estimated even though they haven’t transmitted, and thus, an
erroneous channel estimate is output for those users. Since
[γkt]i models the variance of the ith users signal in the tth
RB, it models gtiβiσ2

h . Thus, the estimated hyperparameter
[γjmax

kt ]i would recover both ĝkti and β̂ki . Since the path loss is
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same across RBs, a higher quality estimate for the path loss
can be estimated by averaging across RBs, and thus we obtain
β̂ki = (

∑T
t=1 ĝ

k
ti[γ

jmax

kt ]i)/(σ
2
h

∑T
t=1 ĝ

k
ti).

4) Error variances: The conditional covariance of hti is
calculated conditioned on z = ĥkti. In MMSE, with ckti =
[Ck

t ]:,i and Ck
t , Pk

tB
k
t (P

kH
t Pk

tB
k
t +N0IMk

t
)−1, we have

Khtihti
= E[htihHti ] = βiσ

2
hIN ,

Khtiz = E[htiĥkHti ] = pHi cktigtiβiσ
2
hIN ,

Kzz = (N0‖cti‖2 +
∑
j∈Sk |p

H
j ckti|2gtjβjσ2

h)IN .

Thus, the conditional covariance is

Khtihti|z = Khtihti
−KhtizK

−1
zz Kzhti

= βiσ
2
h

(
N0‖ckti‖2 +

∑
j∈Si

k
|rkjti|2gtjβjσ2

h

N0‖ckti‖2 +
∑
j∈Sk |r

k
jti|2gtjβjσ2

h

)
IN , δktiIN ,

where rkjti , pHj ckti and δkti accounts for pilot contamination.
The conditional autocorrelation follows as

Ez[htmhHtm] = Khtmhtm|z + Ez[htm]Ez[htm]H

= δktmIN + ĥktmĥkHtm . (14)

The unconditional and conditional means of the estimation
error are E[h̃ktm] = E[ĥktm − htm] = 0 and Ez[h̃

k
tm] =

Ez[ĥ
k
tm − htm] = ĥktm − ĥktm = 0. The conditional auto-

covariance of the error therefore simplifies as

Kh̃k
tmh̃k

tm|z
= Ez[h̃

k
tmh̃kHtm ]

= Ez[htmhHtm]− ĥktmĥkHtm = δktmIN , (15)

and thus, δktm is also the variance of the estimation error.
Substituting Ck

t = Pk
t diag(ηkti1 , . . . , η

k
ti

Mk
t

), we get the error
variance for LCMMSE.

The MSBL estimate error is also uncorrelated with the
estimate and the error variance can be derived similar to
the MMSE scheme since the MSBL estimate is a “plug-in”
MMSE estimate. Since only true positive users’ channels are
estimated, the error variance is calculated only for the subset
of true positive users (users with ĝktigti = 1), and thus, each gti
is accompanied by ĝkti similar to [1]. Further, since the error
variance models the true interference from other true positive
users, the true path loss coefficient accompanies ĝktigti. Hence
we define Ck

t , PkDk
t (P

kHPkDk
t + N0IMk)−1 and Dk

t ,
diag(dkti1 , d

k
ti2
, . . . , dkti

Mk
), with dkti = ĝktigtiβiσ

2
h . Substituting

for Ck
t , we get the error variance for MSBL.

III. PROOF OF THEOREM 2: SINR EVALUATION

In order to evaluate the SINR, we first calculate the
power of the received signal, which is calculated condi-
tioned on the knowledge of the estimates z , vec(Ĥk

t ) as
Ez[|ỹktm|2] = Ez[|

∑4
i=1 Ti|2]. Since noise is uncorrelated

with data, Ez[T1T
H
4 ] = Ez[T2T

H
4 ] = Ez[T3T

H
4 ] = 0. Since

MMSE channel estimates are uncorrelated with their errors [2],
Ez[T1T

H
2 ] = 0. Computing the remaining power components

requires the evaluation of Ez[xixj ] for i 6= j which can be
calculated as Ez[xixj ] = Ez[xi]Ez[xj ] = 0. Thus, all the four
terms are uncorrelated and the power in the received signal

is just a sum of the powers of the individual components
Ez[|ỹktm|2] =

∑4
i=1 Ez[|Ti|2]. We now compute the powers

of each of the components. The useful signal power is

Ez[|T1|2] = Ez[|akHtm ĥktmgtmxm|2] = Pg2tm|akHtm ĥktm|2. (16)

The desired gain is written as

Gainktm ,
Ez[|T1|2]
P‖aktm‖2

= gtm
|akHtm ĥktm|2

‖aktm‖2
. (17)

The power of the estimation error is expressed as

Ez[|T2|2] = Ez[|akHtm h̃ktmgtmxm|2] = Pg2tmδ
k
tm‖aktm‖2.

Next, the power of the inter-user interference term T3 is

Ez[|T3|2] = Ez

[∣∣∣akHtm∑i∈Sm
k
gtihtixi

∣∣∣2]
= P

∑
i∈Sm

k
g2tia

kH
tmEz[htih

H
ti ]a

k
tm

= P
∑
i∈Sm

k
g2tia

kH
tm (δktiIN + ĥktiĥ

kH
ti )aktm

= P
∑
i∈Sm

k
g2ti(‖aktm‖2δkti + |akHtm ĥkti|2). (18)

Here, Ez[|T2|2] + Ez[|T3|2] represents the contribution of
estimation errors and multi-user interference components of
the other users. Since gti is binary, its powers are dropped.
We now split the normalized version of the above into the sum
of the error component Estktm and the multi-user interference
MUIktm as follows

Estktm ,
∑
i∈Skgtiδ

k
ti, MUI

k
tm ,

∑
i∈Sm

k
gti
|akH

tm ĥk
ti|

2

‖ak
tm‖2

. (19)

The noise power is calculated as

Ez[|T4|2] = Ez[|akHtmnt|2] = N0‖aktm‖2. (20)

A meaningful SINR expression can be written out by dividing
the useful signal power from (17) by the sum of the inter-
ference and the noise powers (from (19), and (20)) [2]. Note
that the interference component is comprised of the estimation
error term and the signal powers of other users who have
also transmitted in the same RB. For MMSE/LCMMSE, the
corresponding SINR can be calculated by plugging in the
channel estimates.

In MSBL, each of T1, T2, and T3 is calculated among
the subset of true positive users in the tth RB, i.e., users
in Akt = {i ∈ [Mk]|ĝktigti = 1}. Hence, each of the
powers previously derived for MMSE is accompanied by
ĝktigti. We need to account for false negative users, i.e., users
in Mk

t = {i ∈ [Mk]|(1 − ĝkti)gti = 1}. These users interfere
with the decoding of other users and the SINR for such users
is 0 since they will never get decoded. Such users’ signals are
uncorrelated with the other terms, and thus, their power is

Ez[|T5|2] = Ez[|
∑
i∈Sm

k ∩Mk
t
akHtmhtigtixi|2]

(b)
= P

∑
i∈Sm

k ∩Mk
t
g2tia

kH
tmE[htihHti ]aktm

= P
∑
i∈Sm

k ∩Mk
t
g2tia

kH
tm (βiσ

2
hIN )aktm

= P
∑
i∈Sm

k ∩Mk
t
g2tiβiσ

2
h‖aktm‖2, (21)

where the conditional expectation is dropped in (b) since the
BS does not have the knowledge of the channel estimates of
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false negative users. The normalised power of the false positive
users is FNUktm ,

∑
i∈Sm

k
(1− ĝkti)gtiβiσ2

h .

IV. PROOF OF LEMMA 1: DETERMINISTIC EQUIVALENT

It is known that, as the number of antennas gets large,
both ‖ĥktm‖2 and |ĥkHtm ĥkti|2 converge almost surely (a.s.) to
their deterministic equivalents [3]. Evaluating the deterministic
equivalents as in [3] and plugging into the SINR expression
instead of the original terms, we can find an approximation
to the SINR in the high antenna regime. As N gets large, the
SINR with MRC converges almost surely (ρktm

a.s.−→ ρktm) to

ρktm =
NSigktm

εktm
(
N0/P + IntNCktm

)
+ IntCktm

, (22)

where Sigktm is the desired gain, IntNCktm is the non-coherent
interference, and IntCktm is the coherent interference. For
LCMMSE, IntNCktm , gtmδ

k
tm +

∑
i∈Sm

k
gtiβiσ

2
h , Sigktm ,

gtmβ
2
mσ

4
h‖pm‖4, IntCktm , N

∑
i∈Sm

k
gtiβ

2
i σ

4
h |pHmpi|2,

and εktm , N0‖pm‖2 +
∑
i∈Sk gtiβiσ

2
h |pHmpi|2. For

MMSE, εktm , N0‖cktm‖2 +
∑
i∈Sk gtiβiσ

2
h |ckHtmpi|2,

Sigktm , gtm(εktm)2, IntCktm , N
∑
i∈Sm

k
gtiβ

2
i σ

4
h |ckHtmpi|2,

IntNCktm , gtmδ
k
tm +

∑
i∈Sm

k
gtiβiσ

2
h . For MSBL,

εktm , N0‖cktm‖2 +
∑
i∈Sk gtiβiσ

2
h |ckHtmpi|2, IntNCktm ,

ĝktmgtmδ
k
tm +

∑
i∈Sm

k
gtiβiσ

2
h , Sigktm , ĝktmgtm(εktm)2, and

IntCktm , N
∑
i∈Sm

k
gtiβ

2
i σ

4
h |ckHtmpi|2. Here, δktm and cktm

are obtained from Theorems 1 and 2, respectively, for the
three estimation schemes. The above expressions are obtained
by replacing each of the terms involving ĥktm in the SINR
with their respective deterministic equivalents.
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