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Abstract

An energy harvesting node (EHN) operates using the energy harvested from the envi-

ronment, e.g., solar, piezoelectric and radio frequency, which presents the tantalizing

possibility of perpetually operating of sensor nodes. However, the operation of an

EHN is governed by the energy neutrality constraint (ENC), which makes it mandatory

that, at any point in time, the total cumulative energy consumed by a node must not

exceed the total cumulative energy harvested by it. Due to the random and sporadic

nature of the harvested energy, energy management becomes the central issue in the

optimization of energy harvesting (EH) communication systems. The design of energy

management policies for the systems where only the transmitter is an EHN has been

considered extensively in the literature. On the other hand, designing the policies for

the networks where both the transmitter and receiver use harvested energy to operate is

significantly more challenging, as aspects of coordination of the transmission attempts

as well as nonzero decoding cost come into play. In this thesis, we present the design

of energy management policies for a variety of scenarios where all nodes in a network

are energy harvesting. The main contributions of this thesis are as follows:

• In the initial part of the thesis (Chapters 2-5), we present the design of packet drop

probability (PDP)-optimal power control policies for retransmission-based multi-

hop EH links where all the nodes are EHNs and the cost of decoding the data at

the receiver is nonzero. In order to design the policies, we first derive closed-form

PDP expressions for multi-hop EH links employing retransmission index based

policies (RIPs) that are unaware of the state-of-charge (SoC) of the batteries at the

nodes. Since the transmit power prescribed by an SoC-unaware RIP is indepen-

dent of the current battery state, the RIPs obviate the need to measure the SoC of

the battery. In practice, it is difficult to accurately measure the SoC of the battery,
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and therefore this is an added benefit of the proposed policy.

• Using the derived PDP expressions, we formulate and solve a PDP optimization

problem to obtain near-optimal RIPs. To design the SoC-unaware RIPs we use

the notion of energy unconstrained regime (EUR), in which, the average energy con-

sumed is less than the average energy harvested. We show that policies designed

to operate in the EUR are near-optimal, even with finite sized energy buffers.

This, in turn, allows us to replace the ENC in the PDP optimization problem with

a single EUR constraint. This significantly simplifies the complexity of designing

the optimal policies. We show that the RIPs obtained under EUR constraints are

near-optimal and achieve the lower bound on the PDP. Moreover, these policies

can be implemented in a distributed fashion.

• In the later part of the thesis (Chapter 6), we investigate impact of lack of coordi-

nation between the transmitter and receiver, i.e., when the transmitter (receiver)

does not have the information about the SoC of the battery at the receiver (trans-

mitter). The lack of coordination leads to the wastage of energy when, in a slot,

only the transmitter (or receiver) is on. The goal here is to maximize the through-

put between a transmitter and receiver without any explicit coordination, and

only using the statistical information about the energy arrivals at both the nodes.

We derive a genie-aided upper bound on the throughput achievable, by analyz-

ing a system that has non-causal knowledge of energy arrivals. Next, we present

an online, distributed energy management policy which achieves the through-

put within a gap of one bit from the upper bound and requires an occasional

one bit feedback. The above policy is modified to obtain a time-dilated policy

which achieves the upper bound asymptotically, with the battery size at both the

nodes. We also propose a near-optimal, deterministic, fully uncoordinated pol-

icy which requires no feedback from the receiver. Our simulation results confirm

the theoretical findings and illustrate the trade-offs between system parameters.

The policies presented here not only achieve the upper bound but are also simple

to implement. Our policies allow the nodes to operate in a truly uncoordinated

fashion which, in turn, completely removes the overhead in the feedback.
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Chapter 1

Introduction

The next generation wireless networks aim to provide connectivity to massive num-

ber of low power sensors deployed to collect the data for monitoring and surveillance.

Often, these nodes operate with a pre-charged battery which needs to be charged or re-

placed periodically. Several applications, such as structural health monitoring, require

the sensors to be deployed at places that are not easily accessible. Hence, the lifetime of

a sensor is limited by the battery attached to it which, in turn, also limits the lifespan of

the entire network [3]. The energy harvesting (EH) technology circumvents this prob-

lem, as an EH sensor can harvest the energy from the environment, e.g., from a solar,

wind, piezoelectric or radio frequency source [4,5], and can operate perpetually. In con-

trast to conventional communication systems where the energy available is constant yet

limited, the energy harvested from the environment is generally time-varying. Hence,

the performance guarantees and the design methods developed for the conventional

communication systems are not be directly applicable to the network with EH nodes

(EHNs), which poses a unique design challenge. Using a battery or super-capacitor to

store the harvested energy an EHN can mitigate the time-variations of the EH process.

1
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The operation of an EHN, powered using harvested energy only, is governed by the

energy conservation principle which requires that, at any time, the cumulative energy

consumed by a node can not exceed the total amount of energy harvested by it up

to that time. This fundamental constraint is termed as the energy neutrality constraint

(ENC), and can be mathematically expressed as follows, for a time-slotted system:

N∑
n=1

en ≤
N∑
n=1

En, (1.1)

for all N , where n is the slot index. In the above, en and En denote the amount of

energy consumed and harvested in the nth slot, respectively. Moreover, the maximum

amount of energy an EHN can use is equal to the energy stored in the battery, and

the maximum stored energy is limited by the size of the battery. Hence, the battery

evolution over time is governed by

Bn+1 = min{{Bn + En − en}+, Bmax}, (1.2)

where Bn and Bmax denote the amount of energy stored and the size of the battery,

respectively, and {x}+ , max{0, x}. In the light of the above constraints, to realize the

design of EH networks the following challenges need to be addressed:

1. Design of energy management policies: Due to the temporal variations of the har-

vested energy, and constraints (1.1) and (1.2), the design of an energy manage-

ment policy (a decision rule which determines the value en for each n) is important

in the design of EH communication systems. For example, a policy with aggres-

sive energy consumption will lead to frequent energy outages, i.e., the battery gets

empty, which results in missed transmission opportunities. On the other hand, a
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conservative policy may lead to frequent energy overflows, due to battery being

full, and wastage of harvested energy. In addition to the time-variations in the

EH process, an energy management policy need to deal with the time-variations

of the wireless channel also, which makes the design challenging.

2. Determining fundamental limits: Since the design of communication among energy

harvesting nodes represents a fundamental paradigm shift, the fundamental per-

formance limits for EH communication systems are not known and need to be

determined. Hence, another important issue is to derive the performance limits

of the EH communication systems, and understand the trade-offs between differ-

ent system parameters such as the harvesting statistics, battery capacity, channel

fading characteristics, information available about the state of the battery and

channel, etc.

In the literature, the above two issues have been studied under a variety of network

settings and performance objectives. In the following paragraphs, we briefly review the

literature, while also pointing out the key factors that affect the design of EH networks.

1.1 Factors affecting the design of EH networks

1.1.1 Battery size

In general, the performance of an EH system improves with increase in the battery

size. Hence, the performance of an EH communication system where the nodes are

equipped with ideal, infinite capacity batteries is an upper bound on the performance

of a system finite capacity battery nodes. The finiteness of the battery capacity makes
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the design and analysis of EH systems significantly more challenging. For instance, for

a point-to-point link with an EH transmitter equipped with an infinite capacity battery

communicating with a non-EH receiver, termed as mono-T EH links, over an AWGN

channel, it is known that the information-theoretic capacity is equal to the capacity of

a conventional AWGN channel operating under an average power constraint equal to

the average rate of energy harvesting [6]. In contrast, determining the information-

theoretic capacity of mono-T EH links with finite size battery is quite difficult hence

only the approximate expressions and upper bounds for the capacity are available [7–9].

The design of energy management policies for an EH node equipped with an infinite

sized battery also simplifies, e.g., the design of throughput and delay optimal policies

[10]. This happens because the energy neutrality constraints, given in (1.1), can be

replaced by the simpler average energy constraint, which requires the rate of energy

consumption to be ε less than the harvesting rate, with ε > 0 being arbitrarily small.

The energy in the battery of a node operating under such an average energy constraint

gradually builds up to infinity, thus making it possible to always satisfy the energy

neutrality constraint. This greatly simplifies the design of energy management policies

by circumventing the problem of dealing with potentially infinite number of constraints

over time.

When an EHN is equipped with a finite capacity battery, it is sub-optimal to operate

under an average energy constraint. The battery of a node operating under the average

energy constraint eventually hits the full state, and energy that is harvested when the

battery is full is wasted. In such a scenario, one way to design energy management
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policies is to use a dynamic programming based approach such as the Markov deci-

sion process (MDP) [2, 11]. However, the computational complexity of the dynamic

programming based approaches increases quickly with the size of the state space. This

makes it unsuitable for the design of large networks. Thus, it is pertinent to character-

ize the performance loss of a network of nodes with finite size batteries, resulting from

the use of policies designed under the average power constraint.

1.1.2 Information available about the EH process

The energy management policy should, among other things, account for the random-

ness of the harvesting process. Depending on the nature of the harvesting mechanism,

an EHN may either have non-causal information about the (future) energy arrivals

[12–15] or it may only have information about the statistics of the EH process [16–18].

An energy management policy designed using non-causal information about the har-

vested energy is called an offline policy; otherwise it is termed as an online policy. Since

an offline energy management policy can exploit the information about the future en-

ergy arrivals to determine the transmit power at the current slot, an offline policy typ-

ically outperforms online policy [19]. Generally, the design of an offline policy can be

expressed as an static optimization problem [20, 21]. In contrast, due the randomness

of the harvested energy, the design of online policies is often formulated as a dynamic

program, which makes the design of an online policy more complex [11, 22]. Thus, it

is desirable to come up with a design procedure for online policies which entails low

complexity.
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1.1.3 Energy cost to receive and decode data

For short distance communications, the energy consumed in transmission and recep-

tion of the data are typically of same order of magnitude [23]. Therefore, when the

receiver is an EHN, the availability of harvested energy determines the amount of data

that can be received successfully [24]. Moreover, if the transmitter is also an EHN, the

transmission parameters (transmit power or rate) need to be adapted depending on en-

ergy availability at the receiver [25], as data transmitted in a slot when the receiver does

not have sufficient energy to receive data will result energy wastage at the transmitter.

Thus, the design of energy management policies for the EH links where both transmit-

ter and receiver are EHNs needs to account for the statistics of the EH process at the

transmitter and receiver, the energy cost for receiving data, and the spatio-temporal

correlation in the EH processes at the nodes.

A related issue in the design of links where both the transmitter and receiver are EHNs

is the lack of information about the battery state (or energy state) of the other node [26].

This may result in sub-optimal performance due to wastage of energy when one node

attempts to transmit/receive when the other node has run out of energy. One possible

approach to tackle this problem is to develop a protocol for communicating the battery

state [27]. However, in such protocols, the control signals used to communicate the

battery state may result in excessive energy overhead for low power sensors. This

necessitates the development of energy management policies which can achieve the

optimal performance using only the local information available at each node for their

operation. However, the design of an optimal policy for uncoordinated EH links is quite

challenging, and the fundamental limits of their performance are known only in very
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few special cases, e.g., for links with unit-sized batteries [28].

1.1.4 Measurement of state-of-charge of the battery

A majority of the energy management policies proposed in the existing literature adapts

the transmit power based on current state-of-charge (SoC) of the battery which requires

availability of perfect information about battery’s SoC. However, the estimation of SoC

could be energy-expensive [29, 30]. The authors in [31] show that the knowledge of

the EH statistics can partially compensate for the lack of SoC information. In [32, 33],

the authors present policies that achieve near-optimal utility with 1-bit quantized SoC

information. These considerations have lead to the concept of SoC-unaware policies,

which operate independent of SoC information, e.g., fixed power policies [34] and lin-

ear power policies [1, 2]. However, the performance of such policies has not been stud-

ied systematically and needs to be benchmarked. Also, a systematic procedure for

designing SoC-independent policies is not available in the literature.

An important component of low power communications standards such as IEEE 802.15.4

[35] or bluetooth low energy specifications [36] is packet retransmissions. Further, in

EH networks, retransmission protocols extenuate the impact of both small scale fading

and the randomness of energy availability [34]. In the following section, we discuss the

background on retransmission protocols.

1.2 Retransmission protocols

In a retransmission protocol, each packet transmission attempt is followed by an ac-

knowledgment (ACK) or negative ACK (NACK) signal, which indicates the success
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and failure of the attempt, respectively. After receiving a NACK the packet is retrans-

mitted, provided the node has energy to do so and the packet delay has not yet ex-

ceeded the maximum allowed limit. Retransmission protocols come in various flavors.

In the basic automatic repeat request (ARQ) protocol, a packet received in an attempt

is decoded independently of the copies of the packet received in previous failed at-

tempts, and unsuccessfully decoded packets are discarded. On the other hand, hybrid

ARQ (HARQ) protocols, such as HARQ with chase combining (HARQ-CC) and HARQ

with incremental redundancy (HARQ-IR), use all the copies of the packet received in

the previous failed attempts to decode the packet received in current attempt, thereby

improving the spectral efficiency [37]. For HARQ-CC, all copies of the packet received

in the previous attempts are maximal-ratio combined with the current packet, and de-

coding is performed on the combined output [38], while for HARQ-IR the retransmis-

sions contain extra parity bits which are suitably combined with the ones received in

the previous rounds. For systems with low signal-to-noise ratio (SNR), HARQ-CC out-

performs HARQ-IR. In addition, the HARQ-CC offers lower computational complexity

than the HARQ-IR [39]. The design of optimal power control policies for conventional

communication systems with both ARQ and HARQ-CC protocols has been studied ex-

tensively in the literature [38, 40–44].

1.2.1 Retransmission-based EH networks

In a conventional communication system, HARQ protocols offer an improvement in

performance over the ARQ protocol. However, it is not known if the performance im-

provement provided by the HARQ protocols carries over to EH networks also. For
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example, if the energy cost of maximal ratio combining is high, and ARQ could outper-

form HARQ. Moreover, both ARQ and HARQ protocols need to be optimized for EH

networks. The authors in [45] and [46] proposed selectively sampling the packet and

adjusting the ACK/NACK feedback, respectively, depending on the energy available at

the receiver. In [2], the authors designed optimal policies for mono-T links, using par-

tially observable MDP (POMDP). The computational complexity of the POMDP based

design increases exponentially with the size of the battery. On the other hand, in [1]

and [34], the authors considered ARQ based EH links and analyze their delay-limited

throughput and packet drop probability (PDP), respectively. In [1], the authors pro-

posed throughput maximizing policies for EH links where both the transmitter and

receiver are EHNs. The optimal policy is obtained using a global search over the space

of affine policies. However, the restriction of the search to affine policies may be sub-

optimal in general. Also, the computational complexity of global search methods is

prohibitively large, even for moderate sized batteries. Hence, it is desirable to come

up with design procedures whose complexity does not scale with the battery size and

other system parameters.

In light of the above discussion, we are now ready to summarize the main contribu-

tions of this thesis.

1.3 Outline of the thesis and summary of contributions

In this thesis, we consider the design and analysis of EH links where both transmitter

and receiver are energy harvesting, and the energy cost of receiving a packet is compa-

rable to the packet transmission cost.
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Figure 1.1: System model. Each node transmits and receives in its assigned sub-frame.

We consider a monitoring system, shown in Fig. 1.1, where a sensor node takes pe-

riodic measurements which are to be delivered to a destination over a multi-hop link

formed between EHNs. Each relay node in the multi-hop link operates in a decode-and-

forward manner. In addition, the packet transmission over each hop follows the ARQ

protocol to deliver a given packet to the next node, within a fixed but predetermined

number of slots allocated to it. For each attempt of the packet, the receiving node sends

an acknowledgment (ACK) or negative ACK (NACK) to indicate the success or failure

of the previous attempt, respectively. Once the transmitter receives an ACK for the cur-

rent packet, it stops the transmission and goes to sleep, till it is time for it to receive
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the next packet from the preceding node. A node in the sleep mode does not consume

energy, but continues to harvest energy from the environment. Packets that are not

delivered to the destination before the next measurement is taken are dropped. Thus, a

packet is dropped if and only if any node fails to deliver it to the next node within its

allocated number of slots. A packet failure may happen either due to the energy outage

at the transmitter or receiver, or due to channel fading/noise at the receiver. For ARQ-

based links with periodic transmission of fixed-size measurement packets, the PDP is

used as a metric for reliability [2,34]. For this system, the PDP is defined as the fraction

of packets that are dropped.

We present a PDP-optimal retransmission-index based policy (RIP) for each node

when the actions of transmitter and the receiver are coordinated, i.e., when both nodes

are aware of whether or not the other node has run out of energy. An RIP specifies the

transmit energy schedule for each attempt of a packet. For ease of discussion, consider

a two hop path, where a source transmits a packet to a relay, which then forwards it

to the destination. When the receiver consumes a fixed amount of energy for each re-

ception attempt, the RIP of source-relay hop determines the average amount of energy

consumed by the relay in receiving the packet. This, in turn, determines the amount

of energy left at the relay for transmitting the packet to the destination. Thus, the RIP

of the source node and the RIP of the relay node are coupled together. This coupling

between the RIPs of the EHNs calls for joint optimization of the RIPs. Furthermore,

the time-varying wireless channel and the EH process along with finite sized energy

buffers renders this joint optimization even more challenging. For example, a single

transmission attempt at high power saves the energy consumed in the reception, and
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leaves more energy at the receiver for transmitting the packet to the next node. On the

other hand, a single attempt prohibits the node from exploiting the diversity gain due

to retransmissions, and thereby reduces the odds of successful packet delivery to the

destination. Thus, there exists a trade-off between the diversity and the power con-

sumption at the receiver, that needs to be accounted for in the design of RIPs.

In the above, coordination between the transmitter and receiver can be achieved if the

receiver sends an ACK for a successfully received packet. However, sending an ACK

signal is not necessary, e.g., when successful packet reception can be ensured with high

probability provided it is transmitted at sufficiently high power, and is an additional

overhead for energy-starved sensors. In this context, we analyze the impact of lack

of coordination between the communicating nodes on the system performance. We

consider a point-to-point link between an energy harvesting transmitter and receiver,

where neither node has the information about the battery state or energy availability at

the other node. We consider a model where data is successfully delivered only in slots

where both nodes are active. Energy loss occurs whenever one node turns on while the

other node is in sleep mode. In each slot, based on their own energy availability, the

transmitter and receiver need to independently decide whether or not to turn on, with

the aim of maximizing the long-term time-average throughput.

The organization and the major contributions of the thesis are as follows:

Chapter 2 of this thesis proposes a general framework to analyze the PDP of point-

to-point retransmission based dual EH links where both transmitter and receiver are

EHNs. In particular, it presents a rigorous analysis of the PDP of dual EH links, for
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both ARQ and HARQ-CC. The analysis can be directly extended to other retransmis-

sion protocols such as HARQ-IR. The recursive, exact expressions for the PDP are de-

rived by modeling the system evolution as a discrete-time Markov chain. Furthermore,

we derive the approximate closed-form expressions which are exact when (i) the batteries

at the transmitter and receiver are large enough to store the energy required to support

all the attempts in a frame, and (ii) the energy used for each attempt exceeds the energy

harvested in a single slot. In other cases, the closed-form expression provides an upper

bound on the actual PDP. The expressions to compute the PDP for the links in the spe-

cial case of zero and infinite batteries are also derived. The accuracy of the closed-form

PDP expressions in a wide range of scenarios is demonstrated through simulations. The

obtained closed-form PDP expressions not only highlight the trade-off between differ-

ent system parameters but also aid in formulating an optimization problem to find the

optimal energy management policies.

In Chapter 3, using the closed-form expressions of the PDP, an optimization problem

to obtain the PDP-optimal RIPs is formulated. Since the original optimization problem

is intractable, we reformulate it by deriving an upper bound and lower bound on the

PDP of dual EH links with finite batteries. The bounds are obtained in terms of the

PDP achieved with ideal (infinite capacity) batteries. The gap between the upper and

lower bounds is analyzed, and it is shown that for policies operating in the so called en-

ergy unconstrained regime the gap goes to zero exponentially fast with the battery size at

the transmitter and receiver. The optimization problem is reformulated using the EUR

constraints. The problem formulation is a non-convex mixed integer program, which is

known to be strongly NP hard. It is solved in a computationally efficient and provably
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convergent manner using techniques from geometric programming. This provides a

systematic procedure to design near-optimal RIPs for dual EH links with retransmis-

sion. Through simulations, it is observed that the SoC-unaware RIPs, obtained using

the proposed method, can even outperform the SoC-aware policies. In addition, the

complexity of the design procedure is independent of the size of the battery at the

transmitter and receiver.

The focus of Chapters 4 and 5 is the retransmission-based multi-hop EH links, where

we extend the results presented in previous chapters. In particular, the DTMC based

framework to analyze the PDP of dual EH links is extended to obtain the PDP of multi-

hop EH links. Moreover, we provide the upper and lower bounds on the PDP of

multi-hop EH links, in terms of the PDP of multi-hop EH links with infinite batter-

ies. Chapter 5 addresses the issue of designing near-optimal RIPs for multi-hop EH

links in the two scenarios. In the first case, when the energy required for receiving and

decoding a packet is negligible compared to that required for transmitting a packet,

we present closed-form expressions for the optimal transmit power policy in both slow

and fast fading scenarios. Furthermore, when there is a peak transmit power constraint

at the transmitter, we provide a provably convergent algorithm to determine the op-

timal transmit power control policy. The presented closed-form expressions not only

reveal the inter-dependence among the transmit power levels of the RIPs, but also on

the system parameters, e.g., harvesting rate, number of retransmissions etc. For exam-

ple, when the channel is slow fading and the energy required to receive and decode

a packet is negligible, we show that the optimal transmit power is geometrically in-

creasing. In contrast, for fast fading links, the transmit power levels have a polynomial
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relationship. In the other case, when the energy required for receiving and decoding

a packet is non-negligible, the problem becomes a mixed-integer nonlinear program.

Using tools from GP, we obtain near-optimal policies in the general case. The obtained

policies in both the scenarios can be easily implemented in a distributed fashion with-

out requiring any additional control overhead.

In Chapter 6, the impact of lack of coordination between the EHNs of dual EH links

is studied. First, an upper bound on the throughput achievable is derived by analyz-

ing a genie-aided system that has noncausal knowledge of the energy arrivals at both

the nodes. Next, an online policy is proposed which requires an occasional one-bit

feedback whose throughput is within one bit of the upper bound, asymptotically in

the battery size. In order to further reduce the feedback required, a time-dilated ver-

sion of the online policy is proposed. As the time dilation gets large, this policy does

not require any feedback and achieves the upper bound asymptotically in the battery

size. Inspired by this, a near-optimal fully uncoordinated policy is proposed. Monte

Carlo simulations validate our theoretical results and illustrate the performance of the

proposed policies.

A pictorial overview of the thesis is provided in Fig. 1.2. In summary, this thesis stud-

ies the performance of EH communication systems, with emphasis on the case when

the cost of decoding at the receiver is not negligible. The impact of the decoding cost on

the performance is characterized which is further used to obtain energy management

policies that achieve optimal/near-optimal performance.
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Chapter 2

Packet Drop Probability Analysis of

Dual Energy Harvesting Links with

Retransmission

In this chapter, we derive the packet drop probability of dual energy harvesting links,

i.e., where both the transmitter and receiver are EHNs, with retransmission. Our goal

is to develop a general framework to analyze and understand the impact of various

physical layer parameters, e.g., the energy harvesting profiles, size of the energy buffer,

power management policy (at both the transmitter and receiver), channel statistics, and

coherence time, on the PDP of dual EH links over block fading channels. Also, consid-

ering an EH receiver makes it pertinent to study the impact of data processing at the

receiver. To this end, in addition to the automatic-repeat-request (ARQ) protocol, we

also analyze the PDP of dual EH links that employ hybrid ARQ with chase combining

(HARQ-CC).

The presented framework naturally extends to obtain the PDP of mono EH links also,

i.e., links whose only one node is the EHN. The PDP of ARQ based mono-T EH links

19
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for both slow and fast fading channels, when a fixed (constant) power is used for all at-

tempts, is analyzed in [34]. The work in [2] generalized the analysis of [34], for policies

where the transmit power is an affine function of the attempt index. The PDP expres-

sions obtained in [2, 34] are recursive in nature hence not amenable for optimization.

Moreover, the PDP analysis of dual EH links requires one to consider the interaction

between the EH processes at both nodes, which makes it fundamentally different from

the analysis of mono EH links in [2, 34]. The PDP analysis presented in this chapter

generalizes that in [2,34] by considering EH at the receiver, spatio-temporal correlation

of EH processes at both the EHNs, as well as the impact of data processing at the re-

ceiver. Finally, the framework developed in this chapter will facilitate the development

of PDP-optimal SoC-unaware policies for multi-hop EH links with retransmissions in

the later chapters.

In the next section, we describe the system model.

2.1 System Model

We consider an EHN which needs to deliver a data packet once in a frame of Tm s. to

a receiving EHN. Each transmission attempt takes Tp s., including the time the trans-

mitting EHN waits to receive the ACK or NACK. Thus, a frame contains K , bTm/Tpc

slots, which is also the maximum number of possible attempts for a packet, where b·c

denotes the floor function. A packet is retransmitted until the transmitting EHN re-

ceives an ACK, or the frame duration expires. If an ACK is received, the EHNs do not

attempt to communicate and accumulate the harvested energy in a finite capacity but
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otherwise perfectly efficient battery for the rest of the frame. The ACK/NACK mes-

sages are assumed to be received without error at the transmitter.

We analyze the packet drop performance with two different retransmission protocols

at the link layer: the basic ARQ and the HARQ-CC. In the basic ARQ, for decoding,

the receiver uses the packet received in the current attempt only, and discards all the

erroneously received copies of the packet. In HARQ-CC, the receiver tries to decode

the packet received in the current attempt by maximal ratio combining it with all the

previously received copies of the same packet. For basic ARQ, we say that the packet is

received in outage, if the signal-to-noise ratio (SNR), γ`, of the packet received in the `th

attempt is less than the minimum SNR, γ0, required for successful decoding. For HARQ-

CC, under this outage model, the packet remains in outage if the accumulated SNR, γac,`,

up to and including the SNR of the packet received in `th attempt, is less than γ0. In

addition, for both schemes, the packet remains in outage if either the transmitting or

receiving EHN does not have sufficient energy to communicate. A packet is dropped if it

remains in outage till the end of the frame, i.e., if the EHN fails to deliver it successfully

within the K transmission opportunities.

To ensure better rendezvous between the EHNs, and for improved energy efficiency,

we consider a coordinated sleep-wake protocol (CSWP) [27] with the following control sig-

nals:

SC : Start-Communication,

EC : End-Communication.

As shown in Fig. 2.1, the transmitter or receiver sends the end-communication signal
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Figure 2.1: The coordinated sleep-wake protocol for dual EH links. The (↓) and (↑)
arrows indicate that node is sending a control signal, i.e., a end-communication or start-
communication signal. The time intervals during which both nodes are active and in
the sleep mode are represented as “A” and “S”, respectively.

if it does not have sufficient energy to participate in communication. For a transmitter,

the phrase ‘sufficient energy’ means having adequate energy to transmit a packet and

receive the ACK/NACK message, while for a receiver it means having enough energy

to receive and decode a packet, and transmit the ACK/NACK message. If a node re-

ceives the end-communication signal in a slot, it goes into sleep mode, as successful

communication is not possible. In the sleep mode, a node incurs a very low (effec-

tively zero) energy cost, while it could continue to harvest energy. If a node receives a

start-communication signal while in sleep mode, and if it has sufficient energy, it turns

on and prepares itself to participate in communication from the start of the next slot.

We assume that, for both nodes, the end-communication and start-communication sig-

nals are received error free.1 Under the coordinated sleep-wake protocol, an attempt is

1The EH-WISP-Mote and REACH-Mote employ a wake-up receiver with an energy harvesting circuit.
Node wakeup is feasible at a range of up to 37 ft [27], using wake-up transmitter devices such as an RFID
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made only if both nodes have sufficient energy. Hence, the CSWP completely avoids

the energy wastage that happens if one node tries to communicate when the other node

has run out of energy. Alternatively, for retransmission based links, the CSWP can be

implemented, with a lesser signaling overhead, by using an implicit signaling scheme

in which the receiver abstains from sending the ACK/NACK message for the current

attempt until it has sufficient energy to receive the next attempt. Further, upon receiv-

ing an ACK/NACK message, the transmitter wakes up once it has sufficient energy to

make the next attempt. After sending the ACK/NACK message, the receiver senses

the channel at the beginning of each slot, and goes to sleep if no transmission is de-

tected. In contrast to CSWP, this scheme does not require explicit control signaling to

communicate the energy availability to the other node.

We model the EH process at both nodes as a stationary, independent and identically

distributed (i.i.d.) Bernoulli process, i.e., at the beginning of every slot, the transmitter

harvests energy Es with probability ρt, and with probability 1 − ρt, it does not har-

vest [34] [2] [49]. The harvesting probability at the receiver is denoted by ρr. The

Bernoulli model, while simple, captures the sporadic and random nature of the EH pro-

cess and also simplifies the exposition of the key ideas presented in this chapter. How-

ever, as will be shown later in the chapter, the framework presented here can be easily

extended to more sophisticated models, such as the stationary Markov model [49, 50]

(see Section 2.6.1) and the generalized Markov model [51], which are appropriate mod-

els for solar harvested energy and piezoelectric energy [20, 51], respectively.

reader [47] or a powercast transmitter [48].
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Figure 2.2: Communication time-line of the EHN, showing the random energy harvest-
ing moments and periodic data arrivals. The marker “X” denotes the slots where the
EHN does not communicate due to insufficient energy, and LΨ1 denotes the power level
of the last attempt, i.e., there are Ψ1 feasible attempts in the frame.

The EHNs are equipped with a perfectly efficient but finite capacity buffer (e.g., a bat-

tery) to store the harvested energy. We consider an RIP, where the transmitting EHN, in

theK attempts, transmits at predetermined power levels given asP = {P1 ,
L1Es
Tp

, P2 ,

L2Es
Tp

, . . . , PK ,
LKEs
Tp
}, where L` ∈ R+ is the amount of energy used and P` is transmit

power level in the `th transmission attempt2 of a given packet. Since the prescribed

power levels are independent of the instantaneous state-of-charge (SoC) of the battery,

2Note: we consider an attempt-based power prescription in this work, not a slot-based prescription.
Hence, P` is the power used in the `th attempt, not the `th slot within a frame.
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the RIPs are suitable for use in scenarios where it is energy-expensive or technologically

challenging to accurately estimate the SoC [29, 30, 52]. Moreover, as will be demon-

strated in the sequel, a well designed RIP can even outperform a policy obtained using

the MDP which uses quantized SoC information (see Fig. 3.7). The details related to the

design of optimal RIPs along with theoretical guarantees on the performance of optimal

RIPs are provided in Chapter 3.

For the receive energy consumption, since the size as well as the modulation and

coding scheme for each packet is fixed, i.e., the data rate remains fixed, we adopt a

simple model where the node consumes R units of energy to receive a packet and send

an ACK/NACK message [1, 53–55].

The RIPs conform to the energy neutrality constraint through the battery evolution, at

the transmitter, given by3

Bt
n+1 =



min(Bt
n + 1− L`1{L`≤Btn,R≤Brn,Un 6=−1}, B

t
max),

if energy is harvested in the nth slot,

Bt
n − L`1{L`≤Btn,R≤Brn,Un 6=−1},

if no energy is harvested in the nth slot,

(2.1)

whereBt
max is the capacity of the battery at the transmitter,Bt

n andBr
n denote the battery

level in the nth slot at the transmitter and receiver, respectively, and Un ∈ {−1, 1 . . . , K}

denotes the packet attempt index. Starting from Un = 1 at the beginning of the frame,

it is incremented by 1 after each unsuccessful attempt, and set to −1 for the rest of the

3Throughout the chapter, the battery levels such as Bt
n, Br

n, Bt
max, Br

max, are normalized with respect
to Es. Further, for the foregoing Markov chain formulation, we require that the power levels such as L`

and R are integer or fractional-valued.
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frame, once an ACK is received. Thus, (2.1) is written using the fact that, under the

coordinated sleep-wake protocol, if the transmitter has not yet received an ACK for the

current packet, the `th attempt is made in the nth slot if and only if Bt
n ≥ L` and Br

n ≥ R.

At the receiver, the battery evolves in a similar fashion, and the evolution is given by

Br
n+1 =



min(Br
n + 1−R1{L`≤Btn,R≤Brn,Un 6=−1}, B

r
max),

if energy is harvested in nth slot,

Br
n −R1{L`≤Btn,R≤Brn,Un 6=−1},

if no energy is harvested in nth slot,

After an ACK is received, both nodes accumulate the harvested energy for the rest of

the frame. Fig. 2.2 illustrates the battery evolution of the EHN with random energy

injections.

We consider a block fading wireless channel between the transmitter and receiver in

both slow and fast fading cases. The slow fading channel remains constant for the du-

ration of a frame, and changes in an i.i.d. fashion from one frame to the next, while

the fast fading channel stays constant for a slot, and varies in an i.i.d. fashion from slot

to slot. The transmitter only has access to implicit channel state information (CSI), ob-

tained from the ACK/NACK messages. In both cases, the channel is assumed to be

Rayleigh distributed, with the complex baseband channel distributed as CN (0, σ2
c ). As

described earlier, for the basic ARQ protocol, a packet remains in outage in the `th at-

tempt, if γ` = P`|h`|2
N0

< γ0, where |h`|2 represents the channel gain during the `th attempt

and N0 denotes the power spectral density of the additive white Gaussian noise at the

receiver. Hence, for the Rayleigh fading channel, the probability that the `th attempt
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results in an outage is given as

pout,` , Pr[γ` < γ0] = 1− e−
γ0N0Tp

L`Esσ
2
c , (2.2)

In HARQ-CC, a packet received in a given attempt is decoded by maximal ratio com-

bining it with the copies of the packet received in all previous attempts. Since maximal-

ratio-combinig (MRC) corresponds to weighing each copy of the received packet with

the complex conjugate of the overall gain applied to the data symbols (including the

effect of the power level prescribed by the RIP), the output SNR of MRC is simply the

accumulated SNR of the packets received so far. Hence, for HARQ-CC, in the `th at-

tempt, the packet remains in outage if the accumulated SNR, γac,`, up to and including

the SNR of the packet received in the current round, is less than γ0. As a result, for

the EH link with a chase combining receiver, the probability that the packet remains in

outage is written as

pout,1→` , Pr[γac,` < γ0], where γac,` =
∑̀
i=1

Pi|hi|2
N0

. (2.3)

Note that, pout,0 = 1 and pout,1→0 = 1.

A packet is dropped if all the attempts result in outage. For ARQ, informally, the

PDP is PD = Pr
[
∩`m`=1 (γ` < γ0)

]
, while for HARQ-CC it is PD = Pr[γac,`m < γ0], where

`m denotes the index of the last attempt in the frame. The PDP depends on `m, whose

distribution is difficult to characterize, as it has a complex dependence on the energy

harvesting and channel dynamics, the battery capacities at the transmitter and receiver,

etc. In the next section, using a Markov chain formulation, we analyze the PDP of the

above described system, which is the main result of this chapter.
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2.2 PDP Analysis of Dual EH Links

In this section, we analyze the PDP of dual EH links with ARQ and HARQ-CC. Since

the battery states at both nodes evolve in a Markovian fashion, the system evolution

within a frame is modeled as a discrete time Markov chain (DTMC). The state of the

system consists of the battery states at the EHNs and the packet attempt index. The

PDP can be obtained by averaging the PDP conditioned on the system state over its

stationary distribution. To this end, we derive the conditional PDP and stationary dis-

tribution, for both ARQ and HARQ-CC, and for both slow and fast fading channels.

We proceed by describing the formulation of the DTMC in the following.

As shown in Fig. 2.3, the state of this DTMC is represented by a tuple (Bt
n, B

r
n, Un),

where Bt
n and Br

n are the battery state at the transmitter and receiver, respectively, and

Un ∈ {−1, 1, . . . , K} represents the packet attempt index in the nth slot, defined as

Un ,

−1 ACK received,

` `− 1 NACKs received, ` ∈ {1, . . . , K}.
(2.4)

A packet is dropped if and only if UK 6= −1, i.e., if the transmitter does not receive an

ACK by the end of the frame.

The state transition probability matrix (TPM) of the DTMC is denoted by G. The

elements of G represent the probability of a transition from state (i1, j1, `1) to state

(i2, j2, `2) in a single slot, and are defined as

Gi2,j2,`2
i1,j1,`1

, Pr
[
(Bt

n+1 = i2, B
r
n+1 = j2, Un+1 = `2)

∣∣(Bt
n = i1, B

r
n = j1, Un = `1)

]
. (2.5)
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Figure 2.3: DTMC for an RIP. The energy states are normalized with respect to Es. Bt
m

and Br
m denote the capacity of the battery at the transmitter and receiver, respectively.

In the above figure, only feasible transitions are depicted. For example, (K, 0, 0) →
(K, 1, 1) and (1, 0, 0)→ (−1, 0, 0) are not feasible transitions. The transition probabilities
of this DTMC are given in Appendix A.1.

The transition probabilities are determined by the RIP P , and the statistics of the chan-

nel and the EH processes at the EHNs. In contrast to mono EH links [2, 34], the tran-

sition probabilities of dual EH links need to account for the possible correlation of the

EH processes and the coupled evolution of the batteries at the nodes. The transition

probabilities are provided in Appendix A.1.

Remark 1. The events that a node sends an start-communication or end-communication

signal are implicitly accounted for in the transition probabilities. For example, when
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i1 < L` (or j1 < R), the transition probabilities do not include a pout,` term, thus ac-

counting for an end-communication signal sent by the transmitter (or receiver).

Now, for any given RIP P , the average packet drop probability is given by

PD(K) =
∑
i,j

π(i, j)PD(K|i, j, ` = 1). (2.6)

Thus, to compute the PDP, we average the conditional PDP, PD(K|i, j, ` = 1), over the

stationary distribution, π, of the Markov chain, where π(i, j) denotes the stationary

probability that the transmitter and receiver have (iEs, jEs) energy at the start of the

frame. The conditional probability, PD(K|i, j, ` = 1), denotes the probability that the

packet is dropped given that the battery states of the transmitter and receiver at the be-

ginning of the frame are i and j, respectively, where (i, j) ∈ {(it, jr) | 0 ≤ it ≤ Bt
max, 0 ≤

jr ≤ Br
max}, and conditioning on the attempt index ` = 1 indicates the start of the frame.

To obtain the PDP using (2.6), we need to find the stationary distribution, π, and the

conditional PDP, PD(K|i, j, ` = 1). Existence of the stationary distribution is ensured

by the fact that the number of states is finite, since both the EHNs have finite capacity

batteries, and therefore the DTMC is positive recurrent. Next, we derive the stationary

distribution for both ARQ and HARQ-CC, with both slow and fast fading channels.

2.2.1 Derivation of the Stationary Distribution

The stationary probabilities, π(i, j), that the transmitter and receiver have (iEs, jEs)

units of energy at the start of the frame is given by [56, Lemma 1]

π = (G′ − I +B)−1b (2.7)
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where b = (1, . . . , 1)T ∈ R(Btmax+1)(Brmax+1), Bi,j = 1 ∀ i, j, and G′ is the K-step TPM of

battery states with its entries Pr
[(
Bt

(M+1)K = i2, B
r
(M+1)K = j2

)∣∣∣ (Bt
MK = i1, B

r
MK = j1

)]
,

where M denotes the frame index, for all (i1, i2, j1, j2). We use the TPM, G, to compute

GK . The entries ofGK are in turn used to compute the entries ofG′ as:

∑
u∈{−1,1,...,K}

Pr
[(
Bt

(M+1)K = i2, B
r
(M+1)K = j2, U(M+1)K = u

) ∣∣∣(Bt
MK = i1, B

r
MK = j1, UMK = 1

)]
.

(2.8)

In next subsection, we derive the expressions for the conditional PDP of dual EH links.

2.2.2 Exact Conditional PDP of Dual EH Links with ARQ

The key technical challenge in deriving the conditional PDP of dual EH links is that for

a given RIPP and battery states (i, j) at the beginning of the frame, the conditional PDP,

PD(K|i, j, ` = 1), depends on the evolution of the battery at the transmitter and receiver,

which, in turn, depends on the harvesting instances at both EHNs and their battery

states. In the following, we derive an exact expression for the conditional PDP. For

the clarity of exposition, the conditional PDP is derived for mutually i.i.d. harvesting

processes. However, the result can be extended to incorporate both the spatial and

temporal correlation of the harvesting processes (see Sec. 2.6).

Lemma 1. For ARQ-based dual EH links with i.i.d. Bernoulli harvesting processes at the trans-

mitter and receiver with harvesting probabilities ρt and ρr, the conditional PDP, PD (K|i, j, `),
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for all ` ≥ 1 and K ≥ 1, is given by the recursive expression in (2.9)

PD (K|i, j, `) =



pout,` [ρtρrPD (K − 1|i− L` + 1, j −R + 1, `+ 1)

+ρt(1− ρr)PD (K − 1|i− L` + 1, j −R, `+ 1)

+(1− ρt)ρrPD (K − 1|i− L`, j −R + 1, `+ 1)

+ (1− ρt)(1− ρr)PD (K − 1|i− L`, j −R, `+ 1)] , i ≥ L`, j ≥ R,

ρtρrPD (K − 1|i+ 1, j + 1, `)

+ρt(1− ρr)PD (K − 1|i+ 1, j, `)

+(1− ρt)ρrPD (K − 1|i, j + 1, `)

+(1− ρt)(1− ρr)PD (K − 1|i, j, `) , i < L` or j < R,

(2.9)

Proof. When i ≥ L`, j ≥ R, both the transmitter and receiver have sufficient energy to

make `th transmission attempt. Depending on the four mutually exclusive cases where

the transmitter, receiver, both, or neither harvest energy in the first slot, we get the four

terms in the expression for the case i ≥ L`, j ≥ R, with PD (0|i, j, `) = 1 for all values of

i, j and `. Specifically, the first term denotes the probability that the packet is dropped

after K slots given that the `th attempt is feasible and both transmitter and receiver har-

vest energy in the first slot. It is written as a product of three terms: the probability

of outage in `th attempt, the probability that both transmitter and receiver harvest en-

ergy in the first slot, and the conditional PDP, PD (K − 1|i− L` + 1, j −R + 1, `). The

conditional PDP, PD (K − 1|i− L` + 1, j −R + 1, `), is the probability that the packet is

dropped after the remaining K − 1 slots given that the batteries of the transmitter and

receiver have evolved to i−L` + 1 and j −R+ 1, respectively. Other three terms in the

sum are written similarly. Also, the cases i < L` and j < R are handled by a similar



Chapter 2. 33

reasoning, by observing the fact that, in these cases, the packet cannot be attempted in

the first slot.

A similar expression for PD (K|i, j, `) of dual EH links with HARQ-CC can be ob-

tained, by replacing pout,` in (2.9) by pout,1→` given by (2.3). This completes the charac-

terization of the exact conditional PDP and stationary distribution, which can in turn

be used to compute the PDP of dual EH links using (2.6), (2.7) and (2.9). In the next

subsection, we summarize the procedure to compute the PDP.

2.2.3 Procedure to Compute the PDP

The procedure to compute the PDP is summarized in Algorithm 1. We note that the

algorithm provides an easy-to-compute recipe for finding the exact PDP of dual EH

links.

Algorithm 1 Procedure to compute the PDP.

1: ComputeG from (A.1) in Appendix A.1, and the K-step TPM,GK .
2: Using the entries ofGK , computeG′ in (2.7) using (4.7).
3: Calculate the stationary probabilities, π(i, j), using (2.7).
4: Calculate the conditional probabilities PD(K|i, j, ` = 1) using (2.9).
5: Calculate the PDP PD(K) by substituting the results from steps 3 and 4 in (2.6).

The PDP obtained using the conditional PDP in (2.9) is in recursive form, which does

not offer insights into the effect of various system parameters on the PDP. In the next

section, we derive closed-form expressions for the conditional PDP of dual EH links.
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2.3 Closed Form Expressions for the PDP of Dual EH Links

As can be observed from (2.9), for a given initial state (i, j) of the battery at the trans-

mitter and receiver, the exact conditional PDP PD(K|i, j, ` = 1) depends not only on the

number of slots but also on the slot index in which energy is harvested. Due to this, it

is required to keep track of the battery state to compute the exact PDP, which, in turn,

results in the recursive expression in (2.9). However, the following key observations

allow us to obtain a closed-form expression which is exact in a wide range of practical

scenarios:

1. The conditional PDP depends only on the number of feasible attempts in the

frame, and not on the slot indices when the attempts are made.

2. In general, for a given battery state tuple, (i, j), the number of feasible attempts is

determined by the exact slot indices in which energy is harvested and depleted.

However, for a system with sufficiently large battery at the EHNs (such that the

energy overflow can be neglected), the number of feasible attempts depends only

on the number of slots in which energy is harvested, and not on the precise energy

arrival and departure instants. This observation is also valid for any RIP for which

L` ≥ 1 for all 1 ≤ ` ≤ K.

Using these observations, we can write the conditional PDP as a function of the ini-

tial battery state tuple (i, j) and the number of slots in which energy is harvested. Let

pD(i, j,mt,mr) denote the PDP of dual EH links when the transmitter and receiver have

i and j units of energy at the start of the frame and harvest mt and mr units of energy
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during the frame, respectively. The following Lemma provides a closed form expres-

sion for the conditional PDP of dual EH links in terms of pD(i, j,mt,mr). We omit the

proof as it is straightforward.

Lemma 2. For dual EH links with mutually i.i.d. Bernoulli harvesting processes at the trans-

mitter and receiver with harvesting probabilities ρt and ρr, the conditional PDP, PD (K|i, j, ` = 1),

can be written as

PD(K|i, j, ` = 1) =
K∑

mt=0

K∑
mr=0

(
K

mt

)(
K

mr

)
ρmtt ρmrr (1− ρt)K−mt(1− ρr)K−mrpD(i, j,mt,mr),

(2.10)

In the above, the calculation of pD(i, j,mt,mr) depends on the type of retransmission

protocol and whether the channel is slow or fast fading. In next subsection, we derive

expressions for pD(i, j,mt,mr) for ARQ-based dual EH links over both slow and fast

fading channels.

2.3.1 Dual EH Links with ARQ

First, we discuss the case of slow fading channels. For slow fading channels, since the

channel is constant over the frame, if the packet remains in outage at a particular power

level, all future attempts of the packet at the same or lower power level will also remain

in outage. Hence, without loss of generality, we can assume that P1 < P2 < · · · < PK .

For such policies, pD(i, j,mt,mr) depends on the power level of the last feasible attempt

(which, in turn, is determined by the tuple (i, j,mt,mr)). This is stated in the next

Lemma.

Lemma 3. For dual EH links with ARQ and slow fading channels, pD(i, j,mt,mr) = pout,Ψ1 ,



Chapter 2. 36

where pout,Ψ1 is given by (2.2), and for a given policy P such that P1 < P2 < · · · < PK ,

0 ≤ Ψ1 ≤ K denotes the number of feasible attempts for the tuple (i, j,mt,mr).

Proof. Since P1 < P2 < · · · < PK , we write

pD(i, j,mt,mr) = Pr

{
Ψ1⋂
`=1

(
|h|2 < γ0N0

P`

)}
,

= Pr
{(
|h|2 < γ0N0

PΨ1

)}
= pout,Ψ1 . (2.11)

In the above Lemma, the outage probability depends on Ψ1, the number of feasible

transmission attempts (or LΨ1) in a frame. This, in turn, depends on the energy avail-

able in the frame, which is a function of the battery states at the beginning of the frame,

(i, j), as well as on the number of slots in which the energy is harvested and stored

in the battery. In general, the available energy depends on the order in which energy

arrives and is used. Let the total energy available at the transmitter and receiver in

a frame be denoted by Et
avl and Er

avl, respectively. The following Lemma provides an

expression for the number of attempts, Ψ1, in terms of Et
avl and Er

avl.

Lemma 4. For a given policy P = {P1, P2, . . . , PK},

Ψ1 = min{κt, κr}, (2.12)

where κt , max{`|1 ≤ ` ≤ K,Et
avl −

∑̀
k=1

PkTp ≥ 0}, (2.13)

κr , max{`|1 ≤ ` ≤ K,Er
avl − `R ≥ 0}. (2.14)

Here, κt and κr denote the number of feasible attempts in the current frame at the transmitter

and receiver, respectively.
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Proof. Equation (2.12) follows from the operation of the coordinated sleep-wake proto-

col, while (2.13) and (2.14) follow from the energy neutrality constraint.

Next, for a given initial battery level and amount of energy harvested at the transmit-

ter and receiver, we propose an approximation forEt
avl andEr

avl. Due to the randomness

in the energy arrivals and uses, Et
avl(i,mt) and Er

avl(j,mr) are random variables, taking

values i ≤ Et
avl(i,mt) ≤ i + mt and j ≤ Er

avl(j,mr) ≤ j + mr. We approximate the

Et
avl and Er

avl as min{i + mt, B
t
max} and min{j + mr, B

r
max}, respectively. In general, this

approximation provides a lower bound on Et
avl and Er

avl, which can potentially result

in underestimation of number of feasible attempts, Ψ1. However, the next Lemma as-

serts that, in a scenario when the size of the battery at the EHNs is sufficient to store

the energy needed to support all K attempts in a frame, there is no error in the above

approximation. It also provides an exact expression for Et
avl and Er

avl in a scenario when

R ≥ 1 and L` ≥ 1 for all 1 ≤ ` ≤ K.

Lemma 5. In a given frame, let i and j be the initial battery states, and mt and mr be the

number of slots where energy is harvested, at the transmitter and receiver, respectively.

1. Consider a power control policy such that
∑K

`=1 L` ≤ Bt
max and KR ≤ Br

max. Then, the

number of feasible attempts, Ψ1, computed using the approximations Et
avl ≈ min{i +

mt, B
t
max} and Er

avl ≈ min{j +mr, B
r
max} are accurate.

2. Also, consider a policy such that L` ≥ 1 for all 1 ≤ ` ≤ K andR ≥ 1. Then,Et
avl = i+mt

and Er
avl = j +mr.

Proof. See Appendix A.2.
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This completes the computation of the PDP in closed-form. In the scenarios men-

tioned in the above Lemma, the computed PDP is exact. However, when the hypotheses

on the power control policy in the above Lemma do not hold, the above approximations

are a lower bound on the available energy, Et
avl and Er

avl, which results in an underesti-

mation of the number of feasible attempts. Hence, in general, the PDP computed using

these closed-form expressions serve as an upper bound on the actual PDP.

We next turn to the case of fast fading channels, and provide an expression for pD(i, j,mt,mr)

in the next Lemma.

Lemma 6. For fast fading channels, pD(i, j,mt,mr) simplifies as

pD(i, j,mt,mr) =

Ψ1∏
`=1

pout,`, (2.15)

where Ψ1 is given by (2.12).

Proof. In the fast fading case, since the channel is i.i.d. from slot to slot, pD(i, j,mt,mr)

is the product of the outage probabilities of all the individual attempts.

From Lemmas 3 and 6, it is evident that for a given policy, slow fading channels result

in a higher pD(i, j,mt,mr) compared to fast fading channels. Hence, a given PDP can

be achieved at a significantly lower harvesting rate when the channel is fast fading

compared to the case when it is slow fading (see Figs. 5.5 and 2.6). In Sec. 2.4.4, for dual

EH links operating in the energy unconstrained regime, we provide an expression for

the performance gain of fast fading channels over slow fading channels.
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2.3.2 Dual EH Links with HARQ-CC

To obtain closed-form expressions for the PDP of dual EH links with HARQ-CC, we use

(4.8), which requires us to determine pD(i, j,mt,mr). With HARQ-CC, pD(i, j,mt,mr) is

written as

pD(i, j,mt,mr) = Pr

[∑Ψ1

`=1 P`|h`|2
N0

< γ0

]
, (2.16)

where Ψ1 is given by (2.12). For slow fading channels,

pD(i, j,mt,mr) = Pr

[
|h|2 < γ0N0∑Ψ1

`=1 P`

]
,

= 1− e
− γ0N0

σ2
c
∑Ψ1
`=1

P` , (2.17)

where (2.17) is written using (2.3). For fast fading channels

pD(i, j,mt,mr) = Pr

[
Ψ1∑
`=1

L`|h`|2 <
γ0N0Tp
Es

]
. (2.18)

In the above equation,
∑Ψ1

`=1 L`|h`|2 is a sum of independent and non-identically dis-

tributed exponential random variables. The pD(i, j,mt,mr) can be written as [38]

pD(i, j,mt,mr) = 1−
MΨ1∑
s=1

τs∑
t=1

t−1∑
k=0

χs,t(LΨ1)

k!

(
X

L{s}

)k
e
−
(

X
L{s}

)
, (2.19)

where X = γ0N0Tp
Es

, LΨ1 = diag(L1

σ2
c
, L2

σ2
c
, . . . ,

LΨ1

σ2
c

), and MΨ1 , 1 ≤ MΨ1 ≤ Ψ1 is the number

of distinct nonzero elements of LΨ1 . L{1}, L{2}, · · · , L{MΨ1
} denote the distinct nonzero

elements of LΨ1 , and τs denotes the multiplicity of L{s}. Note that Ψ1 is a function of

(i, j,mt,mr), given by (2.12). Here, χs,t(LΨ1) denotes the (s, t)th characteristic coefficient
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of LΨ1 such that

det(I + uLΨ1)−1 =
1

(1 + uL{1})τ1 · · · (1 + uL{MΨ1
})
τMΨ1

,

=

MΨ1∑
s=1

τs∑
t=1

χs,t(LΨ1)

(1 + uL{s})t
, (2.20)

where u is a scalar satisfying det(I + uLΨ1) 6= 0. In the general case, χs,t(LΨ1) is given

by following

χs,t(LΨ1) =

( −1

L{s}

)ωs,t ∑
k1+···+kMΨ1

=ωs,t
ks=0

kn∈{0,ωs,t} for n 6=s


MΨ1∏
n=1
n 6=s

(
τn + kn − 1

kn

) Lkn{n}(
1− L{n}

L{s}

)τn+kn


 ,

(2.21)

where ωs,t = τs−t. In the above, (2.19) simplifies in the special cases of equal power and

distinct power policies. The simplified expressions, as well as details on the derivation

of the above result, are presented in [38].

Thus, the outage probability, pD(i, j,mt,mr), of HARQ-CC depends on the number of

realizable attempts, Ψ1, which, in turn, depends on the EH profiles, the policy P , and

the energy required for decoding. We discuss the performance gain of HARQ-CC over

ARQ and provide further insights in the next section.

Substituting the expressions for pD(i, j,mt,mr) derived above into the conditional

PDP PD(K|i, j, ` = 1) in (4.8), we can now compute the PDP using (2.6) and (2.7).

This completes the PDP analysis of dual EH links for both ARQ and HARQ-CC, with

both slow and fast fading channels.

In some applications, such as body area networks, an EHN may be a battery-less

node [57], while in other applications the battery can be very large (practically infinite).
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In the next section, we show how our framework can be used to obtain closed-form

expressions for the PDP and discuss the insights obtained from the analysis of these

special cases.

2.4 Special Cases: Zero and Infinite Battery

2.4.1 Dual EH Links with Battery-less EHNs

The PDP analysis of a node with zero energy buffer can be obtained as a special case of

the above analysis by setting Bt
n = Br

n = 0 for all n, and Es = PTp and R ≤ 1, as for a

battery-less node it is optimal to use all the harvested energy immediately. Hence, the

PDP for slow fading channels is given by

PD(K) = 1−
(
1− (1− ρtρr)K

)
e
− γ0N0Tp

Esσ
2
c , (2.22)

where (2.22) is written using (2.2). The PDP of EH links with battery-less nodes in the

other cases, i.e., ARQ with fast fading channel and with HARQ-CC, can be obtained

similarly, and the corresponding expressions are provided in [58].

2.4.2 Dual EH Links with Infinite Batteries: the Energy Unconstrained

Regime

The PDP of dual EH links with infinite capacity batteries at both the EHNs is deter-

mined by the statistics of the EH process, the wireless channel, and the transmit and

receive power policies. Here, we characterize the conditions under which the random-

ness in the EH process does not affect the PDP of the system. We call it the energy

unconstrained regime (EUR). In the EUR, we can obtain simplified expressions for the
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PDP.

A dual EH link with infinite energy buffers at the nodes operates in the EUR if, at each

node, the average energy harvested per frame is greater than the average energy con-

sumed per frame. When this happens, the battery state executes a random walk with

positive drift. As a consequence, over time, the available energy grows unboundedly,

and the node is able to make all its transmission/reception attempts. Also, in this case,

the coordinated sleep-wake protocol is not necessary.

Under our EH model, the expected energy harvested per frame at the transmitter and

receiver are KρtEs and KρrEs, respectively. Now, for slow fading channels, the average

energy consumed at the transmitter and receiver are given by

Ec
avt =

K∑
`=1

pout,`−1L`Es, (2.23)

Ec
avr =

K∑
`=1

1{L`>0}pout,`−1REs, (2.24)

respectively, where 1{L`>0} is an indicator variable which is one when L` > 0, and

equals zero otherwise; and pout,`−1 is given by (2.2). Here, (2.23) is written using the fact

that if the packet is transmitted at energy level L` is not successful, it is transmitted at

power level L`+1 in the next attempt, and so on. Hence, for slow fading channels, the

EH link operates in the EUR if

1

K

K∑
`=1

pout,`−1L` < ρt, (2.25)

R

K

K∑
`=1

1{L`>0}pout,`−1 < ρr. (2.26)

For the other cases, conditions under which the system operates in the EUR can be



Chapter 2. 43

0 0.2 0.4 0.6 0.8 1
10

−2

10
−1

10
0

Harvesting probability at transmitter ( ρ
t
 )

P
ac

ke
t d

ro
p 

pr
ob

ab
ili

ty
 (

P
D

)

 

 

B
max
t  = 5E

s

B
max
t  = 10E

s

B
max
t  = 25E

s

B
max
t  = ∞

Energy Unconstrained Regime

Figure 2.4: Illustration of the EUR in slow fading channels with ARQ. The aver-
age energy consumed per frame is Ec

avt ≈ 0.83Es. The transmission policy used is
[0.5 1.5 2.5 3.5]. The parameters chosen are γ0 = 10 dB, Es = 15 dB, and K = 4. The
simulations are done for a slow fading channel and ρr = 1.

obtained similarly; but the expressions are omitted due to lack of space. Next, we

derive the PDP of EH links with infinite buffers.

2.4.3 Packet Drop Probability in the Energy Unconstrained Regime

As mentioned earlier, in the EUR, the battery states at the transmitter and receiver have

a net positive drift, and over time, accumulate infinite energy. Hence, all K transmis-

sion attempts are possible. Thus, in the EUR, the PDP of dual EH links with infinite

capacity batteries can be obtained by setting Ψ1 = K in Lemma 3, (2.15), (2.17), and

(2.19). Note that, in this case, the PDP is equal to the conditional PDP.
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Fig. 2.4 illustrates the EUR for ARQ-based links with a slow fading channel. As can be

seen from the figure, in practice, an EH link with moderately sized energy buffers (e.g.,

Bt
max ≈ 12Ec

avt or 10Es) can also operate in the EUR, at almost the same values of har-

vesting probability as for the infinite energy buffer case. Roughly, the probability that

batteries at both nodes are in a state (i, j) in which K attempts can be made irrespective

of the number of harvesting slots mt and mr is close to unity. A rigorous analysis of

the achievability of the EUR for finite capacity batteries requires the use of tools from

random walks and martingales, and will be presented in our follow up work. In the

next subsection, we discuss the insights obtained from the closed-form PDP expression

derived in Sec. 2.3, when the dual EH link is operating in the EUR.

2.4.4 Discussion on the PDP of Dual EH Links in the EUR

In this subsection, we consider ARQ-based dual EH links equipped with finite sized

batteries, and we first compare the performance under slow fading with that under fast

fading.

For the battery states (i, j) where Ψ1 = K attempts are realizable, using Lemmas 3 and

6, it can be deduced that the pD(i, j,mt,mr) takes the values pout,K and
∏K

`=1 pout,` for

slow and fast fading channels, respectively. Hence, using (2.6), the PDP of the slow and

fast fading channels can be approximated as pout,K and
∏K

`=1 pout,`, respectively. Thus,

for the dual EH links with the ARQ protocol, when the power policy P allows the link

to operate in the EUR, the difference in the PDP of slow and fast fading channels is

given by

∆PD = pout,K

(
1−

K−1∏
`=1

pout,`

)
.
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For slow fading channels with ARQ, it is better to use a policy that makes a single

attempt with high power, while for fast fading channels, using an equal power transmit

policy will result in a lower PDP. Using similar arguments, one can deduce that for dual

EH links with HARQ-CC and slow fading channels, the PDP of a policy P depends

only on the accumulated energy
∑K

`=1 L`, and not on the individual attempt energy

levels. One can obtain similar insights for dual EH links with fast fading channels with

HARQ-CC operating in the EUR.

In the next section, we show that the framework presented in Sec. 2.2 naturally ex-

tends to mono EH links, where one node is an EHN while the other node is connected

to the mains, or is operating in the EUR. We also show that the PDP analysis for mono-T

links presented in [2, 34] is a special case of our analysis.

2.5 PDP Analysis of Mono EH Links

In this section, for both slow and fast fading channels, we consider the PDP analysis of

both mono-T and mono-R EH links, with both ARQ and HARQ-CC protocols.

First, we consider the mono-T case. Similar to the analysis of dual EH links, the evo-

lution of the system within a frame can be modeled as a DTMC whose state is rep-

resented by the tuple (Bt
n, Un), where Bt

n and Un ∈ {−1, 1, . . . , K} are as defined in

Sec. 2.2. Hence, the PDP is given as

PD(K) =

Btmax∑
i=0

π(i)PD (K|i, ` = 1) , (2.27)

where π(i) denotes the stationary probability that the transmitting EHN has iEs energy

in the battery at the beginning of the frame, and PD (K|i, ` = 1) denotes the conditional
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PDP. In the above, the stationary probabilities can be obtained by using (2.7). Here, the

(i, j)th entry of the TPMG′ equals Pr(B(M+1)K = j|BMK = i), i.e., it contains the K-step

transition probabilities of the battery state. These probabilities can be calculated using

the one-step TPM Gm, which can in turn be obtained from the TPM for dual EH links

defined in (A.1), by setting Br
max = ∞ and j1 = j2 = ∞. The expression for Gm is

provided in Appendix A.3.

The conditional PDP, pD (K|i, ` = 1), is written as

PD (K|i, ` = 1) =
K∑

mt=0

(
K

mt

)
ρmtt (1− ρt)K−mtpD(i,mt). (2.28)

The above equation is obtained using (4.8) with mr = K and ρr = 1. In (2.28), pD(i,mt)

denotes the PDP when the transmitter has i units of energy at the beginning of the

frame and harvests energy in exactly mt slots. For both slow and fast fading channels,

the pD(i,mt) can be obtained from pD(i, j,mt,mr) by setting j = ∞, i.e., Ψ1 = κt given

by (2.13).

The analysis for mono-T links with HARQ-CC, as well as for mono-R links with ARQ

and HARQ-CC can be obtained in a similar fashion. The results are summarized in

Table 2.1. The conditions for operating in the EUR can be obtained using the results of

dual EH links, by simply dropping the constraint corresponding to the non-EH node.

Similarly, the expressions for the PDP of mono EH links with battery-less EH nodes can

be obtained by setting ρt = 1 or ρr = 1, corresponding to the node that is connected to

the mains.

The results presented thus far correspond to the case where the harvesting processes

at the transmitter and receiver are spatially and temporally independent. In the next
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Table 2.1: Conditional PDP of mono EH links

Expression for conditional PDP of mono-T links employing HARQ-CC

PD (K|i, ` = 1)
∑K

mt=0

(
K
mt

)
ρmtt (1− ρt)K−mtpD(i,mt)

pD(i,mt) Obtained using (2.17) and (2.19) with Ψ1 = κt.

Expression for conditional PDP of mono-R links employing ARQ

PD (K|j, ` = 1)
∑K

mr=0

(
K
mr

)
ρmrr (1− ρr)K−mrpD(j,mr)

pD(i,mr) Obtained using Lemma 3 and (2.15) with Ψ1 = κr.

Expression for conditional PDP of mono-R links employing HARQ-CC

PD (K|j, ` = 1)
∑K

mr=0

(
K
mr

)
ρmrr (1− ρr)K−mrpD(j,mr)

pD(j,mr) Obtained using (2.17) and (2.19) with Ψ1 = κr.

section, we briefly discuss the extension to the case where the EH processes are corre-

lated.

2.6 Extension to Spatially and Temporally Correlated EH

Processes

In the subsection below, we show the extension of the PDP analysis to the case where

the EH process is temporally correlated, by modeling the process using a stationary

Markov model.

2.6.1 PDP Analysis with a Stationary Markov EH Process

In this subsection, we model the temporal correlation in the EH process using a first

order stationary Markov model, which is described by the set of harvesting energy

levels, E , {et1, . . . , etmax}, and the probabilities, pa,b = Pr
[
Et
n+1 = etb|Et

n = eta
]
, that etb

units of energy is harvested in the (n + 1)th slot, given that eta units of energy was

harvested in the nth slot, where both eta and etb ∈ E . The EH process at the receiver is
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modeled similarly.

When the EH processes follow a stationary Markov model, the system evolution over

a frame depends not only on the initial battery states at the transmitter and receiver, but

also on the initial state of the EH Markov chains. Hence, the evolution of the system

can be modeled as a DTMC with state denoted by a tuple (Bt
n, B

r
n, E

t
n, E

r
n, Un). The PDP

is given as

PD(K) =
∑

(i,j,eta,e
r
c)

π(i, j, eta, e
r
c)PD(K|i, j, eta, erc, ` = 1), (2.29)

where π(i, j, eta, e
r
c) denotes the stationary probability that, at the beginning of the frame,

the state of the battery and EH process at the transmitter and receiver are (i, j) and

(eta, e
r
c), respectively, while PD(K|i, j, eta, erc, ` = 1) denotes the PDP conditioned on

the state at the beginning of the frame. To obtain the stationary probabilities, using

(2.7), one needs to determine the transition probabilities, Pr [(i2, j2, e
t
b, e

r
d) | (i1, j1, eta, erc)],

which can be obtained as a straightforward extension of the transition probabilities

given by (A.1) in Appendix A.1 for the Bernoulli harvesting model. The conditional

PDP, PD(K|i, j, eta, erc, ` = 1), can be written as

PD(K|i, j, eta, erc, ` = 1) =

Ketmax∑
Et=0

Kermax∑
Er=0

p(Et, Er|eta, erc)pD(i, j, Et, Er), (2.30)

where p(Et, Er|eta, erc) denotes the probability that, during the frame, the transmitter

and receiver harvest Et and Er units of energy, respectively, given the harvested en-

ergy at the beginning of the frame are eta and erc, respectively, and pD(i, j, Et, Er) de-

notes the PDP when the transmitter and receiver batteries have i and j units of en-

ergy, respectively, at the beginning of the frame. The p(Et, Er|eta, erc) can be calculated

using the transition probabilities, pa,b, of the stationary Markov model. To compute
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pD(i, j, Et, Er), we use Et
avl ≈ {i + Et, B

t
max} and Er

avl ≈ {j + Er, B
r
max} and calculate

Ψ1 using Lemma 4. The obtained Ψ1 can be used to compute pD(i, j, Et, Er) using the

expression for pD(i, j,mt,mr) provided in Sec. IV.

Next, we extend our PDP analysis to the case of spatially correlated EH processes.

2.6.2 Extension to Spatially Correlated EH Processes

In case the independence between the EH process of the transmitter and receiver does

not hold, the joint distribution of two correlated Bernoulli harvesting processes can be

modeled as

p(et, er) = p00(1− et)(1− er) + p01(1− et)er + p10et(1− er) + p11eter, (2.31)

where et, er ∈ {0, 1} are random variables taking nonzero value if energy is harvested at

the transmitter and receiver, respectively, and p00, p01, p10, and p11 are probability values

that add up to 1. To obtain the exact conditional PDP and the 1-step TPM for spatially

correlated EH processes, one needs to modify (2.9) and (A.1) in Appendix A.1 by re-

placing ρtρr by p11, ρt(1 − ρr) by p10 and so on. Also, the above correlated harvesting

model reduces to the independent harvesting case when p00 = (1−ρt)(1−ρr), p11 = ρtρr,

p10 = ρt(1− ρr) and p01 = (1− ρt)ρr.

Further, to obtain the closed-form expressions for the conditional PDP when the har-

vesting processes at the transmitter and receiver are spatially correlated, we modify

(4.8) as

PD(K|i, j, ` = 1) =
K∑

mt=0

K∑
mr=0

p′(mt,mr)pD(i, j,mt,mr),
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where

p′(mt,mr) =

ξ2∑
z=ξ1

(
K

z

)
(K − z)!

(mr − z)!(K −mt −mr + z)!

1

(mt − z)!
pz11p

(mt−z)
10 p

(mr−z)
01 p

(K−mt−mr+z)
00

denotes the probability that the transmitter and receiver harvest energy in exactly mt

and mr slots, respectively. Here, ξ1 = max{0,mt +mr −K} and ξ2 = min{mt,mr}.

In the next section, we present simulation results to validate the accuracy of the ana-

lytical expressions, and illustrate the various cost-performance tradeoffs involved.

2.7 Numerical Results

2.7.1 Simulation Setup

We consider a system with slot duration Tp = 100 ms and carrier frequency 950 MHz.

The distance between transmitter and receiver is d = 10d0, where d0 = 10 m is the

reference distance and the path loss exponent is η = 4. The additive noise corresponds

to a bandwidth of 5 MHz and T = 300 K. For this system, Es = 5 dB corresponds to

100 µJ . To simulate meaningful PDP values (10−2 to 10−4), for slow fading channels we

choose Es = 12 dB and γ0 = 10 dB, while for fast fading channels we set Es = 5 dB

and γ0 = 12 dB. The channel from the transmitter to the receiver is assumed to be

i.i.d. Rayleigh block fading with block length equal to the packet duration and frame

duration for the fast and slow fading cases, respectively. The PDP is computed by

simulating the transmission of 107 packets.
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Figure 2.5: Dual EH links with slow fading channels: validation of analytical expres-
sions against simulation results. The transmission policy used is [0.5 1.5 2.5 3.5]. The
other parameters are Es = 12 dB, γ0 = 10 dB, K = 4, R = 2 and Bt

max = Br
max = 20Es.

2.7.2 Results

Performance of Dual EH Links

Figures 5.5 and 2.6 present the PDP as a function of ρt, in the slow and fast fading cases,

respectively. In both the cases, it can be observed that the analytical expressions and

simulation results match perfectly. The PDP is dominated by the node which supports

the least number of attempts, which, in turn, is determined by the power control policy

and EH profiles of the transmitter and receiver.

It can be observed that, for larger values of ρr, i.e., for ρr = 0.7 in Fig. 5.5 and ρr = 1

in Fig. 2.6, the PDP decreases initially and then it remains unchanged with the increase

in ρt (e.g., ρt > 0.2 in Fig. 5.5). This happens because at lower values of ρt, the packet
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drops are dominated by the energy outage at the transmitter which gets mitigated as

ρt increases. For higher values of ρt and ρr, since both nodes harvest enough energy to

make all K attempts, packets are dropped only due to the receiver noise or fading, and

not due to lack of energy availability. Moreover, in both Figs. 5.5 and 2.6, we observe

that for lower values of ρr (e.g., ρr = 0.4) and for large enough ρt, the randomness of the

EH process at the transmitter does not affect the PDP. These regions can be considered

to be partial EUR, where only one node is able to operate in the EUR. However, the har-

vesting probability at which an EHN attains the EUR also depends on the power control

policy and the EH profile of the other EHN. For example, as shown in both Figs. 5.5 and

2.6, the value of ρt at which the transmitter achieves the partial EUR increases with the

increase in ρr.

In Fig. 2.6, we can observe that, in contrast to the slow fading case, we obtain lower

PDP values in the EUR, due to the time-diversity offered by the fast fading channels.

Thus, the time-diversity offered by fast fading channels can compensate for lower har-

vested energy values.

For ρr = 0.7 and ρr = 1 in Figs. 5.5 and 2.6, respectively, the HARQ-CC outperforms

ARQ by approximately a factor of 2 and 10 in the slow and fast fading cases, respec-

tively, in the EUR. However, in both cases, for lower ρr, the HARQ-CC does not offer

as significant a gain as for ρr = 0.7 in Fig. 5.5, and for ρr = 1 in Fig. 2.6. This is due to

the fact that at lower values of ρr, the receiver does not have sufficient energy to exploit

the benefits of chase combining. Note that, Figs. 5.5 and 2.6 correspond to the scenario

when the hypothesis (i) in Lemma 5 is satisfied.

In Fig. 2.7, we consider a small battery regime to compare the PDP computed using
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Figure 2.6: Dual EH links with fast fading channels: validation of analytical expressions
against simulation results. The transmission policy used is [0.5 1.5 2.5 3.5]. The other
parameters are Es = 5 dB, γ0 = 12 dB, K = 4, R = 2 and Bt

max = Br
max = 20Es.

the closed-form analytical expressions against the simulated PDP. We also plot the PDP

computed using recursive expression provided in Lemma 1. In this case, we consider

two policies: [1 1.25 1.5 2] and [0.5 0.75 1.5 2]. The policies represent two scenarios: in

the first case, the policy consumes more than Es energy in each slot, while, in the latter

case, the size of the battery at both transmitter and receiver is not sufficient to store

the total energy required by the policy to make all K attempts during a frame. There-

fore, in the first case, the hypothesis (ii) of Lemma 5 is satisfied, while in the latter case

neither of the two hypotheses in Lemma 5 is satisfied. In both these cases, we observe

that the simulated results closely match the closed-form analytical expression. For the

policy [0.5 0.75 1.5 2], the near-exact match between closed-form PDP and simulated
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Figure 2.7: Accuracy of analytical expressions for small battery regime. The compari-
son is done for ARQ-based dual EH links over slow fading channels. The size of the
batteries at the transmitter and receiver is Bt

max = Br
max = 3.5Es. Other parameters

chosen are K = 4, Es = 12 dB, γ0 = 1 dB, and R = 2.

PDP is due to the small impact of the approximation error, as the number of feasible

attempts are determined by the energy availability at the receiver in this case. Specifi-

cally, for ρt = 1, the actual number of feasible attempts for the transmitter and receiver

are four and three, respectively, while using the approximation in Lemma 5, the esti-

mated number of attempts are three for both the EHNs. However, since the number of

feasible attempts under coordinated sleep-wake protocol are determined by the node

which can support fewer attempts among the two EHNs, the approximation error does

not impact the accuracy of the closed-form PDP.
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Figure 2.8: PDP of mono-R links with a slow fading channel. The transmission policy
used is [0.5 1.5 2.5 3.5]. The other parameters are Es = 10 dB, γ0 = 12 dB, K = 4, and
Br

max = 20Es.

Special Cases: Mono and Zero Energy Buffer EH Links

The results in Fig. 2.8 demonstrate the PDP of mono-R links. As can be observed from

Fig. 2.8, the value of ρr at which the receiver attains EUR increases with R, because

of the higher average energy consumption. Fig. 2.9 contains the results for dual EH

links with zero energy buffers. Again, the analytical expressions and simulation results

match perfectly. Also, the results in Figs. 2.8 and 2.9 again highlight the fact that the use

of HARQ-CC results in better performance. For Dual EH links, even without an energy

buffer, at higher values of ρr, the use of HARQ-CC results in performance improvement

over ARQ approximately, by a factor of 2. However, for mono-R links, the gains occur



Chapter 2. 56

0 0.2 0.4 0.6 0.8 1

10
−2

10
−1

10
0

Harvesting probability at transmitter ( ρ
t
)

P
ac

ke
t d

ro
p 

pr
ob

ab
ili

ty
 (

P
D

)

 

 

 

 

ARQ 
HARQ−CC 
ARQ 
ARQ 
HARQ−CC 
HARQ−CC 

 

 

ARQ 
HARQ−CC
ARQ 
ARQ 
HARQ−CC 
HARQ−CC 

ρ
r
=0.35

SimulationsAnalysis

ρ
r
=1

ρ
r
=0.85

ρ
r
=0.85

ρ
r
=1

Figure 2.9: Dual EH links with zero energy buffer nodes: validation of analytical ex-
pressions against simulations. The other parameters are Es = 12 dB, γ0 = 10 dB, K = 4,
and a slow fading channel.

only after the receiver harvests enough energy to enter the EUR.

2.8 Conclusions

In this chapter, we presented a general framework to analyze the PDP of dual EH links

with retransmissions. We considered SoC-unaware policies, and slow and fast fad-

ing channels.We obtained closed form expressions for the PDP with both ARQ and

HARQ-CC, by modeling the system evolution as a discrete-time Markov chain. We

extended the analysis to handle correlated harvesting processes at the transmitter and

receiver. The PDP expressions for mono EH links are obtained as a special case of the
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analysis of dual EH links. Our analysis is useful in quantifying the impact of various

system parameters such as the energy harvesting profiles, and energy buffer sizes of

both transmitter and receiver, channel coherence time, transmit and receive power con-

trol policies etc., on the PDP. We also characterized the energy unconstrained regime of

dual EH links and obtained simplified expressions for the PDP in the special cases of

zero and infinite size energy buffers. In the next chapter, the closed form expressions

derived in this chapter are used to find optimal RIPs for dual as well as mono EH links.



Chapter 3

Design of PDP-optimal SoC-unaware

Policies for Dual EH Links with

Retransmissions

In this chapter, we present a method to design the PDP-optimal SoC-unaware RIPs

when the peak transmit power is constrained. To this end, first, we establish the near-

optimality of policies that operate in the energy unconstrained regime (EUR). Specifically,

we analytically show that for such policies, the gap between the PDP of the dual EH

systems with finite and infinite capacity batteries decreases exponentially with the size

of the battery at the transmitter and receiver. Next, we show that the non-convex prob-

lem of designing optimal RIPs can be reformulated as a geometric program in the EUR,

which leads to a provably convergent and computationally efficient solution. We de-

sign the RIPs for both slow and fast fading channels, and with two different retrans-

mission protocols, namely, the automatic repeat request (ARQ) and hybrid ARQ with

chase combining. Numerical results obtained through Monte Carlo simulations show

that the proposed RIPs outperform state-of-the-art policies.

58
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3.1 PDP Minimization

Our starting point is the closed-form PDP expressions obtained in Chapter 2. The objec-

tive function of the PDP optimization problem is given by (2.6). The problem of finding

the optimal RIPs for dual EH links, subject to the energy neutrality constraint (ENC) and

peak power constraint can be stated as follows:

(P1) min
P={P1,...,PK}

∑
(i,j)∈I

π(i, j)PD(K|i, j, Un = 1), (3.1)

subject to 0 ≤ P` ≤ Pmax, 1 ≤ ` ≤ K, where Pmax , LmaxEs
Tp

and I represents the set of all

possible tuples of battery states at the transmitter and receiver. Note that, in the above

formulation, the ENC manifests through the stationary probabilities, π(i, j), which are

determined by the transition probabilities of the DTMC. Due to this, both π(i, j) and

PD(K|i, j, Un = 1) have a complicated dependence on the policy P . Moreover, for mod-

erate to large battery capacities, the large state space involved makes it computationally

prohibitive to use dynamic programming based approaches.

To reformulate the problem in a computationally tractable form, we look to simplify

both the objective and the constraints of (P1), without compromising the optimality of

the solution. To this end, we first derive asymptotically tight lower and upper bounds

on the PDP. The bounds are motivated by the observation that for all possible tuples

(i, j) of the battery state at the start of the frame such that the EHNs have sufficient

energy to make all K attempts irrespective of the amount of energy harvested during

the frame (mt and mr), the conditional PDP, PD(K|i, j, Un = 1), is the same. This is

because, for all such battery state tuples (i, j), pD(i, j,mt,mr) is equal to the probability
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that the packet remains in outage after the K attempts, for all mt and mr. The bounds

are obtained by recognizing that the PDP when all K attempts cannot be guaranteed is

at least equal to the PDP when all K attempts can be made, and is at most equal to 1.

The next Lemma provides a lower and an upper bound on the PDP.

Lemma 7. Consider a dual EH link operating with an RIP P such that L` ≤ Lmax for all

1 ≤ ` ≤ K. Let I1 and I2 be a partition of the set I of tuples of battery states at the transmitter

and receiver such that I1 , {(i, j)|0 ≤ i < KLmax < Bt
max, and 0 ≤ j < KR < Br

max}, and

I2 , I\I1. Then,

P ∗D∞ ≤ min
P

∑
(i,j)∈I

π(i, j)PD(K|i, j, Un = 1) ≤ P ∗D∞ +
∑

(i1,j1)∈I1

π(i1, j1)
∣∣
P∗ ,

where P ∗D∞ , min
P
PD (K|i, j, Un = 1) and P∗ , arg min

P
PD (K|i, j, Un = 1), both subject to

(i, j) ∈ I2.

Proof. See Appendix B.1.

Thus, the PDP of a dual EH link with finite sized batteries is lower bounded by P ∗D∞ ,

the minimum conditional PDP that can be obtained when all K attempts are feasible.

The lower bound is also the optimum PDP with infinite size batteries. This is because

the optimum policy with infinite size batteries is the one that minimizes the PDP among

all policies for which the average energy consumed is less than or equal to the average

energy harvested at both nodes [10], i.e., for the the links operating in the energy uncon-

strained regime (EUR). Under EUR, the policy will induce a positive drift in the battery

level of both EHNs, which ensures that the nodes will eventually always be able to

make all K attempts. On the other hand, the upper bound indicates that the optimal
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policy will try to minimize the stationary probability of the set I1, i.e., the set of the

battery states where all K attempts are not guaranteed. Hence, the optimal policy will

induce a drift away from the set I1, which, in turn, also implies a positive drift on the

battery states. In the next section, we show that for the policies which induce a pos-

itive drift, the bounds proposed in Lemma 7 are tight, provided the battery sizes are

sufficiently large. This allows us to approximate the objective function with the lower

bound as well as to replace the ENC with a more amenable average power constraint.

3.2 Tightness of the Bounds in the EUR

In the following, we establish that, in the EUR, the bounds presented in Lemma 7 are

asymptotically tight. It is shown that the difference between the bounds goes to zero

as the sum of two terms, each of which decays exponentially with the battery size at

the transmitter and receiver, respectively. We first present the following Lemma for the

transmitter of a dual EH link.

Lemma 8. Consider the transmitter of a dual EH link operating in the EUR with an RIP P

such that L` ≤ Lmax for all 1 ≤ ` ≤ K. The stationary probability of the battery at the

transmitter being in a state i ∈ It1 , {i : 0 ≤ i < KLmax < Bt
max}, such that the transmitter

cannot support allK attempts, decays exponentially withBt
max, i.e.,

∑
i∈It1

πt(i) = Θ(er
t
∗B

t
max),

where πt denotes the stationary distribution of the battery state at the transmitter and rt∗ is the

negative root of the asymptotic log moment generating function (MGF) of the drift process

X t
n , 1{Etn 6=0} − L(Bt

n, B
r
n, Un). Here, 1{Etn 6=0} is the indicator variable which equals one if

the transmitter harvests the energy in the nth slot, and zero otherwise, while L(Bt
n, B

r
n, Un)

denotes the energy used by the RIP in the nth slot. The asymptotic log MGF is defined as
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Λ(r) , limN→∞
1
N

logE
[
exp

(
r
∑N

n=1X
t
n

)]
, where r ∈ R..

Proof. See Appendix B.2.

Qualitatively, when the EHN operates in the EUR, the battery eventually becomes full

and makes small excursions from the state Bt
max towards depleting the battery. When-

ever the battery is not full, the drift becomes positive, and this drives the battery to-

wards the full state. Hence, for an EHN with a large battery, the event of hitting the set

It1 is a large deviation event, which occurs with the accumulation of a number of rare

events (for example, when there is a long patch of slots where no energy is harvested).

Intuitively, a similar argument holds for both nodes of a link operating in the EUR.

Next, we use the above Lemma to substantiate this intuition via the following theorem.

Theorem 1. For a dual EH link employing an RIP which satisfies the peak power constraint

and operates in the EUR,
∑

(i,j)∈I1 π(i, j) = Θ(er
t
∗B

t
max) + Θ(er

r
∗B

r
max), where rt∗ and rr∗ are

the negative root of the asymptotic log MGF of the drift process at the transmitter (X t
n ,

1{Etn 6=0} − L(Bt
n, B

r
n, Un)) and receiver (Xr

n , 1{Ern 6=0} − R(Bt
n, B

r
n, Un)), respectively. Here,

1{Etn 6=0} or 1{Ern 6=0} equal one if the energy is harvested at the transmitter or receiver in the

nth slot, respectively, and zero otherwise. Also, L(Bt
n, B

r
n, Un) and R(Bt

n, B
r
n, Un) denote the

amount of energy used in the nth slot at the transmitter and receiver, respectively.

Proof. See Appendix B.4.

The above result establishes that for dual EH links operating in the EUR,
∑
I1 π(i, j)

decreases exponentially with the size of the battery at the transmitter and receiver. In

Fig. 3.1, we illustrate that for a dual EH link operating in the EUR and equipped with

moderate sized energy buffers, the percentage difference between the lower and upper
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Figure 3.1: Difference between the lower bound and upper bounds on the objective
function in (P1). The parameters chosen are Es = 5 dB, γ0 = 10 dB, ρr = 0.9, R = 1,
Bt

max = Br
max = 25 and K = 4. The policy used is

[
Es
Tp

Es
Tp

2Es
Tp

2Es
Tp

]
. Note that, the nodes

operate in the EUR under this policy.

bounds on the objective function is negligible. Thus, the lower bound in Lemma 7 is

a close approximation to the objective function in (P1). Furthermore, the above result

implies that the energy neutrality constraint in (P1) can be replaced by the simpler EUR

constraint, without compromising on the optimality. We conclude this section with the

following observation.

Remark 2. As shown in [33, Lemma 3], for a policy with a drift δ (the difference between

the mean energy harvested and the mean energy consumed) the negative root of the

asymptotic log MGF of the resulting drift process is equal to − 2δ
σ2
e

+ o(δ), where σ2
e is
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the asymptotic variance [33] of the harvesting process. Thus, for the processes X t
n and

Xr
n, the negative roots rt∗ and rr∗ are of the order of the energy saved per frame at the

transmitter and receiver, respectively. Thus, for a smaller drift, a larger battery would

be needed to achieve the same performance (See Fig. 3.2). Furthermore, for a given

drift δ, the harvesting process with larger asymptotic variance, σ2
e , would require a

larger battery.

In the next section, we reformulate (P1) using the result obtained in Theorem 1.

3.3 Problem Reformulation

In this section, we design RIPs under the EUR constraints, and then choose the battery

size according to Theorem 1.1 Under Theorem 1, we can reformulate the problem (P1)

by choosing the lower bound, i.e., PD (K|i, j, Un = 1) with (i, j) ∈ I2, as the objective

function, and by replacing the ENC by the EUR constraints. Using (4.8), as a node

operating in the EUR can make all K attempts, PD (K|i, j, Un = 1) = pD(i, j,mt,mr) =

f(P) for all (i, j) ∈ I2, irrespective of the number of slots (mt and mr), in which energy

is harvested. Therefore, in general, for a dual EH link operating in the EUR, the PDP

minimization problem is written as follows:

min
L̄={L1,...,LK}

pD(i, j,mt,mr), (3.2a)

subject to
K∑
`=1

L`po,`−1 ≤ Kρt, and
K∑
`=1

χ`po,`−1 ≤
Kρr
R

, (3.2b)

1The typical battery size for practical EHNs ranges between 200 mAh-2500 mAh [59]. A 200 mAh
capacity battery can deliver 720 J of energy at a nominal voltage of 1 V. Also, using a small solar panel,
at 66 % efficiency, NiMH batteries receive 0.13 mJ of energy per 10 ms slot. Thus, with two hours of
sunlight, the typical battery size, normalized with respect to Es, equals 5.33 × 106. Hence, the large
battery size assumption is reasonable.
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and 0 ≤ Li ≤ Lmax, 1 ≤ i ≤ K, where χ` , 1{L 6̀=0} is an indicator variable which is

= 1 if L` 6= 0 and = 0 otherwise, and po,`−1 denotes the probability that the first ` − 1

transmission attempts have failed; po,0 = 1. In the above, (3.2b) are the EUR constraints.

For example, (3.2b) is written using the fact that the transmitter operates in the EUR if

the average energy consumed by it,
∑K

`=1 L`Espo,`−1, is less than the average energy

harvested, KρtEs. The average energy consumed is computed using the fact that `th

attempt is made only if all the previous ` − 1 attempts have failed, which happens

with probability po,`−1, where po,`−1 can be written in terms of the outage probabilities

defined in (2.2) and (2.3). The receiver operates in the EUR when a similar condition

is satisfied. In (3.2b), χ` denotes the fact that the receiver consumes R units of energy

only if the transmitter makes an attempt at a nonzero power level. The solution of

(3.2) provides an RIP which achieves near-optimal PDP for the EHNs equipped with

batteries of size as prescribed by Theorem 1.

Note that, due to the indicator variables χ` in the formulation, the optimization prob-

lem (3.2) is of exponential complexity in K, the number of attempts allowed. In the

next subsection, we discuss an interesting observation which reduces the computa-

tional complexity from being exponential to linear in the number of attempts.

3.3.1 Simplification of Integer Constraints

The problem (3.2) is essentially a set of 2K − 1 problems. Depending on the values

taken by the variables χ`, the feasibility set of each problem changes. For a given value

of the variables {χ`}K`=1, the objective and constraints in (3.2) are nonconvex functions,

and hence, each individual subproblem is a nonconvex nonlinear program. Thus, (3.2)
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is a nonconvex mixed integer nonlinear program (NMINLP). In general, finding the

solution of an NMINLP is a strongly NP-hard problem [60]. Hence, in order to solve

(3.2), we need to solve 2K − 1 subproblems, and choose the solution of the subproblem

which gives minimum objective value among them as the solution to (3.2). However,

we observe that the solution of (3.2) only depends on χ =
∑K

`=1 χ`, i.e., if χ is same

for two subproblems then both will have the same minimum. This observation leads

to a simplification that, to find a solution to (3.2), we need to solve only K nonconvex

nonlinear subproblems corresponding to the different possible values of χ, and pick

the solution of the subproblem which results in the minimum objective value among

them. Thus, the number of subproblems that need to be solved becomes linear rather

than exponential inK. One approach to solving theseK subproblems is to use standard

non-convex problem solvers such as interior point methods. However, such techniques

may not be computationally feasible to implement as the problem dimension gets large.

Hence, in this paper, we adopt a computationally efficient approach based on GP, to

arrive at the optimal solution in a numerically stable manner.

In the next section, we present a method to find near-optimal RIPs for both ARQ and

HARQ-CC based dual EH link with slow and fast fading channels.

3.4 Near-Optimal RIPs for Dual EH Links

3.4.1 Dual EH Links with ARQ and Fast Fading

In this subsection, we find near-optimal policies for a dual EH link with ARQ and

fast fading channels. Using the expression for pD(i, j,mt,mr) given in (2.15) and EUR
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constraints in Sec. 2.4.2, the PDP optimization problem can be written as

min
L̄={L1,...,LK}

K∏
`=1

(
1− e−

s
L`

)
, (3.3a)

subject to
K∑
`=1

L`

`−1∏
i=1

(
1− e−

s
Li

)
≤ Kρt, (3.3b)

K∑
`=1

χ`
`−1∏
i=1

(
1− e−

s
Li

)
≤ Kρr

R
, (3.3c)

and 0 ≤ L` ≤ Lmax, χ` ∈ {0, 1}, 1 ≤ ` ≤ K, where s , γ0N0Tp
Esσ2

c
. The constraints in (3.3b)

and (3.3c) ensure that both the transmitter and receiver operate in the EUR. As dis-

cussed above, to solve (3.3), we need to solve K subproblems, and pick the best among

the resulting solutions. Hence, in the following, we focus on solving an individual sub-

problem, which is a nonconvex nonlinear program. We first convert the problem into a

complementary geometric program (CGP) [61], as follows. Specifically, for χ = K ′, using

the Taylor series expansion of e−x, (3.3) can be rewritten as

min
Z̄={t,Z1,...,ZK′}

t,

subject to
K′∏
`=1

(A` −B`) ≤ t, (3.4a)

Z−1
1 + Z−1

2 A1 + Z−1
3 (A1A2 +B1B2) + · · ·

Kρt
s

+ Z−1
2 B1 + Z−1

3 (A1B2 + A2B1) + · · ·
≤ 1, (3.4b)

1 + A1 + A1A2 +B1B2 + · · ·
Kρr
R

+B1 + (A1B2 + A2B1) + · · ·
≤ 1, (3.4c)

and 0 ≤ sZ−1
` ≤ Lmax, 1 ≤ ` ≤ K ′, where A` ,

∑∞
i=0

Z2i+1
`

(2i+1)!
, B` ,

∑∞
i=1

Z2i
`

(2i)!
, and

Z` , s
L`

. In the above problem, A` and B` are infinite summations. First, we construct

a finite (say, 5th) order approximation of the infinite summations involved. It is worth

mentioning that the loss in optimality in making this approximation has a negligible
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effect on the performance, when one considers 5 or 7 terms in the expansion. The re-

sulting finite order approximation of the constraints in (3.4a), (3.4b) and (3.4c) are ratios

of posynomials, which are nonconvex, and hence (3.4) is a CGP which is an intractable

NP-hard problem [61]. Since directly solving (3.4) is hard, we solve it by solving a se-

ries of approximations, each of which can be easily solved optimally. Specifically, using

a result in [61, Lemma 1], we approximate the denominators of (3.4a), (3.4b) and (3.4c)

with monomials. This results in a geometric program (GP) approximation of (3.4), which

can be solved efficiently and optimally.

The monomial approximation for a posynomial is constructed as follows. Let g(x) =∑
i vi(x) be a posynomial, with vi(x) being monomials (which are nonnegative by defi-

nition), then

g(x) ≥ g̃(x) ,
∏
i

(
vi(x)

βi

)βi
, (3.5)

where βi ,
vi(x0)
g(x0)

,∀ i, (and note that 0 ≤ βi ≤ 1), for any fixed x0 > 0. Then g̃(x0) =

g(x0), and g̃(x) is the best local monomial approximation to g(x) near x0 in the sense of

the first order Taylor approximation [61].

We solve (3.4) iteratively. In the pth iteration, we use the GP approximation in (3.5),

with the coefficients βi computed by evaluating the denominator posynomials in (3.4a),

(3.4b) and (3.4c) at Z(p), the solution of the (p− 1)th iteration. The procedure is summa-

rized in Algorithm 2.

It can be shown that Algorithm 2 converges to a point which satisfies the Karush-

Kuhn-Tucker (KKT) conditions of the original problem [61]. In the sequel, we show,

through simulations, that it actually converges to a point at which the objective func-

tion is very close to the global optimum. This substantiates our use of GP techniques,
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Algorithm 2 : Solution to the Complementary GP

Initialize: Z(1) = {Z1, Z2, . . . , ZK′ , 0, . . . , 0}, where Z(1) is any feasible vector for
(3.4). p← 1.
do

1. Evaluate the denominator posynomialsGa(Z),Gb(Z) andGc(Z) in (3.4a), (3.4b)
and (3.4c), respectively, with the given Z(p).

2. For each term V q
` in the denominator posynomials Gq(Z), where q = a, b and c,

compute βq` =
V q` (Z(p))

Gq(Z(p))
.

3. Replace the denominator posynomial of (3.4a), (3.4b) and (3.4c) with a mono-
mial using (3.5), with the weights βq` .

4. Solve the GP (e.g., using GGPLAB [62]) to obtain Z(p+1); set p← p+ 1.

5. Go to step 1, and use Z(p) obtained in step 4.

while ‖Z(p+1) − Z(p)‖2 ≤ ε.
Output: The near-optimal RIP and PDP are given by Z(p+1) and t, respectively.

specifically Algorithm 2, to solve the problem (3.4) in a provably convergent manner.

3.4.2 Design of Optimal Policies for Other Cases

The problems of finding optimal policies for dual EH links for slow fading channels

with ARQ and HARQ-CC as well as for fast fading channels with HARQ-CC are solved

similarly, and the details are presented in Appendices B.5 and B.6, respectively.

Remark 3. The results presented in this section can also be used to design the RIPs for

mono EH links, by dropping the constraint corresponding to the non-EH node.

In the following section, we extend the presented design to a scenario when the EH

processes at both nodes are spatially and temporally correlated.
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3.5 Spatio-Temporally Correlated EH Processes

3.5.1 Temporal Correlation

In this section, to account for the temporal correlation, we assume that the EH processes

at both nodes can be modeled as a first-order stationary Markov chain [51, 63]. The

harvesting process at the transmitter is described by the set of harvesting energy levels,

E = {et1, . . . , etmax}, and the probabilities, pa,b = Pr[Et
n+1 = eta|Et

n = etb], that in the

(n+ 1)th slot the transmitter harvests eta units of energy, given that it harvested etb units

of energy in nth slot, where both eta and etb ∈ E . The harvesting process at the receiver

is modeled similarly. The PDP of dual EH links with stationary Markov EH process at

the transmitter and receiver is given as (see Sec. 2.6.1):

PD(K) =
∑

(i,j,eta,e
r
c)

π(i, j, eta, e
r
c)PD(K|i, j, eta, erc, Un = 1), (3.6)

where π(i, j, eta, e
r
c) denotes the stationary probability that at the beginning of the frame,

the state of the battery and the EH process at the transmitter and receiver are (i, j) and

(eta, e
r
c), respectively. Also, PD(K|i, j, eta, erc, Un = 1) denotes the PDP conditioned on the

state at the beginning of the frame, and is computed as follows

PD(K|i, j, eta, erc, Un = 1) =

Ketmax∑
Et=0

Kermax∑
Er=0

p(Et, Er|eta, erc)pD(i, j, Et, Er). (3.7)

In the above, p(Et, Er|eta, erc) denotes the probability that the transmitter and receiver

harvest Et and Er units of energy during the frame, given that they started with eta and

erc units of energy, respectively, at the start of the frame. In (3.7), pD(i, j, Et, Er) denotes

the packet drop probability when the batteries are in state (i, j) at the start of the frame
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and the nodes harvest (Et, Er) units of energy during the frame. Next, the PDP in (3.6)

can be rewritten as

PD(K)=
∑
(i,j)

π(i, j)
∑

(eta,e
r
c)

π(eta, e
r
c|i, j)PD(K|i, j, eta, erc, Un = 1),

=
∑
(i,j)

π(i, j)PD(K|i, j, Un = 1), (3.8)

where PD(K|i, j, Un = 1) ,
∑

(eta,e
r
c)

π(eta, e
r
c|i, j)PD(K|i, j, eta, erc, Un = 1).

The goal of the RIP design problem is to minimize the PDP in (3.8) subject to energy

neutrality and peak power constraints. Although the objective function in this problem

has same expression as in problem (P1), the stationary probabilities, π(i, j), are differ-

ent. Nonetheless, as shown in Appendix B.7, Theorem 1 is applicable in this scenario

also. For dual EH links operating in the EUR, this allows us to replace the objective

function by the lower bound PD(K|(i, j) ∈ I2, Un = 1) and the energy neutrality con-

straints by the EUR constraints. Using the definition of the set I2, (3.7), and the defini-

tion of PD(K|i, j, Un = 1) given above, we get PD(K|(i, j) ∈ I2, Un = 1) = pD(i, j, Et, Er),

where, for ARQ-based slow fading links operating with a strictly increasing policy,

pD(i, j, Et, Er) = pout,K . Hence, in all cases, pD(i, j, Et, Er) is the probability that the

packet remains in outage after making all K attempts.

Thus, the optimization problem of finding an optimal RIP in the EUR is obtained from

problem (3.3), (B.15), (B.16) and (B.17) by replacing theKρtEs andKρrEs withKĒt and

KĒr, respectively. Here, Ēt and Ēr denote the mean harvesting rates at the transmit-

ter and receiver. Note that, even with modified EUR constraints, the expressions for
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the objective and the constraints remain the same, and hence, Algorithm 1 yields a

near-optimal RIP. This completes the discussion on RIPs for temporally correlated EH

processes.

3.5.2 Spatial Correlation

In case the Bernoulli EH process of the transmitter and receiver are correlated, the joint

distribution of the harvesting processes can be modeled as [1]

p(et, er) = p00(1− et)(1− er) + p01(1− et)er + p10et(1− er) + p11eter,

where et, er ∈ {0, 1} are random variables taking nonzero value if energy is harvested at

the transmitter and receiver, respectively, and p00, p01, p10, and p11 are probability values

that add up to 1. In this case, the PDP is given by (2.6). Further, the conditional PDP for

the spatially correlated case is written as (see Sec. 2.6.2)

PD(K|i, j, ` = 1) =
K∑

mt=0

K∑
mr=0

p′(mt,mr)pD(i, j,mt,mr), (3.9)

where p′(mt,mr) denotes the probability that the transmitter and receiver harvest en-

ergy in exactly mt and mr slots, respectively.

Note that, since the result in Theorem 1 is directly applicable in this scenario, the

problem to find optimal RIPs can be formulated by using conditional PDP in (3.9) as

the objective when (i, j) ∈ I2. The EUR constraints are written by replacing the ρtEs and

ρrEs in (3.3a) and (3.3b), respectively, by (p10 + p11)Es and (p01 + p11)Es. The resulting

optimization problem is solved using Algorithm 2.
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In the next section, we evaluate the performance of the designed RIPs and bench-

mark them against the state-of-the-art policies. We also validate the results obtained in

Sec. 3.2.

3.6 Numerical Results

3.6.1 Simulation Setup

We consider a ZigBee system with carrier frequency 950 MHz and four slots per frame,

with a slot duration of Tp = 100 ms [64]. The transmitter and receiver are d = 10d0

distance apart, where d0 = 10 m is the reference distance. The path loss exponent is

η = 4. The additive noise corresponds to a bandwidth of 2 MHz and temperature

T = 300 K. For this system, Es = 5 dB corresponds to 100 µJ . This is a typical amount

harvested from indoor illumination, with a harvester of size 10 cm2 [63]. Note that,

due to the time-diversity offered by fast fading channels, the same value of the PDP

can be achieved at significantly lower harvesting levels when the channel is fast fading

compared to when it is slow fading. Hence, we use Es = 12 dB and γ0 = 10 dB for

slow fading channels, and Es = 5 dB and γ0 = 12 dB for fast fading channels, to obtain

the PDP values in a meaningful range (10−2 to 10−4) [40]. This also allows us to show

performance under the two channel models in the same plot.

Note that, for short distance communications, the energy consumed by the transmitter

and receiver are of the same order [23]. Hence, in each experiment, we set 1 ≤ R ≤ 1.5.

The size of the battery at the transmitter and receiver is determined using Theorem 1.

The channel from the transmitter to the receiver is assumed to be i.i.d. Rayleigh block

fading which remains constant for a slot (frame) for the fast (slow) fading channel. In
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all the experiments, the PDP is computed by averaging over 107 frames.

3.6.2 Results

Battery size required to achieve the lower bound on the PDP

In Fig. 3.2, we illustrate the size of the battery required to meet the PDP achieved un-

der infinite-capacity batteries. The policies used in this experiment are designed using

Algorithm 2. In all the cases, we observe that the PDP obtained with finite capacity

batteries is very close to the lower bound (PDP obtained with a battery size of 106),

e.g., for ARQ over slow fading channels, the lower bound is achieved when the buffer

size exceeds 40 at both the EHNs. In contrast, for ARQ-based fast fading links, the size

of the battery required is 104. This is because, as noted in Remark 2, the exponents in

Theorem 1, rt∗ and rr∗, are of the order of the drift induced by the RIP. When the drift

is low, the system takes a long time to come out of a bad battery state, and therefore,

a larger battery size is required to ensure that the probability of hitting a bad state is

sufficiently low. For instance, as shown in the figure, in case of ARQ over fast fading

channels, the required battery size to achieve near-optimal performance reduces from

104 to 102 when the drift induced by the RIP increases from 7.1276 × 10−5 to 0.0159.

Similar behavior can be observed for HARQ-CC, in slow fading scenarios. Due to this,

for ARQ with slow fading channels, a smaller sized energy buffer is required to meet

the lower bound compared to ARQ with fast fading channels. This validates the result

obtained in Theorem 1 for the required battery capacity.
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Figure 3.2: The PDP of dual EH links with finite size batteries asymptotically goes to the
PDP of dual EH link with infinite size batteries. The rate of convergence is determined
by the drift induced by the policy, i.e., the larger the drift, the faster the convergence.
The parameter values are R = 1, ρt = 0.75, ρr = 0.8 and Lmax = 3. For HARQ-CC with
fast fading channels, Lmax = 2. The size of the battery at the receiver is the same as the
size of the battery at transmitter. The drift induced by a policy is equal to the average
of the difference between the energy consumed and the energy harvested in a frame.

Performance of proposed RIPs

The results in Fig. 3.3 show the performance of the proposed policies for ARQ and

HARQ-CC with slow fading channels. The performance of the policies matches with

that obtained by solving K subproblems using an interior point method (IPM). In ad-

dition, compared to the equal power scheme [34], for ARQ-based links, there is an
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Figure 3.3: Slow fading channels

approximately tenfold reduction in the PDP. Similar performance improvement is ob-

served in the proposed policy over the equal power scheme for the HARQ-CC based

links also; we omit the plot to avoid repetition.

The results in Fig. 3.4 compare the performance of the proposed policies over fast fad-

ing channels. In the case of ARQ, to solve the CGP, we approximate the infinite sum-

mations by their first three terms only, which leads to a computationally inexpensive

optimization procedure, which, nonetheless, matches with the performance obtained

using the IPM. For HARQ-CC, the RIPs are obtained by solving a GP, which can be

solved efficiently by directly converting it into a convex program. In this case, solving

the GP directly using IPM is inefficient. Hence, for HARQ-CC, we omit the compari-

son with IPM. We observe that, compared to ARQ, HARQ-CC offers an approximately
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Figure 3.4: Fast fading channels

tenfold improvement in the PDP. Also, the equal power policy with transmit power

level 4Es performs poorly compared to the designed RIPs. In addition, we compare the

performance of the proposed RIP against a policy obtained by solving an optimization

problem formulated ignoring the harvesting constraint at the receiver. Note that, for

this case, we consider ρr = 0.25 which corresponds to a scenario when the receiver is

energy constrained. The results for this scenario show that it is suboptimal to ignore

the harvesting constraint at the receiver.

In Fig. 3.5, we compare the performance of the proposed RIP designed for ARQ with

fast fading channels, against the joint threshold based policy (JTBP), which is essentially

an equal power policy with its transmit power level optimized using a global search al-

gorithm [1]. It can be seen that the RIP outperforms both the JTBP and linear policy.
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Figure 3.5: Performance comparison against the joint threshold based policy (JTBP) and
linear policy [1]. The parameters are R = 1.25, ρr = 0.7, Bt

max = 4000 and Br
max = 500.

This is because the JTBP and linear policy, although simple to implement, are subopti-

mal. Moreover, the computational complexity of the global search method used to op-

timize the transmit power levels increases with the buffer size, which is prohibitively

large even for moderate sized energy buffers. For example, with Bt
max = Br

max = 35Es,

the size of the search space is approximately 108.

Impact of decoding energy R

In Fig. 3.6, we study the impact of energy required for decoding, REs. For this experi-

ment, we consider an energy constrained receiver, i.e., the energy required for decoding

a packet is close to the average energy harvested by the receiver, in a frame. Also, the
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receiver has a small battery. We consider two scenarios when the receiver consumes 15

and 20 µJ for maximal ratio combining the packet. Thus, the total energy required for

decoding a packet in these scenarios are 1.15Es and 1.2Es, respectively. Note that, in

these scenarios, the receiver can only support two or one attempts in a frame, on aver-

age, respectively, and it is unable to fully exploit the benefits of chase combining. Due

to this, in contrast to conventional communication system where HARQ-CC results in

improved performance, the ARQ outperforms the HARQ-CC. Also observe that, for

ρt > 0.4, the PDP improves with decrease in R. This is because, for R = 1.15, the re-

ceiver can support two attempts, while for R = 1.2, it can support only one attempt on

average. Also, it is easy to observe that we can trade off R for ρr. However, once the

receiver has sufficient energy to support all K attempts, the decrease in R (or increase

in ρr) does not further improve the PDP.

Performance of RIPs for Mono-T links

As noted in Remark 3, the proposed scheme can also be used to design near-optimal

RIPs for mono-T EH links by simply dropping the EUR constraint at the receiver. The

results in Fig. 3.7 compare the performance of the RIPs designed for an ARQ-based

mono-T EH link with the SoC-dependent policies designed using the Markov decision

process (MDP) based framework. The performance is compared for both slow and fast

fading channels with different number of quantization levels for the channel gain. In

theory, SoC-dependent policies designed using the MDP framework perform at least

as well as, and possibly better, than the proposed SoC independent RIPs. However,

in practice, the MDP is formulated by quantizing the battery and channel states, and

increasing the number of quantization levels increases the computational complexity
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Figure 3.6: Impact of decoding energy: ARQ outperforms HARQ-CC when the receiver
is energy constrained and the energy cost of combining packets is nonzero. The param-
eters used are Bt

max = 20, ρr = 0.3 and Lmax = 4.

of MDP. Thus, due to the effect of quantization of the battery and channel states, in

practice we find that the designed RIPs can even outperform the policies obtained using

MDPs.

The results in this section illustrate that the RIPs obtained using the proposed GP

based design procedure improves the PDP of the system compared to the state-of-the-

art schemes. Moreover, the values of the system parameters used for the experiments

correspond to practical scenarios. For example, in Fig. 3.5, for an ARQ-based fast fading

link, the size of the battery used at the transmitter is 4000 units, which is much less than

the size of the battery used in practical EHNs (see footnote 2). The results thus reaffirm
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Figure 3.7: Performance comparison of RIPs for ARQ based mono-T links with policies
designed using an MDP approach assuming access to perfect SoC information [2]. For
slow fading channels, the proposed RIP uniformly outperforms the MDP, while in the
fast fading case, for ρt ≥ 0.7, the RIPs outperform the corresponding MDP based poli-
cies. The parameters used are Bt

max = 40 and Lmax = 4 and 2 for slow and fast fading
channels, respectively.

that the proposed scheme is suitable for implementation in present-day EHNs.

3.7 Conclusions

In this chapter, we designed near-optimal, SoC-unaware, retransmission index based

power control policies for dual EH links with both slow and fast fading channels. We

showed that, in the energy unconstrained regime, the performance of the proposed

SoC independent policies converge asymptotically to that of the optimal policy under
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infinite batteries, as the size of the battery size gets large. These results characterized

the battery size required to achieve a PDP sufficiently close to that of a system with

infinite capacity batteries. By reformulating the problem as a geometric program, we

obtained near-optimal RIPs in a computationally efficient manner. Using Monte Carlo

simulations, we showed that the designed RIPs outperform state-of-the-art policies in

terms of their PDP.
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Packet Drop Probability Analysis of

Multi-hop Energy Harvesting Links

with ARQ

This chapter investigates the design of ARQ based Multi-hop energy harvesting links.

As highlighted in Chapter 1, due to the coupling among the policies of different nodes,

polices that are optimal for point-to-point EH links could be suboptimal for multi-hop

EH links. As a first step towards finding optimal policies for multi-hop EH links with

ARQ, we extend the analysis presented in Chapter 2, and derive closed-form PDP ex-

pressions. However, different from Chapter 2, we consider an exponential outage model,

where the probability of outage decays exponentially with the received SNR. We start

with a short survey of literature on multi-hop EH links.

The design and analysis of power management policies for multi-hop EH links has

been studied with various objectives such as the long-term rate [65], energy efficiency [66],

transmission reliability [67], distortion [68], fairness [69], utility [70,71], throughput [72],

and sensing rate [73]. However, these studies do not consider the design of ARQ based

83
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multi-hop EH links, which is the focus of this chapter.

In the next section, we present our system model.

4.1 System Model

We consider an N -hop link formed by N + 1 EHNs as shown in Fig. 1.1. The first

EHN (source) takes a measurement at the beginning of every frame of duration Tf . The

measurement packet needs to be delivered to the last node (destination), before the end

of the frame. If a packet does not reach the destination by the end of the frame, it is

dropped. Each packet is relayed to the destination using N − 1 half-duplex relays which

operate in a decode and forward manner.

4.1.1 Transmission Protocol on Each Hop

The transmission of a packet between two successive EHNs follows the ARQ proto-

col where each packet attempt by the transmitter is followed by an acknowledgment

(ACK) or negative ACK (NACK) signal from the receiver, indicating the success or fail-

ure of the attempt, respectively. The ACK/NACK messages are assumed to be received

without any error and delay [1,2,34,45]. This is a reasonable assumption because com-

pared to a measurement packet ACK/NACK messages are smaller in the size and can

be transmitted with significant protection to keep the error rate negligibly small. If the

transmitter receives an ACK, then it does not retransmit the packet and goes to sleep

and harvests the energy until it is time to receive the next packet. On the other hand,

reception of a NACK results in retransmission of the packet, provided both the trans-

mitter and receiver have sufficient energy to make the next attempt.
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We consider a time-slotted system, and let Ts denote the duration of a slot, which is the

total time required to make an attempt and receive the ACK/NACK from the receiver.

Hence, a frame contains K =
⌊
Tf
Ts

⌋
slots. Out of these K slots, the nth node is allocated

Kn slots, such that
∑N

n=1Kn = K. Thus, the nth node remains awake for at most Kn−1 +

Kn slots in a frame, and receives in a slot s if s ∈
{∑n−2

p=1 Kp + 1, . . . ,
∑n−1

p=1 Kp

}
and

transmits if s ∈
{∑n−1

p=1 Kp + 1, . . . ,
∑n

p=1Kp

}
. The duration

{∑n−1
p=1 Kp + 1, . . . ,

∑n
p=1 Kp

}
is called the nth sub-frame, and is of durationKn slots. A packet received in (n−1)th sub-

frame needs to be delivered to the (n + 1)th node within the nth sub-frame, otherwise

it is dropped. This type of fixed slot allocation can be pre-programmed during the

network deployment phase and is more energy efficient compared to dynamic slot al-

location which requires a node to remain awake in anticipation of a transmission by the

previous node.

4.1.2 Energy Harvesting Model

The energy harvesting process at the nodes is modeled as a temporally i.i.d. Bernoulli

process, independent across nodes [1, 2, 17, 34, 63]. That is, in a slot, node n harvests

energy Es with probability ρn, and does not harvest energy with probability 1− ρn, for

1 ≤ n ≤ N + 1. Without loss of generality, we normalize Es = 1, throughout the pa-

per. The Bernoulli model is motivated by switch-based and vibration based harvesting

mechanisms [34, 74]. The simplicity of Bernoulli model facilitates the exposition of the

key ideas presented in the paper, while still capturing the sporadic and random nature

of the energy availability at the EHNs. However, the Markov chain based framework

presented in the sequel directly extends to more general models, e.g., the stationary
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Markov model [63] and generalized Markov model [51] as well as to account for spa-

tial correlation in the harvesting process.

4.1.3 Power Management Policy

The transmit power policy of node n is an RIP denoted by Pn , {P n
1 =

En1
Ts
, P n

2 =

En2
Ts
, · · · , P n

Kn
=

EnKn
Ts
}, for 1 ≤ n ≤ N . The RIP Pn is an attempt based prescription,

i.e., the nth node uses En
` amount of energy to make its `th attempt1, 1 ≤ ` ≤ Kn. In

addition, due to the restriction imposed by RF-front end, En
` ≤ Emax, where Emax is the

maximum allowed transmission energy per slot. At the receiver, since the size as well

as the modulation and coding scheme remain fixed for each packet, we assume that a

node consumes R units of energy to receive and decode a packet, including the energy

required to transmit the ACK/NACK message [1, 26]. The Markovian evolution of the

battery at each node ensures that the operation of the node satisfies the energy neutrality

constraint (ENC), and is given as follows

Bn
s+1 = min

((
Bn
s + 1{Hns } − En

` 1{Ent,s} −R1{Enr,s}
)+

, Bmax
n

)
, (4.1)

for 1 ≤ n ≤ N + 1. In the above, Bmax
n < ∞ denotes the size of the battery at the nth

node and (x)+ , max(0, x). Also, 1{E} denotes an indicator function which equals one

when the event E occurs, and equals zero otherwise. Ent,s and Enr,s denote the events that

node n is acting as a transmitter and receiver, respectively, in the sth slot. The event

that node n harvests energy in the sth slot is denoted by Hn
s . We let Un

s denote the local

1The subscript is used for either time or node index, depending on the context. However, when
both time index and node index appear together, they are indicated in the subscript and superscript,
respectively.
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transmission index of the nth node in the sth slot, s ≥∑n−1
p=1 Kp + 1. It is defined as

Un
s ,

−1 ACK received,

` `− 1 NACKs received, ` ∈ {1, . . . , Kn}.
(4.2)

For s ≤∑n−1
p=1 Kp, Un

s = 0, i.e., the Un
s is zero until the start of nth sub-frame, and at the

start of nth sub-frame the local transmission index is set to one. It is incremented by

one each time a NACK is received, and set to −1 if an ACK is received. Thus, the nth

node makes the `th attempt in the sth slot if and only if all the following conditions are

satisfied:

1. The nth node has received the packet successfully, i.e., the local transmission index

of all the previous n− 1 nodes is equal to −1.

2. The sth slot is a slot in the nth sub-frame.

3. Un
s = `, i.e., previous `− 1 attempts made by the nth node has failed.

4. Both the nth and (n + 1)th nodes have sufficient energy in the battery to transmit

and receive the packet, respectively. That is, En
` ≤ Bn

s and R ≤ Bn+1
s .

Based on the above, we can define Ent,s and Enr,s in (4.1) as Ent,s , {Bn
s ≥ En

` , B
n+1
s ≥

R, (U i
s = −1)n−1

i=1 , U
n
s = `,Kn + 1 ≤ s ≤ Kn+1}, and Enr,s , {Bn−1

s ≥ En−1
` , Bn

s ≥ R, (U i
s =

−1)n−2
i=1 , U

n−1
s = `,Kn−1 + 1 ≤ s ≤ Kn} for some ` such that 1 ≤ ` ≤ s. Note that, Ent,s and

En+1
r,s are the same events. The system dynamics of our system is shown in Fig. 4.1.

Note that, to ensure that an attempt is made only if En
` ≤ Bn

s and R ≤ Bn+1
s , the trans-

mitter and receiver need to have one bit information about the SoC of the other node.

This can be obtained using a coordinated sleep-wake protocol between the transmitter
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Figure 4.1: Evolution of the batteries at the transmitter and receiver during the trans-
mission of a packet. In the first sub-frame, the source node is the transmitter and the 2nd

node is the receiver. More generally, in the nth sub-frame, the nth node transmits to the
(n + 1)th node. In the illustrated scenario, the first node delivers the packet in the K th

1

slot, while the second node receives an ACK in the 3rd slot. Note that, after receiving
the ACK signal, the 2nd node does not make further attempts and harvests energy for
the rest of the frame. Also, after receiving the packet successfully, the 3rd node starts its
transmission only at the start of 3rd sub-frame. A packet is dropped if any node in the
multi-hop link fails to deliver the packet to next node.

and receiver proposed in [27] and described in the previous chapter.

4.1.4 Channel Model

The wireless channel between two consecutive nodes is modeled as a block fading chan-

nel [1, 34] with two different scenarios for the block duration. In the first scenario,

named as slow fading, the channel remains constant for the duration of a sub-frame and

changes in an i.i.d. fashion at the start of next sub-frame. In the second scenario, called

as fast fading, the channel stays constant for a slot duration and changes in an i.i.d.
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fashion at the beginning of a new slot. The transmitting node does not have access to

channel state information, but it can possibly infer about the channel using the received

ACK/NACK messages. In both slow and fast fading cases, the channel is assumed to

be Rayleigh distributed, with the complex baseband channel distributed as CN (0, σ2
c ).

The probability that the `th attempt of the nth node is in outage is given as [75–77]

Pe(E
n
` , γ) = exp

(
−E

n
` γ

N0

)
, (4.3)

where γ and N0 denote the instantaneous channel gain and power spectral density of

the AWGN at the receiver, respectively. Thus, in a given slot, the packet can be in

outage either due to unavailability of energy at the transmitting or receiving EHN, due

to a bad channel state, or noise at the receiver.

The goal in this chapter is to design the set of RIPs {Pn}Nn=1 such that the PDP is

minimized. To do so, we need to characterize the dependence of the PDP on the system

parameters and transmit power levels of the RIPs. In the next section, we derive the

approximate closed-form expressions for the PDP which are accurate over a wide range

of system parameters. Using the closed-form expressions, we will formulate our main

optimization problem in next chapter.

4.2 Packet Drop Probability

The system described in the previous section can be modeled as a discrete time Markov

chain (DTMC). The state of the DTMC in slot s is represented by the tuple (Bs,U s, s),

whereBs ,
(
B1
s , B

2
s , . . . , B

N+1
s

)
andU s , (U1

s , U
2
s , . . . , U

N
s ) are the vectors denoting the

battery state and local transmission index of all the nodes. For a slow fading channel,
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the state transition probability matrix (TPM) is denoted by G(γ) and its (a, b)th entry

denotes the probability of transitioning from state a , (Ba,U a, s) to b , (Bb,U b, s+1),

i.e.,

Ga,b(γ) , Pr
[
(Bs+1 = Bb,U s+1 = U b, s+ 1) |(Bs = Ba,Us = U a, s), γ

]
, (4.4)

The transition probabilities are determined by the RIPs, {Pn}Nn=1, and the channel and

EH statistics. For a fast fading channel, entries of the TPM,G, are written similarly. The

expressions for the transition probabilities are provided in Appendix C.1.

Using the above DTMC, for a given set of RIPs P , {Pn}Nn=1, the PDP can be written

as

PD =
∑
B

π(B)Eγ {PD (K|B,U = 1,γ, s = 0)} , (4.5)

where π(B) denotes the stationary probability that, at the start of the frame, the battery

states of the nodes in the system is B, and PD(K|B,U = 1,γ, s = 0), termed as the

conditional PDP, denotes the probability that the packet is dropped after K slots, given

that at the start of the frame the battery state is B and the channel encountered by the

packet is γ. For a slow fading channel γ , (γ1, γ2, . . . , γN), where γn denotes the chan-

nel in the nth subframe, while for a fast fading channel γ , (γ1, γ2, . . . , γK), where γs

denotes the channel in sth slot. Conditioning on U = 1 signifies that the local transmis-

sion index at all the nodes is reset to one at the start of the frame. Thus, to compute

the PDP using (4.5), we need to find the stationary distribution of the DTMC, π, and

the average conditional PDP, Eγ {PD(K|B,U = 1,γ, s = 0)}, where Eγ(·) denotes the

expectation over the channel state γ.

Now, since the number of states of the DTMC is finite, the DTMC is positive recurrent.
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This ensures the existence of the stationary distribution π. The stationary distribution

over the battery states at the start of the frame is given as [56, Lemma 1]

π = (E [G′(γ)]− I +A)
−1

1, (4.6)

where 1 is a
∏N+1

n=1 (Bmax
n + 1) dimensional all ones vector,A an all ones matrix, and I is

the identity matrix. G′(γ) is theK-step TPM with entries Pr
[
B(M+1)K = B2|BMK = B1,γ

]
,

where M is the frame index. The entries of G′(γ) are computed using GK(γ), by

marginalizing out the local transmission index vector U, as follows

∑
u

Pr
[(
B(M+1)K = B2,U (M+1)K = u, s = K

) ∣∣∣(BMK = B1,UMK = 1,γ, s = 0
)]
.

(4.7)

Remark: Computing the stationary distribution for a fast fading multi-hop link is sim-

pler than the slow fading case. This is because, as noted in the Appendix C.1, the TPM

G directly contains the channel averaged entries. Thus, in the fast fading case, the ex-

pression to compute π is similar to (4.6), and can be written by directly replacingE [G′]

withG′. Next, we derive an expression for the average conditional PDP.

4.2.1 Average Conditional PDP

For a given channel state, γ, the conditional PDP is determined by the number of trans-

mit and receive attempts supported by each node. Since this probability is conditioned

on the battery state at the start of the frame, it is important to account for the number

of slots in which energy is harvested by a node from the start of the frame till the sub-

frame in which it remains active. Let Mn , (mr,n,mt,n), where 0 ≤ mr,n ≤
∑n−1

i=1 Ki and
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0 ≤ mt,n ≤ Kn denote the total number of slots in which energy is harvested by the nth

node in the first n− 1 sub-frames and during the nth sub-frame, respectively. Note that,

mr,1 = 0 and mt,1 ≤ K1. Similarly, mr,N+1 ≤ K and mt,N+1 = 0. The following Lemma

expresses the average conditional PDP in terms of the probability that the packet is

dropped when the initial battery state vector and harvesting pattern vector are B and

M = (M1, . . . ,MN+1), respectively, when the channel encountered by the packet is γ,

denoted by pD(B,M ,γ). The result directly follows from the spatial independence of

the harvesting processes across the nodes, and hence is omitted.

Lemma 9. The average conditional PDP can be written as

Eγ {PD(K|B,U = 1,γ)} =
∑

M=(M1,...,MN+1)

q(M )Eγ{pD(B,M ,γ)}, (4.8)

where q(M ) denotes the probability of a harvesting patternM , and is given by

q(M ) =
N+1∏
n=1

(∑n−1
i=1 Ki

mr,n

)(
Kn

mt,n

)
ρmr,n+mt,n
n (1− ρn)

∑Kn
i=1Ki−mr,n−mt,n . (4.9)

Next, to compute the conditional PDP using Lemma 9, we need to find pD(B,M ,γ),

which can be expressed in terms of the outage probability of the individual hops as

follows.

Lemma 10. Let the battery state at the start of the frame and the harvesting pattern be B and

M , respectively. When the channel encountered by the packet is γ, the probability that the
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packet is dropped, pD(B,M ,γ) can be expressed as

pD(B,M ,γ) =
N∑
n=1

pD,n

n−1∏
i=1

(1− pD,i), (4.10)

where pD,n denotes the probability that the packet is dropped at the nth hop.

Proof. The proof follows from the fact that the packet drop event can be written as the

union of N mutually exclusive events, where the nth event is that the packet is dropped

at the nth hop, for all 1 ≤ n ≤ N . The probability that the packet is dropped in the nth

hop is written using the independence of channel states across the sub-frames.

Next, we characterize the pD,n using the following observations. First, pD,n is a function

of Bn, Bn+1,Mn,mr,n+1, and the channel between the nth and (n + 1)th node. Here, Bn

and Bn+1 denote the nth and (n + 1)th components of B. Second, pD,n depends only

on the channel state and the number of feasible attempts, Ψn, supported in the nth

subframe. It does not depend on the exact slot indices in which the attempts are made.

Based on this, pD,n can be written as

pD,n =
Ψn∏
`=1

Pe

(
En
` γn
N0

)
. (4.11)

To compute pD,n using (4.11), we need to determine the number of feasible attempts,

Ψn, in the nth subframe. A method to compute Ψn is provided in Appendix C.2.

Thus, using Lemmas 9, 10 and the procedure to compute the number of feasible at-

tempts in Appendix C.2, Eγ {pD(B,M ,γ)} in (4.8) can be written as

Eγ {pD(B,M ,γ)} =
N∑
n=1

Eγ{pD,n}
n−1∏
i=1

(1−Eγ{pD,i}), (4.12)
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In the above equation, computing Eγ{pD,n} depends on whether the channel is slow or

fast fading. In the slow fading case, from (4.3) and (4.11), and since the channel state γ

is exponentially distributed and constant through the subframe, we get

Eγ{pD,n} =
1

1 +
∑Ψn

`=1

En`
N0

. (4.13)

Similarly, in the fast fading case, we have

Eγ{pD,n} =
1∏Ψn

`=1

(
1 +

En`
N0

) . (4.14)

This completes the derivation of the PDP expressions in both the cases.

4.3 Extension to General EH Processes

In this section, we extend the PDP analysis to capture the spatio-temporal correlation

of the EH processes at the EHNs. In the following, we first consider the case where the

EH process at each node is temporally correlated. The temporal correlation in the EH

process is modeled as a stationary first order Markov process.

4.3.1 PDP Expressions for Temporally Correlated EH Processes

To model the temporal correlation in the EH process at the nth node, we use a stationary

first order Markov chain [63], which is described by the set of harvesting energy levels,

En , {en1 , . . . , enmax}, and the probabilities, pna,b = Pr
[
En
m+1 = enb |En

m = ena
]
, that enb units

of energy is harvested in the (m+ 1)th slot, given that ena units of energy was harvested

in the mth slot, where both ena and enb ∈ En.
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When the EH process at each node is modeled as a stationary Markov chain, the con-

ditional PDP depends not only on the channel and the battery states of the nodes at the

start of the frame, but also on the states of the EH processes at the start of the frame.

Hence, state of the DTMC describing the evolution of the system must now include

the states of the EH processes. That is, the state of the DTMC is described by a tuple

(Bs,U s,Es, s). To obtain the transition probabilities of this modified DTMC, one needs

to account for the transition probabilities of the harvesting processes. Thus, the entries

of the TPM of the DTMC can be derived as a straightforward extension of the entries

given in Appendix C.1. Then, the packet drop probability is written as

PD =
∑

(B,E)

π(B,E)Eγ {PD (K|B,U = 1,E,γ, s = 0)} , (4.15)

where E , (E1, . . . , EN+1) denotes the state of the harvesting process at the start

of the frame and π(B,E) denotes the stationary probability that at the start of the

frame the DTMC is in a state such that the battery and energy state are B and E,

respectively. The stationary probabilities can be obtained using (4.6). Also, in (4.15),

PD (K|B,U = 1,E,γ, s = 0) denotes the conditional PDP, i.e., the probability that the

packet is dropped given that at the start of the frame the battery energy state areB and

E, respectively, and channel states of the links is γ. The conditional PDP can be written

as

PD (K|B,U = 1,E,γ, s = 0) =
∑
(H)

p (H|E) pD (B,H) , (4.16)

where p (H|E) denotes the probability that nodes harvest the energy according to the

pattern described by H , given that the harvesting process is in state E at the start of

the frame. The probability p (H|E) can be computed using the transition probabilities,
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pa,b, of the stationary Markov chain. In (4.16), pD (B,H) denotes the probability that

the packet is dropped, given that the battery state of the nodes is B at the start of the

frame, and they harvest energy according to the pattern H , {(Hr,n, Ht,n)}N+1
n=1 , where

Hr,n and Ht,n denote the amount of energy harvested by the nth node in the first n − 1

subframes, and in the nth subframe, respectively. To compute pD (B,H), we need to

characterize the number of feasible transmit and receive attempts for each node. This

is accomplished using the method to compute Ψn, provided in Appendix C.2, with

En
avl,r , min{Bn+Hr,n, B

n
max} andEn

avl,t , min{Bn+Hr,n+Ht,n−Ψn−1R,B
n
max}. Using the

computed Ψn, one can compute pD (B,H) using the expressions provided in Sec. 4.2.

In the following, we extend the PDP expressions to the scenario where the harvesting

process at the EHNs are spatially correlated.

4.3.2 Spatially Correlated EH Processes

The joint distribution of the spatially correlated Bernoulli harvesting processes is de-

noted by f(I), the probability that the nodes harvest the energy according to pattern

I ∈ {0, 1}N+1. In this scenario, the 1-step TPM can be obtained by replacing p(Is) in the

expression for the transition probabilities, given in Appendix C.1, by f(Is). Also, the

conditional PDP can be written as

PD(K|B,U = 1) =
∑
M

q(M)pD(B,M), (4.17)

where q(M ) denotes the probability that the harvesting pattern is M . The probability

q(M ) can be computed using the distribution f . In the above, pD(B,M) denote the

probability that the packet is dropped if the battery state of the node at the start of the
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frame is B, and the nodes harvest energy according to pattern M . This completes the

analysis for general case.

4.4 Simulations and Discussion

We consider a two-hop EH link, with a frame and slot duration of 800 ms and 100 ms,

respectively. Thus, throughout the simulations, unless stated otherwise, the frame has

a total of 8 slots, which are distributed equally between the first and second subframe,

i.e., K1 = K2 = 4. The distance between the transmitter and receiver at both the hops is

500 m, with a reference distance d0 = 10 m and path-loss exponent η = 4. We consider

a typical ZigBee system with the carrier frequency 950 MHz and the system bandwidth

2 MHz [35]. The noise at the receiver is corresponds to 300 K. In this system, Es = 0

dB is equivalent to 25 µJ . The channel is assumed to be i.i.d. Rayleigh faded for both

slow and fast fading cases, with the channel remaining constant for the frame and slot

duration, respectively. The PDP is measured by averaging the performance over 107

packets.

Accuracy of the closed-form PDP expressions

Figure 4.2 illustrates the accuracy of our closed-form expressions for the PDP of a multi-

hop link in both slow and fast fading cases derived in Sec. 4.2. The analytical expres-

sions match closely with the simulation results. We observe that the PDP initially de-

creases with the harvesting probability at the source node, ρ1, and later saturates. The

latter regime is the EUR, because, under the RIP [1, 1], the average energy consumed is

lower than the average energy harvested for ρ1 greater than about 0.4. Also, the PDP
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Figure 4.2: Accuracy of the closed-form PDP expressions. Parameters used: K1 = K2 =
2, R = 1, and Bmax = 3 for all the nodes. The RIP is [1 1] at both source and relay
nodes. The harvested energy for slow and fast fading cases are Es = 8 dB and 3 dB,
respectively.

obtained for ρ2 = ρ3 = 0.6 is lower than the PDP for ρ2 = ρ3 = 0.3. This is because, in

the latter case, the energy availability at the relay and destination is lower, and therefore

fewer attempts are supported at each hop.

Effect of slot allocation

Fig. 4.3 demonstrate the impact of different slot allocations on the PDP. Here, total 6

slots are distributed among two hops and PDP performance corresponding to each slot

allocation is plotted against the harvesting probability at the source node. For both
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Figure 4.3: Impact of slot allocation on the PDP: equal slot allocation performs the
best. The harvested energy for slow and fast fading case is Es = 5 dB and Es = 3 dB,
respectively, while the size of the battery at each node is 50Es and 200Es, respectively. In
both the cases: the energy required for decoding at each node is 1Es and the maximum
transmit power allowed is Pmax = 10Es

Ts
. Bn

max = 50 for all nodes.

slow and fast fading channels, the PDP is lowest when both the first and second node

have equal number of slots to forward the packet to next node, i.e.,K1 = K2 = 3. Also,

the performs degrades with more asymmetric distribution. For example, K1 = 4 and

K2 = 2 is worse than K1 = 3 and K2 = 3. Moreover, for asymmetric distribution

of slots, it is interesting to note that for lower harvesting rates at the source node it is

better to allocate more slots to it. In contrast, at higher harvesting rates it is better to

allocate more slot to the second node. For instance, for the lower harvesting rates the

PDP for the allocation K1 = 5 and K2 = 1 is better than K1 = 1 and K2 = 5, while at
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higher harvesting rates K1 = 1 and K2 = 5 results in better PDP. Same holds true in

other cases also. This is because of the trade-off between the time-diversity offered by

the channel and the harvesting rate. This is confirmed by the marginal gains obtained

for slow fading channels. Note that, for K1 = 1 and K2 = 5, and K1 = 5 and K2 = 1 the

PDP of slow fading multi-hop link is better than the fast fading link. This is due to the

lower value of harvested energy, i.e., Es = 3 dB for fast fading link, compared to slow

fading link. However, once we allocate more than one slot to each node the PDP of fast

fading case is better than the slow fading scenario as the fast fading links are benefited

by the time-diversity.

4.5 Conclusions

In this chapter, we derived closed-form PDP expressions for ARQ-based multi-hop EH

links. We also derived expressions for the PDP when the EH processes of the nodes

are spatio-temporally correlated. We illustrated the accuracy of the closed-form ex-

pressions using computer simulations. In the next chapter, we use these closed-form

expressions to find optimal power management policies for the multi-hop EH network

considered in this thesis.
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Design of PDP-Optimal SoC-unaware

Energy Management Policies for

ARQ-based Multi-hop Links

In this chapter, a RIP optimization problem is formulated which is solved in two scenar-

ios. In the first scenario, we find closed-form expressions for the transmit power levels

of the optimal policies, when the energy cost to receive a packet is negligible compared

to energy required for transmission. In the second scenario, namely, when the energy

cost to receive and decode a packet is non-negligible, we propose an iterative procedure

to obtain near-optimal energy management policies.

5.1 Packet Drop Probability Minimization

In this section, we formulate an optimization problem for obtaining the RIPs that min-

imize the PDP. Using (4.5), we can express the optimization problem as:

min
{Pn}Nn=1

∑
B π(B)Eγ {PD (K|B,U = 1,γ)} , (5.1a)

101
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subject to 0 ≤ En
` ≤ Emax for all 1 ≤ ` ≤ Kn and 1 ≤ n ≤ N. (5.1b)

In (5.1), π is obtained using (4.6), which, in turn, is determined by the energy neutrality

constraint (ENC). This implicit dependence on the ENC makes the above problem hard

to solve. Furthermore, due to the large state space of the problem, it is challenging to

find a numerical solution using the dynamic programming techniques. Hence, in the

following, we reformulate the above optimization problem by finding tight bounds on

the objective function. The following Lemma provides an upper bound and a lower

bound on the PDP. The proof is similar to the proof of Lemma 7, and hence is omitted.

Lemma 11. Let P , {Pn}Nn=1 be a set of RIPs satisfying En
` ≤ Emax for all 1 ≤ ` ≤ Kn and

1 ≤ n ≤ N . Let IA , {B |0 ≤ Bn ≤ Bmax
n , Bn −KnEmax −Kn−1R ≥ 0, for all 1 ≤ n ≤

N + 1
}

and IcA , I \ IA, where I , {B |0 ≤ Bn ≤ Bmax
n for all 1 ≤ n ≤ N + 1} is the set

of all battery state tuples. Then, for a multi-hop EH link operating using RIP P ,

P ∗D∞ ≤ min
{Pn}Nn=1

∑
B

π(B)Eγ {PD (K|B,U = 1,γ)} ≤ P ∗D∞ +
∑
B∈IcA

π(B)
∣∣∣
P∗
, (5.2)

where P ∗D∞ , min
{Pn}Nn=1

Eγ {PD (K|B,U = 1,γ)} andP∗ , arg min
{Pn}Nn=1

Eγ {PD (K|B,U = 1,γ)}

for anyB such thatB ∈ IA.

In the above, P ∗D∞ is the minimum PDP obtainable, when, at the start of the frame,

each node has sufficient energy in its battery to support all the possible transmit and

receive attempts, regardless of its harvesting pattern. This set of “good” inital battery

state tuples is denoted by IA.

Note that, the lower bound P ∗D∞ can also be interpreted as the minimum PDP achiev-

able for a multi-hop link whose nodes are equipped with infinite sized batteries. This
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is because, as noted in [69], with infinite battery, it is necessary and sufficient to operate

under an average power constraint1 to satisfy the ENC.

On the other hand, the difference between the two bounds,
∑
B∈IcA

π(B)
∣∣∣
P∗

, is the sum

of the stationary probabilities of the battery state vectors that do not necessarily support

all transmission and reception attempts. Its value depends on the policy P∗ as well as

the size of the batteries at the nodes. Intuitively, the policy minimizing the lower bound

has an additional side-benefit: it induces a (small) positive drift on the battery states at

the nodes, causing the states to drift away from the set IcA, and thereby reducing the

gap between the upper and lower bounds. Hence, policies designed under the average

power constraint are likely to be near-optimal. In the following subsection, we make

this intuition mathematically precise. Specifically, we prove that for a multi-hop EH

link with each node satisfying the average power constraint, the difference between

the upper and lower bound decays exponentially with the size of the battery at the

nodes. This, in turn, allows us to replace the objective function in (5.1) by the lower

bound and the ENC by the average power constraint, to obtain near-optimal policies.

5.1.1 Tightness of the Bounds

In this subsection, we show that the difference between the upper and lower bound in

(5.2) can be expressed as the sum of N + 1 terms, and each term decays exponentially

with the size of the battery at a node, provided the multi-hop EH link is operating in

the energy unconstrained regime (EUR), i.e., when all nodes operate under an average

power constraint.

1When operating under an average power constraint, a node consumes ε less power than it harvests,
on average, where ε > 0 can be arbitrarily small. Due to this, the battery states drift to infinity over time,
and energy outages do not occur.



Chapter 5. 104

Theorem 2. If each node of a multi-hop EH link operates using a policy P with finite power

levels and satisfying the EUR constraint, then
∑
B∈IcA

π(B) =
∑N+1

n=1 Θ(er
∗
nB

max
n ) where r∗n is

a negative root of the asymptotic log moment generating function (MGF) of the battery drift

process
(
Y n
s , Bn

s +1{Hns }−L(Bn
s , B

n+1
s , {U i

s}
n
i=1)−R(Bn−1

s , Bn
s , {U i

s}
n−1
i=1 )

)
of the nth node.

Here, L(.) and R(.) denote the energy consumed for transmission and reception, respectively.

The asymptotic log MGF is defined as Λ(rn) = limT→∞
1
T

logE
[
exp

(
rn
∑T

s=1 Y
n
s

)]
.

Proof. The proof follows using arguments similar to the proof in Theorem 1.

In the above, r∗n = −2δn
σ2
e

+ o(δn) [33], where δn is the battery drift (difference between

the average energy harvested and average energy consumed) at node n and σ2
e is the

asymptotic variance of the harvesting process. For further details, see [33, Lemma 3].

Theorem 2 implies that, for a multi-hop EH link operating in EUR, the probability

that the battery state of a node at the start of the frame cannot support all the receive

and transmit attempts that could occur during the frame can be made arbitrarily small

by choosing a sufficiently large battery at each node. Thus, for a multi-hop EH link

with large enough battery at each node, the difference between the upper and lower

bounds in (5.2) is negligible, when operating in the EUR. Hence, in the large battery

regime, we can replace the objective in (5.1) by the lower bound obtained in Lemma 11.

Moreover, the stringent energy neutrality requirement can be replaced by the relaxed

EUR constraint. This leads to the following reformulated optimization problem:

min
{Pn}Nn=1

Eγ {pD(B,M ,γ)} , (5.3a)

subject to Tn +Rn ≤ Kρn, for all 1 ≤ n ≤ N + 1, (5.3b)

0 ≤ En
` ≤ Emax for all 1 ≤ ` ≤ Kn and 1 ≤ n ≤ N, (5.3c)
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where Tn , Pr [n]

(
Kn∑
`=1

En
` Eγ

{
`−1∏
i=1

Pe(E
n
i , γ)

})
, (5.4)

and Rn , Pr [n− 1]

(
Kn−1∑
`=1

R1{E(n−1)
` 6=0}Eγ

{
`−1∏
i=1

Pe(E
(n−1)
i , γ)

})
(5.5)

denote the average energy consumed by the nth node for transmission and reception,

respectively. The average energy consumed for transmitting the packet, Tn, is written

by accounting for the following events:

1. The packet reaches the nth node, the probability which is denoted by Pr [n].

2. The `th attempt is made only if all the previous ` − 1 attempts have failed. This

happens with probability Eγ
{∏`−1

i=1 Pe(E
n
i , γ)

}
.

The average energy consumed by nth node in receiving a packet,Rn, is written similarly.

Note that, in the expression for Rn, 1{E(n−1)
` 6=0} is an indicator function and captures the

fact that the receiving node spends R units of energy only if the transmitter attempts

the packet at nonzero power. Also, the average energy consumed for reception and

transmission at the source and destination node, i.e., R1 and TN+1, respectively, are

defined to be equal to zero.

In the above,

Pr [n] ,
n−1∏
m=1

Eγ

(
1−

Km∏
i=1

Pe(Pm
i , γ)

)
(5.6)

denotes the probability that a given packet reaches the nth node, and is written as the

product of the probabilities of n − 1 independent events that the packet is delivered
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successfully at the previous n− 1 hops. Further, at mth hop, the probability of success-

ful delivery is written using the fact that a packet is dropped if all Km transmission

attempts fail.

The constraint (5.3b) requires that the average energy consumed by each node in both

transmission and reception, i.e., Tn + Rn, must be less than the average energy har-

vested by it, Kρn. Note that, the average power consumed by the nth node in receiving

a packet, Rn, depends on Pn−1, the transmit policy of (n − 1)th node. In turn, Rn de-

termines the average amount of energy, Tn, remaining for the nth node to transmit the

packet. Hence, Pn depends on Pn−1, and so on. This coupling between the policies of

all the nodes necessitates the joint design of policies and renders the design problem in

(5.3) challenging. However, for multi-hop links where the distance between consecu-

tive nodes is large, the transmit energy dominates the power consumption of a node.

In such a scenario, one can neglect the energy consumed in the reception, and the Rn

term in constraint (5.3b) can be dropped. This breaks the coupling between the policies

of the nodes and admits a closed-form optimal solution. Therefore, before presenting

the solution for the general problem in (5.3) with non-negligible Rn, in the following

section, we present the solution for the special case when the energy cost of receiving a

packet is negligible.
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5.2 Special Case: Negligible Reception Cost

When the energy cost for receiving a packet is negligible, by dropping the Rn term in

constraint (5.3b), the optimization problem in (5.3) can be written as

max
{Pn}Nn=1

Pr[N + 1], (5.7a)

subject to Pr [n]

(
Kn∑
`=1

En
` Eγ

{
`−1∏
i=1

Pe(E
n
i , γ)

})
≤ Kρn, for all 1 ≤ n ≤ N + 1, (5.7b)

0 ≤ En
` ≤ Emax for all 1 ≤ ` ≤ Kn and 1 ≤ n ≤ N. (5.7c)

In (5.7), the objective is written in terms of the probability of reaching the destination

node, Pr[N + 1], which is given by (5.6), which is a product of N terms with disjoint

optimization variables. Hence, the problem can be solved by minimizing the packet

outage probability of each individual hop. Thus, the problem splits as N independent

subproblems, and admits a closed-form solution for both fast and slow fading cases.

We discuss the slow fading case next, and relegate the fast fading case to Sec. 5.3.

Consider the optimization problem for the nth hop and with a slow fading channel:

min
En={En1 ,...,EnKn}

Eγ

{
Kn∏
`=1

Pe(E
n
` , γ)

}
, (5.8a)

subject to Pr [n]

(
Kn∑
`=1

En
` Eγ

{
`−1∏
i=1

Pe(E
n
i , γ)

})
≤ Kρn, (5.8b)

0 ≤ En
` ≤ Emax for all 1 ≤ ` ≤ Kn. (5.8c)

Note that, in the above Pr[n] is function of power control policies of the previous n− 1

nodes. Hence, it does not depend on the optimization variables of the problem (5.8)

and can be treated as a constant for solving the problem (5.8). In the following, we first
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solve (5.8) without the peak power constraint and then we adapt the solution to satisfy

(5.8c).

5.2.1 Optimal Policy without the Peak Power Constraint

Using (4.3), for slow fading channels, the optimization problem (5.8) with only the EUR

constraint can be written as

min
En={En1 ,...,EnKn}

(
1 +

Kn∑
`=1

En
`

N0

)−1

, (5.9a)

subject to:
Kn∑
`=1

En
`

(
1 +

`−1∑
i=1

En
i

N0

)−1

≤ Kρn
Pr[n]

, (5.9b)

and En
` ≥ 0 for 1 ≤ ` ≤ Kn. Due to the monotonic relationship between the transmit

power level and the objective, for optimal policy the constraint in (5.9b) satisfies with

equality. Hence, in the following we consider (5.9) only with equality constraint. Also,

the objective function can be simplified to be maximize: Esum =
Kn∑
`=1

En
` . Note that the

above optimization problem is nonconvex, as the constraint set defined by (5.9b) is

nonconvex. The following result provides a closed-form expression for the optimal

policy. It has been proved in [78] in the context of point-to-point links and for slow

fading channels; the same proof is applicable here also.

Theorem 3. The unique optimal solution to (5.9) is given by

En∗

k =
ρnK

KnPr[n]

(
1 +

ρnK

KnN0Pr[n]

)k−1

, k = 1, 2, . . . , Kn. (5.10)

The above result shows that the transmit power levels in the optimal policy increases
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monotonically and geometrically with the transmission index. Note that, the optimal

policy ensures that the average power consumed in an attempt equals the average har-

vested energy that is available per active slot, ρnK
KnPr[n]

. Next, we adapt the solution ob-

tained in Theorem 3 to the case where the peak transmit power is constrained.

5.2.2 Optimal Power Control Policy with Peak Power Constraint

In the rest of this section, we drop the superscript n (the node index) to simplify the

notation. Let E∗ , {E∗1 , . . . , E∗Kn} be the RIP obtained from Theorem 3, and let Ep
i

denote the ith component of a feasible power vector of the original problem (5.8) under

the peak power constraint. Consider forcing the solution E∗ to satisfy the peak power

constraint by setting Ep
i = Emax for all i ∈ Ip , {i : E∗i > Emax, 1 ≤ i ≤ Kn}, and Ep

j

for all j /∈ Ip obtained by solving a reduced dimensional optimization problem with

the energy levels for indices j /∈ Ip determined using Theorem 3. We recursively apply

this procedure until a vector feasible to the original problem is obtained. We have the

following Lemma, which is an immediate consequence of Lemma 2 in [79].

Lemma 12. Let Ip , {i : E∗i > Emax, 1 ≤ i ≤ Kn}, and let Ep∗
i denote the optimal solution to

(5.8). If Ip = φ then Ep∗
i = E∗i for all 1 ≤ i ≤ Kn, else Ep∗

i = Emax for all i ∈ Ip.

The above Lemma shows that limiting the components of the closed-form solution

(5.10) to take a value at most Emax yields the corresponding components of the opti-

mal solution to (5.8). Now, the solution in (5.10) is nondecreasing in the attempt index.

Hence, we can set the transmit power for the lastK ′ attempts toEmax, whereK ′ is cardi-

nality of Ip. This results in the average energy consumption being strictly less than the

energy harvested, leaving room for further optimizing the first Kn −K ′ power levels.
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Let t ,
∑Kn−K′

`=1 E` denote the sum of the first Kn −K ′ power levels. Considering t to

be an auxiliary optimization variable, and ignoring the constant terms in the objective,

we obtain the following reduced dimensional version of (5.8):

max
{E1,...,EKn−K′ ,t}

t (5.11a)

subject to:
Kn−K′∑
`=1

E`
1

1 +
∑`−1

i=1
Ei
N0

≤ Kρn
Pr[n]

−
K′∑
i=1

Emax

1 + t
N0

+ (i−1)Emax

N0

, (5.11b)

with t =
∑Kn−K′

`=1 E`. From Theorem 3, the optimal solution to the problem (5.11) is

given as

E∗k =
Kn

Kn −K ′
(

ρn
Pr[n]

− F (t∗)

Kn

)(
1 +

Kn

(Kn −K ′)N0

(
ρn

Pr[n]
− F (t∗)

Kn

))k−1

, (5.12)

for 1 ≤ k ≤ Kn −K ′. In the above, F (t) is given by

F (t) ,
K′∑
i=1

Emax

1 + t
N0

+ (i−1)Emax

N0

. (5.13)

Since
∑Kn−K′

`=1 E` = t∗, we compute t∗ as the solution to the fixed point equation

N0

[
1 +

Kn

(Kn −K ′)N0

(
ρn

Pr[n]
− F (t∗)

Kn

)]Kn−K′
− 1 = t∗. (5.14)

The following Lemma shows that a fixed point exists for the above equation.

Lemma 13. f2(t∗) ,
[
1 + Kn

(Kn−K′)N0

(
ρnE
Pr[n]
− F (t∗)

Kn

)]Kn−K′
−1 has a fixed point whenN0 ≤ 1.

Proof. See Appendix D.1.

In case there are multiple fixed points, we pick the largest one among them, since the
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goal is to maximize the objective function. Thus, we obtain the optimal solution to (5.8)

in closed form.

Using the optimal power vectors of the individual hops, we can now obtain the opti-

mal solution in the multi-hop EH case. We set Pr[1] = 1. For n = 1, 2, . . . , N , we com-

pute En, the power vector of the nth hop, using the procedure described above. From

En, compute Pr[n + 1] using (5.6). The output is the set of optimal RIPs [E1, . . . ,EN ].

This completes the description of the solution to the optimization problem with negli-

gible reception cost in the slow fading case. We next turn to the case where the channel

is fast fading.

5.3 Negligible Reception Cost: Fast Fading Channel

In this section, we first present the optimal RIP with only the EUR constraint and then

adapt it to find the optimal RIP under both EUR and peak power constraints. For a

point-to-point link with fast fading channel, the optimization problem with only the

EUR constraint can be written from (5.8) and using (4.14) as

min
E={En1 ,...,EnKn}

1∏Kn
`=1(1 + En

i )
, (5.15a)

subject to
Kn∑
`=1

En
`

1∏`−1
i=1(1 + En

i )
≤ Kρn

Pr[n]
. (5.15b)

The following Theorem provides a recursive relationship between the power levels for

successive attempts in the optimal solution E∗ = {En∗
1 . . . , En∗

Kn
} to (5.15).

Theorem 4. For all 1 ≤ ` ≤ Kn, the optimal solution to (5.15) satisfies

En∗

`+1 =
En∗

` (En∗

` + 2)

2
. (5.16)
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Proof. See Appendix D.2.

Based on the above Theorem, all the power levels can be expressed in terms ofEn
1 , and

the objective function in (5.15a) is a monotonically decreasing function of En
1 . Hence,

the optimal En
1 is simply the largest value that satisfies the constraint (5.15b). The fol-

lowing expression provides a close approximation to En∗
1

E1 ≈ L

(
1 +

√
1 +

f(Kn)

L2(2Kn − 1)

)
, (5.17)

where L =
(1 +KnρnE)2Kn−1

2(2Kn − 1)
and f(Kn) ,

2 ∗ (Kn − 2)

(C −Kn + 5)
, further C =

KnρnE

Pr[n]
+ 1.

It is observed through simulations, En∗
1 computed (5.17) provides a lower bound on

the optimal En∗
1 . Also, for moderate to large values of average harvested energy per

slot, ρEs, the error incurred by using the approximation in (5.17) is small. Thus, it

can be used as an initializer to solve the polynomial numerically. Alternatively, it can

be found using the bisection method, as the left hand side of (5.15b) is monotonically

increasing in En
1 .

Also, we see that the optimal RIP in the fast fading case increases exponentially in

the attempt index. This is in contrast to the slow fading case in Theorem 3, where the

power levels increased geometrically in the attempt index.

Finally, it is straightforward to extend the solution in Theorem 4 to handle peak power

constraints, using the procedure described in Sec. 5.2.2, since Theorem 12 is valid for

both slow and fast fading channels. The only difference from the slow fading case is

that, at each iteration, we need to solve a fixed-point equation obtained by expressing
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Figure 5.1: Accuracy of the approximation in (5.17). For moderate to large values of
average harvested energy per slot, the error incurred by using the approximation in
(5.17) incurs small error. In general, the En∗

1 computed using (5.17) lower bounds the
exact value.

all other power levels in terms of En
1 to find its optimal value. Since the details are

identical, we skip them.

This completes our discussion of the optimal RIPs when the reception cost is negligi-

ble. In the next section, we present the solution for the general problem in (5.3).

5.4 General Case: Nonzero Reception Cost

In this section, we present the solution in the scenario when the energy cost of packet re-

ception is non-negligible. The nonzero reception cost leads to a coupling of the policies

across the nodes and makes the problem challenging. In the following, we transform
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the optimization problem in (5.3) to a complementary geometric program (CGP), and

then solve it iteratively through a series of geometric program (GP) approximations. In

the next subsection, we present the solution for the slow fading case. The solution in

the fast fading case is similar, and can be found in D.3.

5.4.1 Multi-hop Links with Slow Fading Channel

In the slow fading case, the optimization problem in (5.3) can be rewritten as

min
{Pn}Nn=1

1− Pr[N + 1], (5.18a)

s. t.: Pr[n− 1]

(
Kn−1∑
`=1

1{En−1
` >0}R

1 +
∑`−1

i=1 E
n−1
i

)
+ Pr[n]

(
Kn∑
`=1

En
`

1 +
∑`−1

i=1 E
n
i

)
≤ Kρn for all n

(5.18b)

0 ≤ En
` ≤ Emax for all 1 ≤ ` ≤ Kn and 1 ≤ n ≤ N,

where Pr[m] =
∏m−1

n=1

(
1− 1

1+
∑Kn
`=1 E

n
`

)
. The objective in the above problem is written

using the fact that the PDP can also be expressed in terms of the probability that the

packet reaches the destination, Pr[N + 1]. The constraint in (5.18b) captures the fact

that, in each frame, the average energy consumed by nth node, for both transmission

and reception, must be less than or equal to the average energy harvested by it. Both

the objective and constraint in (5.18) are non-convex functions. In addition, due to the

indicator function involved in the constraint (5.18b), the feasibility set of the above opti-

mization problem depends on whether or not a particular element of the power control

policy is zero. Hence, the optimization problem (5.18) is a nonconvex mixed integer

nonlinear program (NMINLP), which is strongly NP hard to solve in general [60].

Depending on whether the indicator variable in constraint (5.18b) take the value zero
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or one, the problem described in (5.18) is essentially a set of 2K subproblems. However,

as noted in the case of dual EH links, in Chapter 3, the solution of the above optimiza-

tion problem depends only on the number of nonzero power attempts by each node,

i.e., it does not depend on the precise indices of the nonzero attempts at each node.

Hence, the computational complexity of the above problem can be reduced from 2K to∏N
n=1Kn. Thus, the optimal solution to (5.18) can be obtained by solving

∏N
n=1 Kn sub-

problems, with each subproblem corresponding to a combination of number of nonzero

attempts across the hops. In the following, we focus on solving one subproblem, for a

given pattern of nonzero transmit power levels. We solve it by transforming it into a

CGP [61].

Without loss of generality, we present the solution for the case when all attempts are

made at nonzero power levels. Using the substitution Ln` = 1 +
∑`

i=1E
n
` , the above

problem can be reformulated as a CGP, as follows

max
{Pn}Nn=1

V, (5.19a)

subject to: V ≤
N∏
n=1

(
1− 1

LnKn

)
(5.19b)

n−2∏
m=1

(
1− 1

LmKm

)(Kn−1∑
`=1

R

Ln−1
`−1

)
+

n−1∏
m=1

(
1− 1

LmKm

)( Kn∑
`=1

Ln` − Ln`−1

Ln`−1

)
≤ Kρn for all n

(5.19c)

Ln`−1(Ln` )−1 ≤ 1,
Ln`

Ln−1
` + Emax

≤ 1 for all 1 ≤ ` ≤ Kn and 1 ≤ n ≤ N + 1.

(5.19d)

Note that (5.19b) and (5.19c) can be expressed as a ratio of posynomials. Hence, (5.19)
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is a CGP. Therefore, as discussed for dual EH links, we construct a monomial approx-

imation for the denominator posynomial of the constraints. This results in a GP ap-

proximation of (5.19), which can be solved optimally, since a GP is a convex problem.

Thus, we solve the original problem iteratively, by solving a GP approximation to the

problem at each iteration. The recipe to solve the CGP in (5.19) is similar to Algorithm 2.

In fast fading case, the problem of finding optimal RIPs is solved similarly, the details

are provided in Appendix D.3 This completes our solution to the problem in the case

where the energy cost of packet reception is non-negligible. Next, we present simula-

tion results to illustrate the performance of the proposed solution.

In the next subsection, we present the design of optimal policies for the general EH

processes.

5.5 Design of Optimal Policy for General EH Processes

First, we present the design of near-optimal policies for the temporally correlated EH

processes.

Design of Optimal Policies for Stationary Markov Harvesting Process

The packet drop probability in (4.15) can be rewritten as

PD =
∑
(B)

π(B)
∑
E

π(E|B)Eγ {PD (K|B,U = 1,E,γ, s = 0)} , (5.20)

=
∑
(B)

π(B)Eγ {PD (K|B,U = 1,γ, s = 0)} , (5.21)

whereEγ {PD (K|B,U = 1,γ, s = 0)} ,∑E π(E|B)Eγ {PD (K|B,U = 1,E,γ, s = 0)}.

Since the Theorem 2 is applicable in this scenario also (For further details on this
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we refer the reader to Chapter 2), the objective of the PDP optimization problem can

be replaced by Eγ {pD(B,M ,γ)}. Furthermore the ENC can be replaced by average

power constraint. The average power constraint in this case is written by replacing the

ρEs by the average energy harvested per slot, for the Markov process. The optimization

problem obtained this way can be solved using the CGP based procedure, provided in

Sec. 5.4.1.

As in Chapter 2, similar arguments can be used to account for the spatial correlation of

the EH processes across the nodes, and obtain the optimal policies. We skip the details.

5.6 Simulations and Discussion

The simulation set up here is same as in Chapter 4.

Performance under negligible reception cost

In Figs. 5.2 and 5.3, we illustrate the performance of the closed-form RIP derived in

Secs. 5.2.2 and 5.3 for slow and fast fading links, respectively. The performance of the

proposed policy for multi-hop links with finite sized battery nodes is close to the lower

bound presented in Lemma 11. The proposed RIP offers a ten-fold improvement in

the PDP compared to the equal power policy (EPP) which uses Pmax = 10Es/Ts as the

transmit power in every attempt. It is interesting to observe that the PDP of the EPP

with (Es = 2 dB, ρ2 = 0.6) is lower than the PDP of the EPP with (Es = 5 dB, ρ2 = 0.3),

even though the average energy harvested in the two scenarios is the same. On the

other hand, for the proposed policy, the PDP with (Es = 2 dB, ρ2 = 0.6) is higher than

the PDP with (Es = 5 dB, ρ2 = 0.3). This can be explained as follows. The EPP for
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Figure 5.2: Performance of the policy designed under negligible reception cost assump-
tion for a slow fading channel: our closed-form policy outperforms the equal power
policy which attempts the packet with transmit power level Pmax. The setup considers
a multi-hop link with packet reception cost R = 1. Parameters: Pmax = 10Es

Ts
and Es = 5

dB. For all nodes, Bmax
n = 50.

Es = 2 dB uses lower power in each attempt than the EPP for Es = 5 dB. Due to this,

the second node runs out of energy less frequently when Es = 2 dB, ensuring better

packet delivery at the destination. For the proposed policy, the range of power values

available to the transmitter for designing the RIP is higher when Es = 5 dB than that

with Es = 2 dB, since Pmax = 10Es/Ts is set as the maximum allowed transmit power.

Therefore, the performance of the optimal policy in the former case is better than the

latter.

In Fig. 5.4, the performance of the closed-form optimal RIP designed by ignoring the

packet reception cost using the approach in Secs. 5.2 and 5.3 is compared against the

performance of the near-optimal policy for the general case, when R = 1. We note that,
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Figure 5.3: Performance of the policy in special case, for a fast fading channel. In this
scenario the proposed policy outperforms the equal power policy [Pmax Pmax Pmax Pmax].
The parameters chosen are Pmax = 10Es

Ts
. Bn

max = 200 for all nodes.

the PDP of closed-form policy is inferior to the PDP of near-optimal policy for general

case. Under the settings considered, when the channel is slow fading, the peak power

constraint saturates the transmit power levels of the CGP-optimal solution saturates to

Pmax for all attempts. Because of this, the performance of the CGP-based and the closed-

form solution is similar. In the fast fading case, there is a much larger performance

improvement over the closed-form solution. This highlights the value of solving the

coupled optimization problem when the packet reception cost is nonzero.

Figure 5.5 illustrates the performance of the proposed iterative GP approximation

based solution presented in Sec. 5.4.1, for slow fading channels. In this case also, the

PDP of the proposed policy is close to the lower bound presented in the Lemma 11.
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Figure 5.4: Comparison of CGP policy with closed-form policy: Performance of optimal
policy designed by ignoring the energy cost of packet reception, compared to the near-
optimal policy for the general case. The setup considers a multi-hop link with packet
reception cost R = 1. As before, Pmax = 10Es

Ts
. The harvested energy in the slow fading

case is Es = 5 dB, while for the fast fading case, Es = 3 dB. For all nodes, Bmax
n = 50

and 200 for the slow and fast fading channels, respectively.
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Figure 5.5: Performance of the proposed CGP based algorithm for finding near-optimal
RIPs, for a slow fading channel. Parameters: R = 1 and Pmax = 10Es/Ts. For both the
hops, the EPP is [Pmax Pmax Pmax Pmax]. Bn

max = 50 for all the nodes. (a) The CGP based
policy outperforms both the EPP as well as the closed-form policy obtained by ignoring
the energy cost of packet reception.

The curves corresponding to the lower bound are labeled as Bound. The PDP of our

solution is also compared against the EPP that uses power Pmax for all attempts. The

PDP of the proposed policy is approximately ten-fold better than the PDP obtained by

the EPP. Also, we plot the performance of the policy designed by setting the indicator

function in (5.5) to be always one, i.e., by assuming that all the transmit attempts are

made at a nonzero power level. We label the corresponding curves as Relaxed. By set-

ting the indicator functions to unity, we only need to solve a single sub-problem instead

of
∏N

n=1Kn sub-problems. We see that the performance gap between the two policies

is almost negligible. Thus, in a wide range of scenarios, nearly optimal policies can be
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Figure 5.6: Fast fading channel: Performance of the proposed algorithm for finding
near-optimal power management policies. The parameters chosen are R2 = R3 = 1
and Pmax = 10Es

Ts
. For both the hops, the equal power policy is [Pmax Pmax Pmax Pmax].

Bn
max = 200 for all nodes.

obtained by solving the relaxed problem. Similar behavior is seen in Fig. 5.6 for the fast

fading case: in fact, our policy offers over 100 times improvement in PDP compared to

the EPP.

In Fig. 5.7, we illustrate that the PDP at the second hop decreases with increase in the

harvesting probability at the source node. This is because, at higher harvesting rate, the

source node can attempt the packet transmission at higher transmit power levels. This

reduces the average power consumed for packet reception at the 2nd node, which, in

turn, allows it to transmit at higher power levels to the destination, while still meeting

its own average power constraint. Also, the relatively smaller improvement in the PDP
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Figure 5.7: the PDP at the second hop improves with increase in the harvesting rate at
the source node. The parameters used are same in Fig. 5.5

at higher harvesting rates is because of the peak transmit power constraint, which limits

the benefit obtainable by higher harvesting rates.

5.7 Conclusions

In this chapter, we setup a RIP optimization problem, which was solved in two different

scenarios. First, we considered a scenario when the energy cost for reception is negli-

gible, and derived closed-form expressions for the optimal RIPs. Next, we presented

an iterative geometric programming based solution to the RIP optimization problem

under non-negligible energy reception cost. Through simulations, we illustrated that

our proposed policies significantly outperform equal power policies. In addition, our
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results provided interesting insights into the trade-offs in the system parameters and

highlighted the coupled nature of the problem. Future extensions of this work can

consider the design of RIPs for multi-hop links with time-correlated channels, under

different quality of service requirements, and solve the optimization problem with dy-

namic slot allocation across the nodes.



Chapter 6

Distributed Power Control for

Uncoordinated Dual Energy Harvesting

Links: Performance Bounds and

Near-Optimal Policies

In the previous chapters, we assumed that the transmitter and receiver employ the

coordinated sleep-wake protocol, i.e., that they are aware about the energy availability

of the other node. This, in turn, facilitates coordinated transmission between the nodes

and completely avoids the wastage of energy that could occur when either only the

transmitter or only the receiver make an attempt. In order to achieve coordination,

1-bit SoC information needs to be exchanged between the nodes. For retransmission

protocols, this 1-bit SoC information can be exchanged easily, by simply deferring the

ACK/NACK message (or the transmission of the next packet) when the node runs out

of energy. However, in absence of any feedback from the receiver (e.g., in the form of

ACK/NACK messages), sending 1-bit SoC information is an additional overhead on

the protocol. This overhead may be significant in low power and energy starved EH
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applications, making it relevant to investigate the performance of EH communication

systems in the absence of sleep-wake coordination and design the energy management

policies that achieve optimal performance, which is the focus of this chapter.

We consider a point-to-point link between an EH transmitter and receiver, where nei-

ther node has the information about the battery state or energy availability at the other

node. We consider a model where data is successfully delivered only in slots where

both nodes are active. Energy loss occurs whenever one node turns on while the other

node is in sleep mode. In each slot, based on their own energy availability, the trans-

mitter and receiver need to independently decide whether or not to turn on, with the

aim of maximizing the long-term time-average throughput.

The goal of this chapter is to design a distributed and online power control policy to

maximize the long-term time-averaged throughput with minimal feedback (ideally, no

feedback) about the battery state at the other node. First, we derive an upper bound on

the maximum achievable throughput without coordination, by analyzing a system that

has non-causal knowledge of energy arrivals. Next, we present an online, distributed

power control policy whose throughput is within one bit of the upper bound, and re-

quires an occasional one bit feedback. In order to further reduce the amount of feedback

to achieve the upper bound, we propose a time-dilated policy which achieves the up-

per bound and requires no feedback as the time dilation gets large. We also propose

a near-optimal, deterministic, fully uncoordinated policy which requires no feedback

about the battery state, and analytically characterize its gap from the occasional one

bit feedback based coordinated policy. Our simulation results confirm the theoretical

findings and illustrate the impact of the policy on the performance achieved.
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6.1 System Model

We consider a point-to-point link where an energy harvesting node (EHN) needs to

transmit data to another EHN over an AWGN channel. The harvesting process at the

transmitter and receiver are assumed to be independent stationary and ergodic random

processes with their mean harvesting rates denoted by µt and µr, respectively. The

energy harvested at the transmitter and receiver in the nth slot is denoted by Et(n) and

Er(n), respectively. At both the nodes, the harvested energy is stored in a perfectly

efficient, finite capacity battery. Since the amount of energy harvested is random, both

the transmitter and receiver do not know the exact battery state at their counterpart.

Hence, in any slot, the transmitter does not know if the receiver will be ‘on’ to receive

the data or not, and vice-versa. A data packet is successfully delivered if and only if the

transmitter and receiver are simultaneously on in a slot.

The power control policy at the transmitter and receiver over an N slot horizon is

denoted by Pt = {pt(n)}Nn=1 and Pr = {pr(n)}Nn=1, respectively, where pt(n) and pr(n)

denote the energy used by the transmitter and receiver, respectively, in the nth slot. The

power control policy at the receiver, pr(n), is binary valued, i.e., if it decides to turn

on in a slot, it always consumes R units of energy; and it does not incur any energy

cost in the sleep mode [1, 26, 45]. On the other hand, the transmit power control policy

is continuous valued. Without loss of generality, we assume that each slot is of unit

duration; hence, we use the terms power and energy interchangeably. By the principle

of energy conservation, the battery at the transmitter evolves as

Bt
n+1 = min

{
max{0, Bt

n + Et(n)− pt(n)}, Bt
max

}
. (6.1)
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In the above, Bt
n denotes the battery at the transmitter at the start of the nth slot, and

Bt
max < ∞ denotes the size of the battery at the transmitter. The battery at the receiver

is of size Br
max, and its state Br

n evolves in a similar fashion. We also consider the use of

super capacitor at the transmitter, for temporarily holding energy budgeted for trans-

mission. Its role in the operation of the transmitter will be elaborated on later.

We assume that the rate achieved corresponding to power pt(n) is well approximated

by the capacity expression, i.e., R(pt(n)) , log(1 + pt(n)) [80, 81], which is an upper

bound on the actual rate. For simplicity, we assume that the power spectral density of

the additive white Gaussian noise at the receiver is unity. Our aim in this chapter is to

devise a distributed power control strategy for the transmitter and the receiver, i.e., Pt

and Pr, such that the long-term time-averaged throughput is maximized. That is, our

goal is to maximize

T , 1

N

N∑
n=1

1{pr(n)6=0} log(1 + pt(n)). (6.2)

In the above, 1{pr(n)6=0} is an indicator function which takes value one if pr(n) is nonzero,

otherwise it is equal to zero. Thus, 1{pr(n)6=0} log(1 + pt(n)) denotes the rate achieved in

the nth slot, which is nonzero if and only if both the EHNs are on in the nth slot, i.e.,

pt(n) 6= 0 and pr(n) 6= 0.

Mathematically, the problem of maximizing the long-term time-averaged throughput

can be written as

max
{pt(n),pr(n),n≥1}

lim inf
N→∞

T (6.3a)

subject to: 0 ≤ pt(n) ≤ Bn
t , (6.3b)

pr(n) ∈ {0, R}, and pr(n) ≤ Bn
r . (6.3c)
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In (6.3c), the constraint pr(n) ∈ {0, R} denotes the fact that the power control policy

at the receiver is binary-valued, i.e., it consumes 0 or R units of energy, depending on

whether it is off or on, respectively. Note that, for a given sample path of the harvesting

processes and deterministic policies conditioned on the sample path, lim infN→∞ T is

a well defined deterministic quantity. We seek to obtain the power control policy for

the transmitter and receiver such that they can operate without requiring knowledge

of each other’s battery state, while achieving near-optimal performance. First, in or-

der to benchmark the performance of any policy, we derive an upper bound on the

throughput in (6.3).

6.2 Upper Bound on the Throughput

In this section, we derive an upper bound on the achievable long-term time-averaged

throughput by considering a system in which both the EHNs are equipped with infinite

size batteries, and have noncausal information about the energy arrivals. The following

Lemma provides the upper bounds.

Lemma 14. The long-term time-averaged throughput of a dual EH link satisfies:

1. lim infN→∞ T ≤ log(1 + µt) if µr
R
> 1,

2. lim infN→∞ T ≤
(
µr
R

)
log
(

1 + Rµt
µr

)
if µr

R
≤ 1.

Proof. See Appendix E.1.

In the above Lemma, the first scenario (1) corresponds to the setting where the average

harvesting rate at the receiver exceeds R, the energy consumed by it per slot when it
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is on. Thus, the battery state at the receiver has a positive drift even if it remains on

in all slots, i.e., the receiver is energy unconstrained. This case is equivalent to having

only the transmitter as an EHN. Case (2) corresponds to a scenario when the receiver is

energy-constrained, i.e., the average energy harvested in a slot is less than the energy

consumed in one slot. Consequently, the receiver can only turn on intermittently. To

avoid loss of energy, the transmitter must avoid sending data when the receiver is off.

However, this requires the transmitter to know the state of the battery at the receiver.

In the next section, we present near-optimal policies for both the scenarios.

6.3 Asymptotically Optimal Policies

In the following, we first consider Case (1) and present a policy which asymptotically

achieves the upper bound given in Lemma 1, and does not require any feedback about

the battery state at the receiver.

6.3.1 Energy Unconstrained Receiver, µr

R > 1

First, when the battery state has a positive drift, it is known that the probability that the

receiver does not have sufficient energy to turn on decays exponentially with the size

of the battery (see Theorem 1). Consequently, with high probability, the receiver can

always remain on, making this case equivalent to the scenario where only the transmit-

ter is EH. The optimal policy in this scenario, denoted by Pu, is the same as the one

proposed in [33], which is as follows:

pu(n) =

µt + δ+
t , Bt

n ≥ Btmax
2
,

min{Bt
n, µt − δ−t }, Bt

n <
Btmax

2
,

(6.4)
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where δ+
t = δ−t = βtσ

2
t

logBtmax

Btmax
. Here, σ2

t denotes the asymptotic variance of the har-

vesting process at the transmitter, and βt ≥ 2 is a constant. It is shown in [33] that

the policy Pu , {pu(n)}Nn=1 converges to the optimal utility at the rate Θ

((
logBtmax

Btmax

)2
)

while the transmitter battery discharge probability simultaneously goes to zero at the

rate Θ
(
Bt

max
−βt
)

. The transmitter battery discharge probability is defined as ptd ,

limN→∞
1
N

∑N
n=1 1{Btn=0}. The receiver battery discharge probability is defined similarly.

Thus, in the scenario described in the Case (1), Pu is asymptotically optimal as the

battery size gets large.

Next, we consider Case (2), and present a policy which achieves within one bit of the

upper bound, using an occasional one bit feedback about the receiver’s battery state.

6.3.2 Energy Constrained Receiver, µr

R < 1

In this section, we present a policy that requires occasional one bit feedback. Qualita-

tively, the policy operates as follows. The receiver sends a one bit feedback whenever

the battery level crosses the half-full mark. We assume that the feedback is received

without error and delay, and ignore the energy and time overhead in sending it. The

one bit feedback enables the transmitter to track whether the receiver’s battery is more

than or less than half full. Further, the receiver executes a deterministic policy in either

half of the battery state; and the transmitter follows the receiver’s policy and transmits

only in slots where the receiver is also on. In the slots when the receiver is off, the

transmitter accumulates the energy prescribed by its own policy in a super capacitor

and uses the accumulated energy for transmission in the next slot when the receiver

turns on. The consequence of using a super capacitor to temporarily store energy is
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that the battery energy discharge at the transmitter depends only on its own battery

state; specifically, it is independent of the policy at the receiver.

We now describe the policy in mathematical terms. The energy accumulated in the

super capacitor by the end of nth slot, given that the transmitter does not transmit in

that slot, is given by

Ce(n) =

Ce(n− 1) + µt + δ+
t , if Bt

n ≥ Btmax

2
,

Ce(n− 1) + min {µt − δ−t , Bt
n}, if Bt

n <
Btmax

2
,

(6.5)

and Ce(n) = 0, if data is transmitted in the nth slot, and δ+
t = δ−t = βtσ

2
t

logBtmax

Btmax
. Here, we

assume that the capacity of the super capacitor is sufficient to store the energy accumu-

lated between two consecutive data transmissions. Let 1R+ denote an indicator func-

tion which takes the value one if Br
n ≥ Brmax

2
and zero otherwise. Also, let N+

r , b Rµr c,

and N−r , d Rµr e. In the nth slot, the transmitter follows the policy Pct given by

pct(n) =



Ce(n− 1) + µt + δ+
t , if Bt

n ≥ Btmax

2
,

n = Non +N+
r 1R+ +N−r (1− 1R+),

Ce(n− 1) + min {µt − δ−t , Bt
n}, Bt

n <
Btmax

2
,

n = Non +N+
r 1R+ +N−r (1− 1R+),

0 otherwise.

(6.6)

In the above, Non denotes the previous slot when the transmitter and receiver were

scheduled to turn on. It is initialized to zero at the first slot (Non = 0 when n = 0),

and at any slot index n satisfying n = Non + N+
r 1R+ + N−r (1 − 1R+), the transmitter

and receiver make an attempt if they have energy, and Non is set to Non = n, i.e., it is

updated to the current slot index. The policy (6.6) is derived using the policy given in
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(6.4), i.e., in each slot, the transmitter computes the energy prescribed by pu(n) for that

slot, and transfers the energy from the battery to the super capacitor. In a slot when the

receiver is on, the transmitter uses all the energy accumulated in the super capacitor till

that slot to transmit its data.

The policy at the receiver is given as

pcr(n) =


R, Br

n ≥ Brmax

2
, n = Non +N+

r

R, R ≤ Br
n <

Brmax

2
, n = Non +N−r ,

0 otherwise.

(6.7)

The receiver’s policy Pcr , {pcr(n)}Nn=1 also emulates the policy Pu given in (6.4). Specif-

ically, the receiver executes a policy similar to Pu by turning on after N+
r , b Rµr c slots

(resulting in a negative drift in the battery state) if battery is more than half full, other-

wise it turns on after N−r , d Rµr e slots (resulting in a positive drift in the battery state).

This ensures that its battery has a positive drift when it is less than half full and a

negative drift when it is more than half full.

In the discussion to follow, letPc denote the joint power management policy proposed

above, i.e., Pct , {pct(n)}Nn=1 and Pcr given by (6.6) and (6.7), respectively. The following

Lemma asserts that the throughput achieved by the policy Pc is within 1 bit of the

upper bound, when the battery capacity is large. In addition, the probability of battery

discharge decays polynomially with the battery size at the transmitter, and it decays

exponentially fast with the battery size at the receiver.

Lemma 15. Let T c denote the time-average throughput achieved by the policy Pc. For policy

Pc, the battery discharge probability at the transmitter and receiver are ptd = Θ
(
Bt

max
−βt
)

and

prd = Θ
(

exp
(
−Brmaxµrδ

−
r

σ2
r

))
, respectively, where βt ≥ 2 and δ−r , N−r −Nr, with Nr , R

µr
. In



Chapter 6. 134

addition,
(
µr
R

)
log
(

1 + Rµt
µr

)
− T c − 1 = O

(
logBtmax

Btmax

)
.

Proof. See Appendix E.2.

A careful examination of the proof of Lemma 15 reveals that the one bit gap in the

throughput arises because of the receiver’s policy. From (6.7), the receiver’s policy is to

wake up once in N+
r slots if its battery is more than half full, and to wake up once in

N−r slots if its battery is less than half full. Due to this, the drift in the receiver’s battery

remains fixed at δ−r = N−r −Nr whenBr
n < Br

max/2 and δ+
r , Nr−N+

r whenBr
n ≥ Br

max/2,

irrespective of the value of Br
max. In order to close the gap, we need finer control over

the battery drift at the receiver. We need it to be of the order o(1/Br
max), similar to that

at the transmitter. This can be achieved using time dilation, as described next. In fact,

for policy Pc, the drift at the receiver cannot be controlled, which leads to the the loss

of one bit in the throughput. In the following section, we present a time-dilated version

of the policy Pc which provides a finer control over δ+
r = Nr −N+

r and δ−r .

6.4 Optimal Throughput via Time-dilation

The key idea behind time dilation is to spread the drift δ+
r and δ−r at the receiver over

a larger number of slots, resulting in a smaller per-slot drift. That is, instead of (6.7),

which operates in batches of b R
µr
c or d R

µr
e slots, we consider a policy that operates in

batches of bRf(Brmax)
µr

c and dRf(Brmax)
µr

e slots, where f(·) > 1 is a time dilation function.

For example, if f(Br
max) is an integer, the time dilated policy turns the receiver on for

f(Br
max) slots out of bRf(Brmax)

µr
c slots if the battery at the receiver is more than half full,

and it turns the receiver on for f(Br
max) slots out of dRf(Brmax)

µr
e if the battery is less than
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half full. This results in a drift of

δ+
r,f (B

r
max) = f(Br

max)Nr −
⌊
Rf(Br

max)

µr

⌋
(6.8)

δ−r,f (B
r
max) =

⌈
Rf(Br

max)

µr

⌉
− f(Br

max)Nr (6.9)

over bRf(Brmax)
µr

c and dRf(Brmax)
µr

e slots, respectively. Hence, the per-slot drift is given by

δ+
eff =

δ+
r,f (B

r
max)

bRf(Brmax)
µr

c
and δ−eff =

δ+
r,f (B

r
max)

dRf(Brmax)
µr

e
. (6.10)

The transmit policy is still determined according to (6.6). Furthermore, with the help

of the one bit feedback, the transmitter can ensure that it transmits only in the f(Br
max)

slots when the receiver is ‘on’. It can be shown that the dynamics of the policy under

time dilation is similar to the dynamics of the policy Pc, as long as the dilation func-

tion f(Br
max) is sub-linear in Br

max. As a consequence, the proof of Lemma 15 can be

extended to the time dilated policy as well, and the gap from the upper bound in this

case can be made to approach zero as the battery size at the receiver gets large. Also,

the policy operates over a longer time-window, has a smaller per-slot drift and lower

rate of crossing the half-full mark, resulting in a smaller feedback overhead.

In the next section, we propose a near-optimal policy which operates without any

feedback from the receiver, and yet achieves a throughput close to the policy Pc.

6.5 A Policy for Fully Uncoordinated Links

In this section, we propose an uncoordinated policy which prescribes a deterministic

pattern for the receiver to turn on, and does not require any feedback from the receiver.
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At the transmitter, the policy Puc follows the same strategy as Pct given by (6.6). How-

ever, the indicator variable 1R+ is not available at the transmitter. Hence, it keeps the

frequency with which it transmits after N+
r and N−r slots the same as for policy Pc, but

executes it in a deterministic pattern. The receiver also turns on in the same determin-

istic pattern, provided it has the energy to do so. To derive the deterministic pattern

according to which the receiver turns on for the policy Puc, we first compute the empir-

ical distribution of the battery states at the receiver in which it turns on after N+
r slots,

denoted as π+
r , under the policy Pc. Then, starting from the first slot, under the policy

Puc, the receiver turns on after N+
r and N−r slots in the same ratio as the policy Pc. That

is:

• We compute n+

n−
=

∑N
n=1 1{Btn≥Brmax}∑N
n=1 1{Btn<Brmax}

, for policy Pc.

• The receiver turns on at the last slot of every batch of N+
r slots for n+ consecutive

batches, after that it turns on at the last slot of every batch of N−r slots for n−

consecutive batches, and so on.

Note that, in the above, n+ and n− are integers, which can result in an approximation

of the stationary probabilities with which the receiver turns on after N+
r and N−r slots.

Using larger integers results in a smaller approximation error, leading to the same em-

pirical distribution in the battery states as for policy Pc. This, in turn, results in the two

policies attaining roughly the same average throughput. On the other hand, if n+ and

n− are large, the receiver is essentially executing a policy with a negative and positive

drift (respectively) for a large number of consecutive slots, which could increase the

battery discharge/overflow probability, leading to a loss of throughput.
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The following Lemma characterizes the difference between the throughput achieved

by the policy Pc and Puc, in terms of battery discharge probability of policy Puc.

Lemma 16. The throughput achieved by the policy Puc, denoted by T uc, satisfies

T c − T uc = O(πuc0 ), (6.11)

where πuc0 denotes the stationary probability that battery at the transmitter or receiver (or both)

is empty, while operating under policy Puc.

Proof. See Appendix E.3.

The utility of the above result is that the battery discharge probability, πuc0 , can be

made to decrease rapidly with the battery size, for a well designed policy. Due to this,

the gap between the throughput achieved by Puc and Pc can be made small.

6.6 Simulation Results

We evaluate the performance of the proposed policies by evaluating the time-averaged

throughput using Monte Carlo simulations of the system over 107 slots. The harvesting

processes at the transmitter and receiver are assumed to be spatially and temporally

independent and identically distributed according to the Bernoulli distribution with

harvesting probabilities ρt and ρr, respectively.

Fig. 6.1 shows the average per slot throughput when the receiver is energy uncon-

strained. We note that the policy given in (6.4) achieves the upper bound derived in

Lemma 14. In this case, the harvesting rate at the transmitter completely determines

the average throughput performance.
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Figure 6.1: Energy unconstrained receiver: The policy presented in (6.4) achieves the
bound. Parameters chosen are R = 0.5 and Bt

max = Br
max = 50.

In Fig. 6.2, we show the average per slot throughput when the receiver is energy con-

strained. The performance of policy Pc given in (6.6) and (6.7), which requires an oc-

casional one bit feedback, is benchmarked against the upper bound. We see that the

throughput of Pc is very close to the upper bound. The figure also shows the the

time-dilated policy discussed in Sec. 6.4 further closes the gap to the upper bound.

In Fig. 6.3, we study the impact of time-dilation factor f(·) on the achieved thorough-

put. Also, we compare the performance of time-dilated policy against a policy, labeled

as unconstrained policy, under which the receiver turns on in f(·) out of dRf(·)
µr
e

slots, i.e., the energy consumption rate at the receiver is strictly less than the average

harvesting rate. We note that, at the transmitter, both the unconstrained policy and
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Figure 6.2: Energy constrained receiver: The policyPc with occasional one bit feedback,
achieves a throughput close to upper bound. The time-dilation further improves its
performance. The result corresponds to time dilation f(·) = 100. Other parameters are
R = 0.5 and Bt

max = Br
max = 1000.

time-dilated policy are exactly same. For the unconstrained policy, Pucr, the through-

put achieved with f = 10 is better than that achieved with f = 5. This indicates that

the choosing a larger f will result in a better throughput, because this facilitates a finer

control over the per slot drift at the receiver. However, for a given battery size at the

receiver, choosing a very large f will result in a larger battery discharge probability.

Hence, increasing f without correspondingly increasing the battery size brings only

limited benefits. For example, when Br
max = 15, the time-dilation based policy achieves

a better throughput with f = 5 in comparison of f = 10. This suggests that f must be

judiciously chosen based on the battery size at the receiver.
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Figure 6.3: Effect of time-dilation factor f : compared to unconstrained policy Pucr, the
time-dilation based policy Ptd achieves the throughput close to upper bound with a
smaller size battery at the receiver. The unconstrained policy performs better with large
time-dilation factor f(·). Simulation parameters are µr = 0.4 and Bt

max = 1000.

In Fig. 6.4, we study the impact of the battery size at the two nodes on the perfor-

mance of the policy Pc for a system with an energy constrained receiver. The per slot

throughput achieved by the policy is near-optimal even with small capacity batteries.

Finally, in Fig. 6.5, we compare the performance of the policy Puc against the through-

put of the policy Pc. We note that the throughput achieved by Puc is only marginally

lower than that achieved by Pc. Thus, the price paid for fully uncoordinated operation

is quite small.
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Figure 6.4: Impact of battery size on the throughput of policy Pc, for R = 0.5.

6.7 Conclusions

In this chapter, we considered the problem of designing power control policies for un-

coordinated dual EH links, where both the transmitter and receiver are unaware of

the energy availability at their counterparts. First, we derived an upper bound on

the achievable throughput with the help of a genie-aided system that has non-causal

knowledge of the energy arrivals. Then, we considered a scenario where the receiver is

energy unconstrained, and presented a policy which achieves the upper bound. Next,

we considered the case of an energy constrained receiver, and presented a policy which

achieves the upper bound asymptotically through time dilation and requires occasional

one bit feedback . We also presented a fully uncoordinated policy in which the nodes
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Figure 6.5: The fully uncoordinated policy Puc achieves a throughput close to that of
the policy Pc. For Puc, the values of (n+, n−) are (5, 1), (1, 1) and (2, 1) for ρr = 0.1, 0.2
and 0.4, respectively. Other parameters: Bt

max = Br
max = 50, R = 0.5.

deterministically make their data transmission attempts, and empirically showed that

it achieves near-optimal throughput without requiring any feedback.
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Conclusions and Future Work

In this thesis, the design and analysis of EH communication systems where both trans-

mitters and receivers are EHNs was investigated under different settings, with and

without coordination. We theoretically analyzed the performance of these networks,

and using the analytical expressions, derived policies that achieve optimal performance.

The main contributions of this thesis are summarized below.

7.1 Summary of contributions

Chapter 2 proposed a general framework to analyze the PDP of retransmission based

point-to-point links, where both transmitter and receiver are EHNs. The developed

framework was used to obtain approximate closed-form expressions for the PDP of

ARQ as well as HARQ-CC, and for both slow and fast fading channels. The expres-

sions for the PDP of mono EH links were derived as a special case of the framework.

The accuracy of PDP expressions is illustrated through simulations. It was shown that

143
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the obtained closed-form expressions are accurate over a wide range of system param-

eters. Furthermore, the presented framework was extended to account for the spatio-

temporal correlation of the EH processes across the nodes. The closed-form expressions

provided insights into the trade-offs between various system parameters. In addition,

the closed-form PDP expressions are amenable for formulating and solving the prob-

lem of designing optimal RIPs.

In Chapter 3, for dual EH links with finite size batteries, the penalty incurred by using

the policies designed under EUR constraints was characterized. It was shown that the

penalty can be expressed as a sum of two terms, each of which decays exponentially

with the size of the battery at the transmitter and receiver. This result established that

for links with sufficiently large, but finite sized batteries, it is near-optimal to design the

policies under EUR constraints. In addition, from a practitioner’s viewpoint, this result

provides the order of the battery size required to achieve near-optimal performance,

using policies designed under the EUR constraint. Using this result, the PDP optimiza-

tion problem was formulated under EUR constraints. Near-optimal policies for both

ARQ and HARQ-CC based dual EH links, with both slow and fast fading channels,

were obtained by solving the PDP optimization problem using tools from geometric

programming. It was analytically shown that the presented design procedure naturally

extends to the scenarios when the harvesting processes are spatially and/or temporally

correlated. The efficacy of the designed policies is illustrated through simulations. It is

observed that the designed RIPs outperform policies obtained using MDPs.

The focus of Chapters 4 and 5 was multi-hop EH links. In Chapter 4, the framework

presented in Chapter 2 was generalized to obtain closed-form expressions for the PDP
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of ARQ based multi-hop EH links. The accuracy of closed-form expressions was illus-

trated through simulations. Chapter 5 generalized the result in Chapter 3 by showing

that in the multi-hop case also, the penalty due to use of policies operating in EUR

decays exponentially with the battery size at each node. An optimization problem to

find a distributed energy management policy for multi-hop EH links was formulated.

Near-optimal policies were obtained in two scenarios. In the first scenario, namely,

when the energy cost to receive a packet is negligible, closed-form expressions for the

transmit energy levels of the optimal policy were obtained, in both slow and fast fad-

ing cases. For the slow fading channel, the transmit energy is geometrically increasing

in the transmission attempt index. In contrast, for the fast fading channel, it increases

exponentially. In the second case, when the energy cost to receive a data packet is non-

negligible, a near-optimal policy is obtained using a CGP based iterative procedure.

The obtained policies provided significant gains over existing policies.

Chapters 2-5 considered energy state coordination between transmitter and receiver,

achieved through CSWP protocol or through delayed ACK/NACK messages. The rest

of the thesis investigated the impact of lack of coordination between the transmitter

and receiver, and proposed long-term average throughput optimal policies for uncoor-

dinated dual EH links.

In Chapter 6, an upper bound was derived the long-term time-averaged throughput of

uncoordinated dual EH links. For an energy unconstrained receiver, the upper bound

is the same as that for the mono-T links, where only the transmitter is EHN. An asymp-

totically optimal fully uncoordinated policy was presented. The effect of lack of coordi-

nation is more prominent when the receiver is also energy constrained, as the receiver
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can only turn on intermittently. In this scenario, we presented a policy which uses

1-bit feedback occasionally and achieves the throughput within 1-bit of upper bound.

Next, to further close the gap from the upper bound, a policy based on time-dilation

at the receiver was proposed. We argued that the time-dilation based policy achieves

the upper bound and requires no feedback asymptotically as the battery size gets large.

Finally, we presented a fully uncoordinated policy, which does not need any feedback

for its operation and achieves near-optimal throughput. For the their operation, the

proposed policies need at most 1-bit SoC information, and knowledge about the mean

and variance of the EH processes.

7.2 Future work

Future work could study the following issues:

1. In Chapter 2-5, the channel is assumed to be block fading. It will be interesting to

generalize the framework presented in Chapter 2 and 4 to time-correlated chan-

nels, and find the optimal policies in this scenario.

2. In Chapter 5, the slot allocation among the sub-frames was assumed to be fixed.

Lower PDP can be achieved in the scenario where the slot allocation among the

sub-frames changes dynamically; this option remains to be studied.

3. A generalization of multi-hop link design problem could be to develop a PDP-

optimal joint routing and power control for an energy harvesting ad-hoc network

with retransmissions.

4. It is important to study the impact of lack of coordination in multi-node networks
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as well as for fading channels. Further, when the energy harvesting processes

at the nodes are spatially correlated, the correlation can be exploited to achieve

coordinated transmission and reception. This can be investigated further.

5. Further, for EH-based next-generation wireless communications, it would be in-

teresting to study the uncoordinated non-orthogonal multiple access in EH net-

works.

6. Throughout the thesis, the energy required for receiving the data is assumed to

remain fixed, regardless of transmit power and incoming rate. More sophisticated

models for energy consumption at the receiver can be developed, and study their

impact on the design of the optimal policies could be analyzed.

7. The framework presented in Chapters 2-5 can be easily extended to study the

“age of information” in retransmission-based networks.
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Appendix for Chapter 2

A.1 Transition Probability Matrix, G, for dual EH links

The probability of transition from state (i1, j1, `1) to (i2, j2, `2) isGi2,j2,`2
i1,j1,`1

= Pr
(
Bt
n+1 = i2, B

r
n+1

= j2, Un+1 = `2

∣∣∣Bt
n = i1, B

r
n = j1, Un = `1

)
, where i1, i2, j1, j2 ∈ {0, 1, . . . ,∞}, and

`1, `2 ∈ {−1, 1, . . . , K}. For `1 ∈ {1, . . . , K}, i1 ≥ L`1 and j1 ≥ R, the Gi2,j2,`2
i1,j1,`1

is written as

in the following equation.

Gi2,j2,`2
i1,j1,`1

=



ρtρrPr [γn < γ0] , i2 = i1 − L`1 + 1, j2 = j1 −R + 1, `2 = `1 + 1,

ρtρrPr [γn ≥ γ0] , i2 = i1 − L`1 + 1, j2 = j1 −R + 1, `2 = −1,

(1− ρt)ρrPr [γn < γ0] , i2 = i1 − L`1 , j2 = j1 −R + 1, `2 = `1 + 1,

(1− ρt)ρrPr [γn ≥ γ0] , i2 = i1 − L`1 , j2 = j1 −R + 1, `2 = −1,

ρt(1− ρr)Pr [γn < γ0] , i2 = i1 − L`1 + 1, j2 = j1 −R, `2 = `1 + 1,

ρt(1− ρr)Pr [γn ≥ γ0] , i2 = i1 − L`1 + 1, j2 = j1 −R, `2 = −1,

(1− ρt)(1− ρr)Pr [γn < γ0] , i2 = i1 − L`1 , j2 = j1 −R, `2 = `1 + 1,

(1− ρt)(1− ρr)Pr [γn ≥ γ0] , i2 = i1 − L`1 , j2 = j1 −R, `2 = −1,

0, otherwise.

(A.1)
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In (A.1), Pr[γn < γ0] for both slow and fast fading channels and ARQ is given by (2.2),

while for HARQ-CC with slow and fast fading channels it is obtained using Ψ1 = n in

(2.17) and (2.19), respectively. The terms in the above transition probability expression

are obtained by considering the events that need to occur for the particular transition

to happen. For example, the transition in the first case happens if both transmitter

and receiver harvest the energy in the current slot, and a decoding failure occurs in

the current attempt. Note that, in (A.1), for simplicity, the transition probabilities are

written for infinite buffer size at both transmitter and receiver. However, as shown in

Appendix A.3 for the mono EH case, the expression can be easily modified for the finite

capacity battery case. The transition probabilities for the other cases, e.g., i1 ≤ L`1 and

j1 ≥ R, are obtained similarly, and details are provided in [58].

A.2 Proof of Lemma 4

During a frame, the transmitter has at most i+mt units of energy for its use. If i+mt ≤

Bt
max, then Et

avl = i + mt, while if i + mt > Bt
max, then Et

avl ≤ i + mt, i.e., the EHN

may not be able to use the entire energy, i + mt, depending on the order in which

energy arrivals and departures occur. Furthermore, for the case when i + mt > Bt
max,

Et
avl = Bt

max + ξ where 0 ≤ ξ ≤ K is a random variable which is equal to the number of

slots where energy is harvested and Bt
n < Bt

max. For i+mt > Bt
max, we approximate the

available energy as Et
avl ≈ Bt

max, and ignore ξ. For policies such that
∑K

`=1 L` ≤ Bt
max,

ignoring ξ for i + mt > Bt
max will also result in K feasible attempts. Using a similar

argument, we can approximate Er
avl. Hence, when

∑K
`=1 L` ≤ Bt

max and KR ≤ Br
max,

the available energy can be well approximated as Et
avl ≈ min{i + mt, B

t
max} and Er

avl ≈
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min{j +mr, B
r
max}.

The proof of statement (ii) in the Lemma follows from the observation that a node that

employs a policy that uses more than one unit of energy in each attempt (i.e., L` ≥ 1

for all 1 ≤ ` ≤ K) always has the space to accommodate one unit of energy. Hence, if

the transmitter harvests energy in mt slots and has i units of energy in the battery at

the beginning of the frame, then the total available energy at the transmitter is given by

Et
avl = i+mt. Similarly, Er

avl = j +mr when R ≥ 1.

A.3 Transition Probability Matrix Gm for mono EH links

For mono-T EH links, the probability of transition from state (i, `1) to (j, `2) is Gj,`2
(m)i,`1

=

Pr(Bn = j, Un+1 = `2|Bn = i, Un = `1), where i, j ∈ {0, 1, . . . , Bt
max} and `1, `2 ∈

{−1, 1, . . . , K}. For `1 ∈ {1, . . . , K} and i ≥ L`1

Gj,`2
(m)i,`1

=



ρtPr [γn < γ0] , j = min {i− L`1 + 1, Bt
max} , `2 = `1 + 1,

ρtPr [γn ≥ γ0] , j = min{i− L`1 + 1, Bt
max}, `2 = −1,

(1− ρt)Pr [γn < γ0] , j = i− L`1 , `2 = `1 + 1,

(1− ρt)Pr [γn > γ0] , j = i− L`1 , `2 = −1,

0, otherwise.

(A.2)

In the above, Pr[γn < γ0] for ARQ is written using (2.2), while for HARQ-CC with

slow and fast fading channels, it can be computed using (2.17) and (2.19), respectively,

with Ψ1 = n.
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Appendix for Chapter 3

B.1 Proof of Lemma 7

The PDP can be written as

PD = min
P

[ ∑
(i1,j1)∈I1

π(i1, j1)PD(K|i1, j1, Un = 1) +
∑

(i2,j2)∈I2

π(i2, j2)PD(K|i2, j2, Un = 1)

]
,

(B.1)

Now, for all (i, j) ∈ I2, PD (K|i, j, Un = 1) = c, where c ∈ [0, 1] is some constant. Recall

that, in I2, the EHNs can make all K attempts regardless of number of slots (mt and

mr) in which the transmitter and receiver harvest the energy. Also, in I1, the packet

cannot be guaranteed to be attempted all K times, and I1 ∪ I2 = I. Without loss

of generality, ∀ (i1, j1) ∈ I1, we can write PD (K|i1, j1, Un = 1) = c + ε(i1, j1), where

ε(i1, j1) , PD (K|i1, j1, Un = 1)− c ∈ [0, 1]. Hence, for (i, j) ∈ I2, (B.1) can be written as

PD = min
P

[
PD(K|i, j, Un = 1) +

∑
(i1,j1)∈I1

π(i1, j1)ε(i1, j1)
]
,

≤ PD (K|i, j, Un = 1)
∣∣∣
P∗

+
∑

(i1,j1)∈I1

π(i1, j1)
∣∣∣
P∗
, (B.2)
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Figure B.1: Different sets of battery states used for proof of Lemma 8. Set I1 contains
the battery states {0, 1, . . . , KLmax}, while set I ′2 contains the battery states {Bt

max −
Lmax, . . . , B

t
max − 1}.

where P∗ = arg min
P
PD (K|i, j, Un = 1) for any (i, j) ∈ I2. This establishes the upper

bound.

Using (B.1), and the fact that ε(i1, j1) ≥ 0 for all (i1, j1) ∈ I1, PD (K|i, j, Un = 1)
∣∣∣
P∗
≤

minP

[
PD (K|i, j, Un = 1) +

∑
(i1,j1)∈I1 π(i1, j1)ε(i1, j1)

]
, for all (i, j) ∈ I2, which estab-

lishes the lower bound.

B.2 Proof of Lemma 8

In this proof, we omit the superscript t on battery state sets such as I1 and I2, as well as

on the battery state at the stopping time Ti, denoted byBTi , since the result pertains only

to the transmitter of the dual EH link. To prove the result, we compute the stationary

probability of the set I1, in terms of the mean time to return to the set I1, denoted as

E(TI1). Now, E(TI1) = E(T1) +E(T2), whereE(T1) denotes the expected time when the

DTMC first hits either the set I1 or the set I ′2 once it leaves I1, and E(T2) is the mean

time required to visit the set I1 starting from the set I ′2 (see Fig. B.1). The proof proceeds
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by further decomposing E(T2) in terms of other hitting times.

The battery evolution at the transmitter, given by (2.1), can be rewritten as follows:

Bt
n+1 =


{
Bt
n+1{Etn 6=0}−L(Bt

n, B
r
n, Un)

}+ if Bt
n 6= Bt

max,

Bt
n − L(Bt

n, B
r
n, Un), otherwise,

where {x}+ , max {0, x}. Here, 1{Etn 6=0} and L(Bt
n, B

r
n, Un) are as defined in the state-

ment of the Lemma. For a dual EH link operating in the EUR, the process 1{Etn 6=0} −

L(Bt
n, B

r
n, Un) has a positive mean drift. From renewal theory, the stationary probabil-

ity of the set I1 is πI1 = 1/E(TI1), where TI1 is the return time to the set I1. Now,

E(TI1) = E (T1|B0 ∈ I1) +
Lmax∑
i=1

E(T2|BT1 = Bt
max − i)Pr

(
BT1 = Bt

max− i|B0 ∈ I1

)
,

(B.3)

where T1 denotes the first time, starting from the set I1, when the DTMC returns to the

set I1 or hits the set I ′2 (see Fig. B.1) and BTi denotes the battery state at time Ti for all

i ∈ N, while B0 denotes the battery state at the start. Also, T2 denotes the time taken by

the DTMC to return to the set I1, starting from a state in the set I ′2, and is given as

E
(
T2|BT1 = Bt

max − i
)

= E
(
T3|BT1 = Bt

max − i
)

+ Pr
(
BT3 = Bt

max|BT1 = Bt
max − i

)
× E

(
T5|BT3 = Bt

max

)
. (B.4)

Here, T3 denotes the first time the DTMC hits the set I1 or Bt
max, starting from state

Bt
max − i ∈ I ′2. Also, T5 denotes the time taken by the DTMC, starting from Bt

max, to re-

turn to the set I1. Next,E (T5|BT3 = Bt
max) can be written in terms of T4, which is defined

as the first time the DTMC hits the set I ′2 starting from Bt
max, as follows: E(T5|BT3 =
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Bt
max) = E (T4|BT3 = Bt

max) +
∑Lmax

j=1 Pr (BT4 = Bt
max − j|BT3 = Bt

max)E(T2|BT4 = Bt
max −

j). Since
∑Lmax

j=1 Pr (BT4 = Bt
max − j|BT3 = Bt

max) = 1, this can be bounded as

E(T5|BT3 = Bt
max) ≤ E

(
T4|BT3 = Bt

max

)
+ max

1≤j≤Lmax

E(T2|BT4 = Bt
max − j). (B.5)

Substituting the above upper bound on E(T5|BT3 = Bt
max) in (B.4), maximizing both

sides over all i and simplifying, we get

max
1≤i≤Lmax

E
(
T2|BT1 = Bt

max − i
)
≤ max1≤i≤Lmax E (T3|BT1 = Bt

max − i)
min1≤i≤Lmax Pr (BT3 ∈ I1|BT1 = Bt

max − i)

+
max1≤i≤Lmax Pr (BT3 = Bt

max|BT1 = Bt
max − i)

min1≤i≤Lmax Pr (BT3 ∈ I1|BT1 = Bt
max − i)

× E
(
T4|BT3 = Bt

max

)
. (B.6)

The denominator in the above uses the fact that hitting Bt
max and hitting a state in the

set I1 starting from state Bt
max − i ∈ I ′2 are complementary events. Similar to (B.5),

we can obtain a lower bound on E(T5|BT3 = Bt
max) by considering the minimum of

E(T2|BT4 = Bt
max − j) over 1 ≤ j ≤ Lmax. Substituting the resulting inequality in (B.4)

and minimizing over i, we get

min
1≤i≤Lmax

E
(
T2|BT1 = Bt

max − i
)
≥ min1≤i≤Lmax E (T3|BT1 = Bt

max − i)
max1≤i≤Lmax Pr (BT3 ∈ I1|BT1 = Bt

max − i)

+
min1≤i≤Lmax Pr (BT3 = Bt

max|BT1 = Bt
max − i)

max1≤i≤Lmax Pr (BT3 ∈ I1|BT1 = Bt
max − i)

× E
(
T4|BT3 = Bt

max

)
.

(B.7)

To compute the hitting times and probabilities in (B.3), (B.6) and (B.7), we need the

following Lemma.
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Lemma 17. The probability that, starting from a state in the set I ′2, the DTMC hits the set I1

before hitting Bt
max at the stopping time T3 decays exponentially with Bt

max. That is,

Pr (BT3 ∈ I1|BT1 = Bt
max − i) = Θ(er

t
∗B

t
max), where rt∗ is as defined in Lemma 8.

Proof. See Appendix B.3.

Now, using Lemma 17 and following a procedure similar to its proof in Appendix B.3,

we get the following results (we omit the details to avoid repetition): we replace the

following in (B.7), (B.6) and (B.3),

Pr
(
BT3 ∈ I1|BT1 = Bt

max − i
)

= Θ(er
t
∗B

t
max),

Pr
(
BT1 = Bt

max − i|B0 ∈ I1

)
= Θ(1),

Pr
(
BT3 = Bt

max|BT1 = Bt
max − i

)
= Θ(1),

Pr
(
BT4 = Bt

max − j|BT3 = Bt
max

)
= Θ(1),

E(T1|B0 ∈ I1) = Θ(Bt
max),

E(T3|BT1 = Bt
max − i) = Θ(1),

E(T4|BT3 = Bt
max) = Θ(1), (B.8)

Substituting (B.8) in (B.7), (B.6) and (B.3), we obtain E(TI1) = Θ(e−r
t
∗B

t
max), where rt∗

is a negative root of the asymptotic log MGF of the drift process X t
n. Hence, πI1 =

Θ(er
t
∗B

t
max). To close out the proof, we need to establish Lemma 17, which is presented

in the following subsection.
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B.3 Computing the hitting times and hitting probabili-

ties

Proof. For convenience, let n = 0 denote the time at which the DTMC first exits the

set I ′2. Also, let X t
n , 1{Etn 6=0} − L(Bt

n, B
r
n, Un). Note that, evolution of X t

n depends on

the DTMC with its state denoted by (Bt
n, B

r
n, Un). In the following analysis, to simplify

the notation, we do not explicitly show the dependence of X t
n on the battery state at

the receiver Br
n and the retransmission index Un. We are interested in analyzing the

probability that, at the stopping time T3, the DTMC is in a state in the set I1. To this end,

we use Wald’s identity for Markov modulated random walks [82, Chapter 9], written

for our problem as follows

E

exp
(
r
∑T3

n=1 X
t
n

)
ξ(r)T3

πr(BT3)

πr(B0)

 = 1, (B.9)

where ξ(r) denotes the spectral radius of the matrix A(r) whose (i, j)th entry is aij(r) =

pijgi(r) with pij being the transition probability of the battery from state i to state j

(strictly speaking, (i1, j1, u1) to (i2, j2, u2)), while gi(r) denotes the generating function

of the conditional distribution of X t
n, given that Bt

n = i, for some i ∈ I ′2, and r is any

point on the real line for which gi(r) exists. In (B.9), πr denotes the right eigenvector

corresponding to ξ(r), and πr(B) denotes its Bth element, which, strictly speaking, is

a tuple (Bt, Br, Un). However, with abuse of notation, we only show its dependence

on the transmitter’s battery. Also, the expectation is over X t
n. Since the process X t

n

has positive drift, there exists an rt∗ < 0 such that ξ(−rt∗) = 1 [83]. Let q denote the
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probability of hitting I1 before hitting Bt
max. Using (B.9) with rt∗′ = −rt∗, we get

(1− q)E
[

exp

(
rt∗

T3∑
n=1

X t
n

)
πrt∗′

(BT3)

πrt∗′
(B0)

∣∣∣∣∣BT3 = Bt
max

]

+ qE

[
exp

(
rt∗

T3∑
n=1

X t
n

)
πrt∗′

(BT3)

πrt∗′
(B0)

∣∣∣∣∣BT3 ∈ I1

]
= 1.

Since, for a large battery, the overshoots are negligible [82], the above can be simplified

as

E

[
πrt∗′

(BT3)

πrt∗′
(B0)

] (
q exp

(
−rt∗Bt

max

)
+ (1− q) exp

(
rt∗Lmax

))
= 1. (B.10)

Further, replacing the two expectation terms with their upper bounds, we get

q exp
(
−rt∗Bt

max

)
+ (1− q) exp

(
rt∗Lmax

)
≥ C ′1, (B.11)

where C ′1 ,
minB0

π
rt
∗′

(B0)

maxBT3
π
rt
∗′

(BT3
)
. Thus, q ≥ C ′′1 exp (rt∗B

t
max). By similarly lower bounding

the expectation terms in (B.10), it can shown that q ≤ C ′′2 exp (rt∗B
t
max). Hence, q =

Θ(exp (rt∗B
t
max)). This completes the proof.

B.4 Proof of Theorem 1

Proof. In this section, we denote the stationary distribution of dual EH link by πd, to

distinguish it from stationary distribution of mono EH links. To derive the result for

the stationary distribution of a dual EH link, πd, we need to compute the probability

of the set I1. From Lemma 8,
∑

i∈It1
πt(i) = Θ(er

t
∗B

t
max), where It1 = It\It2. Here, It is

the set of all the battery states at the transmitter, and can be written as It = It1 ∪ It2,

where It2 denotes the set of battery states in which all K attempts can be supported by



Appendix B. 158

the transmitter, irrespective of the number of slots, mt, in which energy is harvested.

Similarly, at the receiver,
∑

j∈Ir1
πr(j) = Θ(er

r
∗B

r
max), where Ir = Ir1 ∪ Ir2 , and Ir1 = Ir\Ir2 .

The stationary distribution πr and the sets Ir1 , Ir2 and Ir are defined in a similar fashion

as for transmitter.

Now, the stationary probability of the sets It1 and Ir1 can be written as

∑
i∈It1

πt(i) =
∑

i∈It1,j∈Ir1

πd(i, j) +
∑

i∈It1,j∈Ir2

πd(i, j), (B.12)

∑
j∈Ir1

πr(j) =
∑

i∈It1,j∈Ir1

πd(i, j) +
∑

i∈It2,j∈Ir1

πd(i, j). (B.13)

Thus, the stationary probability of the set I1 is given as

πd ((i, j) ∈ I1) = πd
(
i ∈ It1, j ∈ Ir1

)
+ πd

(
i ∈ It2, j ∈ Ir1

)
+ πd

(
i ∈ It1, j ∈ Ir2

)
,

Adding (B.12) and (B.13) and using Lemma 8, we get

2πd
(
i ∈ It1, j ∈ Ir1

)
+ πd

(
i ∈ It2, j ∈ Ir1

)
+ πd

(
i ∈ It1, j ∈ Ir2

)
= Θ(er

t
∗B

t
max) + Θ(er

r
∗B

r
max).

(B.14)

The proof completes by observing that each term in the L.H.S. in (B.14) is nonnegative.

Hence, one can upper and lower bound the L.H.S. in (B.14) in terms of πd ((i, j) ∈ I1).
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B.5 Dual EH Links with ARQ/HARQ-CC and Slow Fad-

ing

For a dual EH link with ARQ and slow fading channels, using Lemma 3 and EUR

conditions, the subproblem corresponding to χ = K ′ is written as

min
L̄={L1,...,LK′}

1− e−
(

γ0N0Tp

LK′Esσ
2
c

)
, (B.15a)

subject to
K′∑
`=1

L`

(
1− e−

(
γ0N0Tp

L`−1Esσ
2
c

))
≤ Kρt, (B.15b)

K′∑
`=1

(
1− e−

(
γ0N0Tp

L`−1Esσ
2
c

))
≤ Kρr

R
, (B.15c)

and 0 ≤ L1 ≤ L2 ≤ . . . ≤ LK′ ≤ Lmax. The objective function above is written using

the fact that, for slow fading channels with ARQ, the optimal policy is a strictly non-

decreasing policy (from Lemma 3). The constraints in (B.15b) and (B.15c) ensure that

both the transmitter and receiver operate in the EUR. Similar to the previous case, using

the Taylor series expansion of e−x and Z` , s
L`

, and approximating the infinite series

summations by summations of finite order, (B.15) can be converted to CGP, which can

be solved using Algorithm 2.

For HARQ-CC, using (2.17) and EUR conditions, the subproblem corresponding to

χ = K ′ is written as

min
L̄={L1,...,LK′}

1− e
− s∑K′

`=1
L` , (B.16a)

subject to
K′∑
`=1

L`

(
1− e

− s∑`−1
i=1

Li

)
≤ Kρt, (B.16b)
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K′∑
`=1

χ`
(

1− e
− s∑`−1

i=1
Li

)
≤ Kρr

R
, (B.16c)

and 0 ≤ Li ≤ Lmax, 1 ≤ i ≤ K ′. The constraints in (B.16b) and (B.16c) ensure that the

dual EH link operates in the EUR. Similar to the previous cases, we solve (B.16) using

Algorithm 2. To use Algorithm 2, (B.16) is converted into a CGP using the Taylor series

expansion of e−x and defining ZK′ , s∑K′
i=1 Li

. Next, we present a method to find the

optimal policies for a dual EH link with HARQ-CC and fast fading channels.

B.6 Dual EH Links with HARQ-CC and Fast Fading

The optimization problem for finding near-optimal RIPs for dual EH links with HARQ-

CC and fast fading channels can be written in a similar manner as in previous cases,

with po,`−1 replaced with pout,1→`−1. The pout,1→`−1 is the same as pD(i, j,mt,mr) and is

given by (2.19), with Ψ1 = `− 1. Specifically, the optimization problem is written as

min
L̄={L1,...,LK}

1− FK (B.17a)

subject to
K∑
`=1

L`(1− F`−1) ≤ Kρt, (B.17b)

K∑
`=1

χ` (1− F`−1) ≤ Kρr
R

, (B.17c)

and 0 ≤ Li ≤ Lmax, χi ∈ {0, 1}, 1 ≤ i ≤ K, whereF`−1 ,
∑M`−1

i=1

∑τi,`−1

j=1

∑j−1
k=0

χi,j(L`−1)

k!

(
X
L{i}

)k
e
− X
L{i} with X , γ0N0Tp

Es
, LK , diag(L1

σ2
c
, L2

σ2
c
, . . . , LK

σ2
c

), and L{1}, L{2}, · · · , L{MK} denote the

distinct nonzero elements of LK . τi,`−1 denotes the multiplicity of L{i}, and χi,j(LK)

denotes the (i, j)th characteristic coefficient of LK defined in (2.20). Note that, to find a

solution for a given {χ`}K`=1, we need to solve 2χ − χ subproblems, where χ =
∑L

`=1 χ`.
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Hence, to solve (B.17), since χ can take values 1, 2, . . . , K, we need to solve (2K+2 −

K(K + 1)− 4)/2 subproblems, and pick the solution corresponding to the subproblem

which yields the minimum PDP among them, which is computationally expensive.

Alternatively, using a result from [38, Theorem 1], we can approximate the pout,1→`

as pout,1→` ≈ X`

`!L1L2···L`
. Using this approximation, for a given {χ`}K`=1, the optimization

problem in (B.17) reduces to a GP. Thus to solve (B.17), we need to solve K GPs and

pick the best solution.

B.7 Proof of Theorem 1 for Markov Energy Harvesting

Models

In this section, we present the proof of Theorem 1 when the EH process at the transmit-

ter and receiver are temporally correlated. Note that, for the Markov model, the result

in Theorem 1 is valid, provided Lemma 8 holds true in this scenario also. Thus, in the

following, we discuss the proof of Lemma 8 for the Markov model.

In the Markov case, the drift process, defined in Lemma 8, modifies as X t
n , etn −

L(Bt
n, B

r
n, Un), where etn denotes the amount of energy harvested in the nth slot. For a

dual EH link operating in the EUR, the process etn − L(Bt
n, B

r
n, Un) has a positive mean

drift. From renewal theory, the stationary probability of the set It1 is πIt1 = 1/E(TIt1).

Next, since the battery at the node still evolves in a Markovian fashion in this scenario,

E(TIt1) is given by (B.3). Further, to compute (B.3), we use the expressions given in

(B.4), (B.5), (B.6) and (B.7), which are in turn computed using the results in Lemma 17.

The proof completes by noting that the result in Lemma 17 is also applicable to this

scenario. This is because, X t
n is a Markov modulated random walk, with its underlying
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Markov chain being the one described in the beginning of Section 3.5. �
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Appendix for Chapter 4

C.1 Transition probabilities

For a slow fading channel, the probability of transitioning from state a , (Ba,U a, s) to

b , (Bb,U b, s+1) isGa,b , Pr ((Bs+1 = Bb, U s+1 = U b, s+1) | (Bs = Ba,U s = U a, s), γ),

where Bn
a , B

n
b ∈ {0, 1, . . . , Bmax

n } and Un
a , U

n
b ∈ {−1, 0, 1, . . . , Kn}. For Bn

a ≥ En
` and

Bn+1
a ≥ R, and U a such that {U i

a = −1}n−1
i=1 , {U i

a = 0}Ni=n+1 and Un
a = `− 1, we can write

Ga,b as

Ga,b(γ) =


p(Is)Pe(E

n
` , γ), Bb = B̃, Ũ

−n
b = Ũ

−n
a , Un

b = Un
a + 1,

p(Is)(1− Pe(En
` , γ)), Bb = B̃, Ũ

−n
b = Ũ

−n
a , Un

b = −1,

0, otherwise.

(C.1)

where p(Is) ,
∏N+1

k=1 ρ
Ik
k (1−ρk)1−Ik , B̃ ,

(
min{Bk

a + Ik − 1{k=n}E
n
` −R1{k=n+1}, B

max
k }

)N+1

k=1
,

and Ũ
−n
a and Ũ

−n
b denote (N − 1)-length vectors obtained by removing the nth compo-

nent of U a and U b, respectively. Also, Ik is the kth component of Is ∈ {0, 1}N+1, and is

equal to one if the kth node harvests the energy in the current slot, otherwise it is equal

to zero. Also, 1{.} denotes an indicator function which takes the value 1 if its argument

163
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is true, and takes the value 0 otherwise. In (C.1), Pe(En
` , γ) is given by (4.3) for both

slow and fast fading channels. The terms in the above transition probability expression

are obtained by considering the events that need to occur for the particular transition

to happen. For instance, (C.1) is written for the case when the transmissions of all the

previous nodes were successful, i.e., {U i
a = −1}n−1

i=1 and the nth node has to make the `th

attempt in sth slot. In this case, the transition described in the first case happens if all the

nodes harvest energy according to the pattern described by Is, a decoding failure oc-

curs in the current attempt, and the channel in the nth sub-frame is γ. Note that, during

such an event, the battery of a node is incremented by one if it harvests energy in the

current slot and its battery is not full. Further, the energy in the battery of the nth and

n + 1th nodes are decreased by the amount of energy used to make the `th attempt, i.e.,

En
` and R, respectively. Since only the nth node transmits during the sth slot, the local

transmission index of all nodes except the nth node remain unchanged. The transition

probabilities for the other cases, e.g., Bn
a ≤ E`1 and Bn+1

a ≥ R, can be written similarly.

In the fast fading case,G contains the channel-averaged entries, i.e., Pe(En
` , γ) in (C.1)

is replaced by Eγ(Pe(E
n
` , γ)). We omit the details to avoid repetition.

C.2 Procedure to compute number of feasible attempts

Ψn

Recall that a packet transmission attempt is made if and only if both the transmitter

and receiver have sufficient energy to make the next attempt. This implies, for a given

RIP P , the battery states at the start of the frame Bn and Bn+1, the harvesting patterns

of nth and n+ 1th node, namely, (mr,n,mt,n) and (mr,n+1,mt,n+1), respectively, determine
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the number of feasible attempts Ψn. To determine Ψn, we use the notion of energy

available for transmission and reception, denoted as En
avl,t and En

avl,r, respectively, at the

nth node, which are random variables determined by the order of energy arrivals and

consumption. To obtain closed form expressions, we approximate En
avl,r and En

avl,t as

En
avl,r ≈ min{Bn+mr,n, B

max
n } andEn

avl,t ≈ min{En
avl,r+mt,n−Ψn−1R,B

max
n }, respectively.

Based on this, Ψn can be approximated as Ψn = min{κtn, κrn+1}, where κtn , max{κ :

En
avl,t−

∑κ
`=1 E

n
` ≥ 0} and κrn+1 , max{κ : En+1

avl,r−κR ≥ 0} denote the number of feasible

attempts at the transmitting and receiving EHN of the nth hop, respectively. Thus, we

have obtained a recursive equation to compute the number of feasible attempts.
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Appendix for Chapter 5

D.1 Proof of Lemma 13

Proof. We define g2(t∗) = f2(t∗)−t∗ and g2 (F−1(KnρnE)) < 0.Now, let t∗min =
∑K′

`=1 E
∗
` is

the sum of first K ′ components of the solution of Kn dimensional problem (5.9). Since,

KnρnE
Pr[n]

− F (t∗) ≥ t∗min, we can write

g(t∗min) =

[
1 +

Kn

(Kn −K ′)N0

(
ρnE

Pr[n]
− F (t∗min)

Kn

)]Kn−K′
− 1− t∗min,

≥
[
1 +

1

(Kn −K ′)N0

t∗min

]Kn−K′
− 1− t∗min,

=

[
1 +

t∗min

N0

+

(
t∗min

N0

)2
n(n− 1)

2
+ · · ·

]
− 1− t∗min,

> 0,

where the last inequality follows from the fact that N0 ≤ 1. This shows that g2(t∗) has a

zero, and the proof completes.

166
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D.2 Proof of Theorem 4

To prove the Theorem, we need the following Lemma, which asserts that the optimal

RIP allocates nonzero power to all packet attempts. Its proof is similar to the proof of a

corresponding Lemma in the slow fading case in [78].

Lemma 18. The optimal RIP solution to (5.15), denoted by En∗ =
{
En∗

1 , . . . , En∗
Kn

}
, satisfies

En∗

` > 0 for all 1 ≤ ` ≤ Kn.

Next, we make the substitution xk ,
Enk∏k−1

i=1 (1+Eni )
. Thus, En

1 = x1, En
2 = x2(1 + x1),

En
3 = x3(1 + x1)(1 + x2(1 + x1)), and so on. Hence, we can rewrite (5.15) as

max
x1,...,xKn

fKn−1(1 + xKnfKn−1), subject to
Kn∑
`=1

x` ≤
Kρn
Pr[n]

, (D.1)

where f` , f`−1(1 + x`f`−1) for 1 ≤ ` ≤ Kn and f0 , 1. We claim that the solution to the

transformed problem obeys the following recursive relationship

x`+1 =
x`
2

(
2 + x`f`−1

1 + x`f`−1

)
=
x`
2

(
f`−1 + f`

f`

)
, 1 ≤ ` ≤ Kn − 1. (D.2)

The proof follows by induction. When Kn = 2, using the constraint in (D.1), the objec-

tive function can be written as f1

(
1 +

(
Kρn
Pr[n]
− x1

)
f1

)
. Let f ′1 , df1/dx1. Now, because

of Lemma 18, and since the domain of optimization is the positive orthant, f ′1 = 0 at the

optimal solution of the unconstrained problem [84, Chapter 4]. Hence, we have

f ′1

(
1 +

(
Kρn
Pr[n]

− x1

)
f1

)
+ f1

(
f ′1

(
Kρn
Pr[n]

− x1

)
− f1

)
= 0
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Rearranging the above, we get

x2 =
f1

2f ′1
− 1

2f1

=
x1

2

(
2 + x1f0

1 + x1f0

)
.

This establishes (D.2) when Kn = 2. Suppose (D.2) holds for Kn = k. We proceed to

show that it holds for Kn = k + 1 as well. Towards this end, we derive an alternative

induction hypothesis. From the constraint in (D.1), we substitute xk = Kρn
Pr[n]
−∑k−1

`=1 x`

in the objective function, and differentiate it with respect to x1 and set equal to zero to

obtain

xk =
fk−1

2f ′k−1

(
1 +

k−1∑
i=2

∂xi
∂x1

)
− 1

2fk−1

, (D.3)

where f ′k−1 = f ′k−2 + 2xk−1fk−2f
′
k−2 + f 2

k−2
∂xk−1

∂x1
. Equating the right hand sides of the

expression for xk above with the one given by the induction hypothesis in (D.2) and

rearranging, we get

f ′k−1 = f 2
k−2

(
1 +

k−1∑
i=2

∂xi
∂x1

)
. (D.4)

To complete the proof, we need to show that the solution of k+1-dimensional optimiza-

tion problem also follows the relation in (D.2). For the (k + 1)-dimensional problem,

solving for xk+1 from the constraint, substituting into the objective function, and differ-

entiating with respect to x1 and setting equal to zero, we obtain

xk+1 =
fk
2f ′k

(
1 +

k∑
i=2

∂xi
∂x1

)
− 1

2fk
, (D.5)

where f ′k = f ′k−1 + 2xkfk−1f
′
k−1 + f 2

k−1
∂xk
∂x1

. Now, in the (k + 1)-dimensional problem, if

we fix xk+1, it reduces to a k-dimensional problem, for which the relation (D.4) holds.
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Since it holds at any value of xk+1, it also holds at the optimal solution to the (k +

1)-dimensional problem. In the expression for f ′k, substituting for f ′k−1 from the new

induction hypothesis in (D.4), we get

f ′k = f 2
k−2

(
1 +

k−1∑
i=2

∂xi
∂x1

)
(1 + xk−1(fk−2 + fk−1)) + f 2

k−1

∂xk
∂x1

= f 2
k−1

(
1 +

k∑
i=2

∂xi
∂x1

)

The first equality above uses (D.2) and (D.4); the second equality uses the definition of

fk. Substituting the above expression for f ′k in (D.5) results in

xk+1 =
fk

2f 2
k−1

− 1

fk
=
xk
2

(
fk−1 + fk

fk

)
,

which is precisely the induction step for the (k + 1)-dimensional problem. This, along

with the observation that (D.2) is equivalent to (5.16), completes the proof.

D.3 Optimal Power Allocation for the Fast Fading Multi-

hop EH Links

For fast fading multi-hop EH links, using (5.3) and (4.14), the problem of finding the

optimal power vector can be written as

min
{Pn}Nn=1

1− Pr[N + 1], (D.6a)

s. t.: Pr[n− 1]

(
Kn−1∑
`=1

1{En−1
` >0}R∏`−1

i=1(1 + En−1
i )

)
+ Pr[n]

(
Kn∑
`=1

En
`∏`−1

i=1(1 + En
i )

)
≤ KρnE for all n

(D.6b)

0 ≤ En
` ≤ Emax for all 1 ≤ ` ≤ Kn and 1 ≤ n ≤ N + 1,

where Pr[m] = 1−∏m−1
n=1

(
1− 1∏Kn

`=1(1+En` )

)
.
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Similar to the slow fading case, the above problem can be converted into a CGP and

solved using Algorithm 2. To convert it into a CGP we make the substitution Ln` =∏`
i=1(1 + En

` ).
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Appendix for Chapter 6

E.1 Proof of Lemma 14

First, we derive the upper bound in the scenario when µr
R
≥ 1.

Case 1). From (6.2), the time-averaged throughput of a dual EH link can be upper

bounded as

T =
1

N

N∑
n=1

1{pr(n)6=0} log(1 + pt(n)),

≤ 1

N

N∑
n=1

log(1 + pt(n))≤ log

(
1 +

1

N

N∑
n=1

pt(n)

)
.

T =
1

N

N∑
n=1

1{pr(n)6=0} log(1 + pt(n)),

(a)

≤ 1

N

N∑
n=1

log(1 + pt(n))
(b)

≤ log

(
1 +

1

N

N∑
n=1

pt(n)

)
.

In the above, (a) follows from the fact that an energy unconstrained receiver with infi-

nite sized battery can remain on in all slots, and (b) The last inequality above follows
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from Jensen’s inequality. Next, taking the limit N →∞, we get

lim inf
N→∞

T ≤ lim inf
N→∞

log

(
1 +

1

N

N∑
n=1

pt(n)

)
,

(c)
= log

(
1 + lim inf

N→∞

1

N

N∑
n=1

pt(n)

)
,

(d)

≤ log

(
1 + lim inf

N→∞

1

N

N∑
n=1

Et(n)

)
,

(e)
= log(1 + µt),

where (c) follows because the logarithm is a continuous function, (d) follows from the

fact that the total energy consumed can not exceed the total energy harvested, and

(e) follows from the ergodicity of the harvesting process. This completes the proof in

Case (1).

Case 2). In this scenario, the receiver can only turn on intermittently, and the lack of in-

formation about the battery state of the other node can lead to energy loss at the nodes.

To obtain an upper bound, we consider a genie-aided system where the transmitter and

receiver are equipped with infinite sized batteries, and the entire energy harvested over

N slots is made available in the first slot itself, at both the nodes. In this case, there is no

energy loss due to lack of coordination, as both the transmitter and receiver know the

number of slots when the receiver can turn on. Hence, the throughput of this system is

an upper bound on (6.3a).

From the strong law of large numbers, for large N , the energy at the transmitter and

the receiver at the beginning of communication is Nµt and Nµr, respectively. Thus,

the total number of slots the receiver can remain on is N ′ = bNµr
R
c. The long-term
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time-averaged throughput, Tg, of this genie-aided system is

lim inf
N→∞

Tg ≤ lim inf
N→∞

1

N

N ′∑
n=1

log(1 + pt(n)),

≤ lim inf
N→∞

N ′

N
log

(
1 +

Nµt
N ′

)
. (E.1)

The last inequality above is based on the fact that it is optimal to equally allocate the

energy available over the N ′ slots, since the logarithm is a concave function. Noting

that limN→∞
N ′

N
= µr

R
completes the proof.

E.2 Proof of Lemma 15

Proof. The proof of this Lemma is adapted from [33]. At the transmitter, we choose

δ+
t = δ−t = βtσ

2
t

logBtmax

Btmax
. On the other hand, at the receiver, δ+

r = Nr − b Rµr c, and δ−r =

d R
µr
e − Nr, where Nr = R

µr
. First, we analyze the battery discharge probability at the

transmitter and receiver, denoted by ptd and prd, respectively. We use [33, Lem. 2], which

was derived for the case where only the transmitter is an EHN.

Recall that the energy transferred from the battery to the super capacitor at the trans-

mitter depends on the battery state at the transmitter, while the feedback sent by the

receiver only determines the slot in which the data is transmitted, using the energy

accumulated in the super capacitor. Similarly, the decision to turn on at the receiver

depends only on the state of the battery at the receiver. Thus, the batteries at both

the transmitter and receiver evolve independently of each other. Hence, the result

in [33, Lem. 2] is applicable to our case where both the transmitter and receiver are
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EHNs. Thus, the battery discharge probabilities at the transmitter and receiver de-

cay as Θ
(

exp
(
−Btmaxδ

−
t

σ2
t

))
and Θ

(
exp

(
−Brmaxµrδ

−
r

σ2
r

))
, respectively. Since δ+

t = δ−t =

βtσ
2
t

logBtmax

Btmax
, ptd = Θ

(
Bt

max
−βt
)
, βt > 0. Similar results hold for the battery overflow

probabilities also.

Next, to show that the policy Pc asymptotically achieves within one bit of the up-

per bound, we first characterize the rate obtained in a slot. Under policy Pc, the

receiver turns on after N+
r and N−r slots, depending on the battery state at the re-

ceiver. Thus, the rate obtained in a slot ranges between RN−r
max , R

(
N−r (µt + δ+

t )
)

and

RN+
r

min , R
(
N+
r (µt − δ−t )

)
. Here, RN−r

max denotes the maximum rate obtained in a slot,

which is achieved when receiver turns on afterN−r slots and the battery at the transmit-

ter remains more than half full during all the N−r slots. Similarly, RN+
r

min is the minimum

rate obtained in a slot, which is achieved when the receiver turns on after N+
r slots and

the battery at the transmitter is less than half full for the entire duration of N+
r slots.

SinceR is an analytic function, using Taylor’s expansion, we can write

RN−r
max = R

[
(Nr + δ−r )(µt + δ+

t )
]

(E.2)

= R(Nrµt) +R(1)(Nrµt)δmax +R(2)(Nrµt)δ
2
max + o(δ2

max)

where δmax , δ−r (µt + δ+
t ) +Nrδ

+
t . Similarly,

RN+
r

min = R(Nrµt) +R(1)(Nrµt)δmin +R(2)(Nrµt)δ
2
min + o(δ2

min)

where δmin , δ+
r δ
−
t −Nrδ

−
t −µtδ+

r . Now, the actual rate achieved depends by the amount

of energy used for transmission, which, in turn, depends on the number of slots since
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the previous transmission attempt. It also depends on the sequence of states the batter-

ies at the two nodes go through, starting from the slot the transmitter previously made

an attempt. Hence, the transmit power corresponding to an arbitrary state sequence s

can be written as

ps =

N
−
r µt + ksδ

+
t − (N−r − ks)δ−t , if s ∈ SN−r ,

N+
r µt + `sδ

+
t − (N−r − `s)δ−t , if s ∈ SN+

r
,

(E.3)

where 0 ≤ ks ≤ N−r and 0 ≤ `s ≤ N−r denote the number of slots when the battery at

the transmitter is more than half full, when the communication happens in N−r and N+
r

slots, respectively. Also, SN−r and SN+
r

denote the set of sequence of states in which the

receiver turns on after N−r and N+
r slots, respectively.

The total number of bits transmitted corresponding to an arbitrary state sequence s in

which the transmit energy is Nrµt + δs, is written as

Rs = R(Nrµt) +R(1)(Nrµt)δs +R(2)(Nrµt)δ
2
s + o(δs)

2. (E.4)

In the above, since N−r = Nr + δ−r N
+
r = Nr − δ+

r and δ+
t = δ−t , δs (by comparing ps with

Nrµt + δs) is given as

δs =

µtδ
−
r −N−r δ−t + 2ksδt if s ∈ SN−r

−N+
r δ
−
t − µtδ+

r + 2`sδt if s ∈ SN+
r
.

(E.5)

The rates obtained for policy Pc can also be characterized in terms of the Markov

chain described in the following. In terms of Markov reward process, the rate Rs can

be viewed as the reward obtained when the Markov chain M visits the state s. The

state of Markov chain is given by a set of tuples of battery states at the transmitter and
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the receiver. Depending on the length of the sequence of tuples of the battery states, the

state space of the Markov chain can be partitioned into two disjoint subsets, containing

N+
r and N−r length sequences of battery states, denoted by SN+

r
and SN−r , respectively.

A typical state s ∈ SN+
r

is denoted as {(Bt
m, B

r
m)}N+

r
m=1. The transition probabilities of

this Markov chain can be written in terms of the transition probabilities of the Markov

chains describing the evolution of the battery at the transmitter and receiver, given by

(6.1). For instance, in a scenario where the transmitter and the receiver harvest the

energy according to a Bernoulli process, the probability of making a transition from an

arbitrary state s ∈ SN+
r

to a state s′ ∈ SN+
r

, in which the reward obtained is RN+
r

min, can

be written as follows. The probability of transition from s to s′ is one, if the battery at

the transmitter and receiver in the last tuple of the state s is such that Bt
N+
r
< Brmax

2
−N+

r

and Br
N+
r
≥ Brmax

2
+ R, and for state s′, Bt

m < Btmax

2
as well as Br

m > Brmax

2
for all 1 ≤

m ≤ N+
r ; otherwise it is zero. Note that, the rate RN+

r
min is the reward corresponding to

the state which is given by the set of tuples of battery states in which the battery at the

transmitter is always less than half full while the battery at the receiver is more than

half full.

Under the above Markov chain formulation, the time-averaged throughput is

T c =
∑
s∈S

πs
Rs

Ns

, (E.6)

where πs denotes the steady state probability of the system being in a state s such that

the rateRs is obtained inN slots. Note that, the existence of the steady state distribution

is ensured by the fact that the Markov chainM has a finite number of states. Also, in

the above, Ns takes the value N+
r and N−r depending on the state s. Next, using (E.4),
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time-averaged throughput in (E.6) can be rewritten as

T c =
∑
s∈S

N−r

πs
Rs

Nr + δ+
r

+
∑
s∈S

N+
r

πs
Rs

Nr − δ+
r

, (E.7)

= R(Nrµt)

 1

Nr + δ+
r

∑
s∈S

N−r

πs +
1

Nr − δ+
r

∑
s∈S

N+
r

πs


+R(1)(Nrµt)

 1

N−r

∑
s∈S

N−r

πsδs +
1

N+
r

∑
s∈S

N+
r

πsδs


+R(2)(Nrµt)

 1

N−r

∑
s∈S

N−r

πsδ
2
s +

1

N+
r

∑
s∈S

N+
r

πsδ
2
s

+
∑
s∈S

N+
r

πso(δ
2
s) +

∑
s∈S

N−r

πso(δ
2
s).

(E.8)

In the following, we study the behavior of each of the terms in RHS of (E.8). The first

term in (E.8) can we rewritten as

R(Nrµt)

Nr

(
1 + δ−r

Nr

)(
1− δ+

r

Nr

)
1 +

δ−r
Nr

∑
s∈S

N+
r

πs −
δ+
r

Nr

∑
s∈S

N−r

πs


=

R(Nrµt)

Nr

(
1 + δ−r

Nr

)(
1− δ+

r

Nr

) [1 +
δ−r π

+
r

Nr

− δ+
r π
−
r

Nr

]
, (E.9)

where π+
r ,

∑
s∈S

N+
r

πs and π−r ,
∑

s∈S
N−r

πs denote the stationary probability of being

in a state such that the receiver turns on after N+
r and N−r slots, respectively. Next,

using the energy conservation principle at the receiver

π+
r

(
R

Nr − δ+
r

)
+ (π−r − prd)

(
R

Nr + δ−r

)
= µr(1− pro), (E.10)

where prd and pro denote the probability of battery discharge and overflow, respectively.
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Simplifying the above equation, and using the result for discharge and overflow prob-

ability, prd and pro, derived at the start of this section, we get

π+
r δ
−
r − π−r δ+

r = O(δ−r ) (E.11)

On the other hand, the second term in (E.8) is written as

R(1)(Nrµt)

 1

N−r

∑
s∈S

N−r

πs
(
µtδ
−
r −N−r δ−t + 2ksδt

)
+

1

N+
r

∑
s∈S

N+
r

πs
(
−N+

r δ
−
t − µtδ+

r + 2`sδt
)

= R(1)(Nrµt)

(
−δ−t +

µtδ
−
r π
−
r

N−r
+
µtδ

+
r π

+
r

N+
r

+
2δt
N−r

∑
s∈S

N−r

πsks +
2δt
N+
r

∑
s∈S

N+
r

πs`s


= R(1)(Nrµt)

(
−δ−t −

µtδ
+
r δ
−
r

(Nr + δ−r )(Nr − δ+
r )

+
µtNr

(Nr + δ−r )(Nr − δ+
r )

[π−r δ
−
r − π+

r δ
+
r ] + A

)
,

(E.12)

where A , 2δt
N−r

∑
s∈S

N−r
πsks + 2δt

N+
r

∑
s∈S

N+
r

πs`s. Using (E.11), we have

π−r δ
−
r − π+

r δ
+
r = δ−r − δ+

r + (π−r δ
+
r − π+

r δ
−
r ). (E.13)

Note that the quantity in (E.12) converges to zero as O(δ+
r ) + O(δ−r ) + O(δ+

t ), and∑
s∈S

N+
r

πso(δ
2
s),
∑

s∈S
N−r

πso(δ
2
s) and the last but one term in (E.8), goes to zero asO(δ+

r
2
)+

O(δ−t
2
) and O(δ−r

2
) +O(δ−t

2
), respectively. The proof completes by noting that the right-

hand side in (E.9) converges to R(µtNr)
Nr

, and Nr = N

bNµr
R
c
.

E.3 Proof of Lemma 16

Proof. To prove the result, we consider a Markov chain M′ which has the same state

space as the Markov chainM, described in the proof of Lemma 15, and its transition

probabilities are governed by the policy and the harvesting statistics at both the nodes.
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The average throughput achieved by the policy P uc can be written as

T uc =
∑
s∈S

πucs
Ruc
s

Ns

,

where πucs denote the stationary probability of Markov chainM′ being in the state s ∈ S.

Thus, the difference between the time-average throughput achieved by two policies,

using (E.6), can be written as

T c − T uc =
∑
s∈S

πs
Rs

Ns

−
∑
s∈S

πucs
Ruc
s

Ns

,

(a)
=
∑
s∈S

Rs

Ns

(πs − πucs ) ,

(b)
<
RN−r

max

N+
r

(πuc0 − π0) <
RN−r

max

N+
r

πuc0 ,

where (a) follows from the fact the rate obtained in state s is the same for both Pc and

Puc, and (b) uses the fact that the stationary distribution sums to one, and the maximum

achieved rate isRN+
r

max. This completes the proof.
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