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Abstract— In this paper, we consider retransmission-based
point-to-point dual energy harvesting (EH) links, where both the
transmitter and receiver are EH nodes (EHNs). The transmitter
needs to periodically send a packet to the receiver and the packet
is dropped if it is not delivered within a given number of slots. The
goal is to find a retransmission index-based power management
policy (RIP), which minimizes the packet drop probability (PDP).
To this end, first, we establish the near-optimality of policies that
operate in the energy unconstrained regime (EUR), i.e., the regime
where the average rate of energy use at each EHN is less than
the average harvesting rate. Specifically, we analytically show
that for such policies, the gap between the PDP of the dual
EH systems with finite and infinite capacity batteries decreases
exponentially with the size of the battery at the transmitter and
receiver. Next, we show that, in the EUR, the non-convex problem
of designing optimal RIPs can be reformulated as a geometric
program, which leads to a provably convergent and computation-
ally efficient solution. We design the RIPs for both slow and fast
fading channels, and with two different retransmission protocols,
namely, the automatic repeat request (ARQ) and hybrid ARQ
with chase combining. Numerical results obtained through Monte
Carlo simulations show that the proposed RIPs outperform the
state-of-the-art policies.

Index Terms— Energy harvesting, ARQ, HARQ-CC, packet
drop probability, geometric programming, battery size, receiver.

I. INTRODUCTION

AN ENERGY harvesting node (EHN) harvests energy
from the environment, e.g., from a solar, wind, piezo-

electric, or radio frequency source [1]–[3]. This can improve
the lifetime of wireless sensor networks (WSN) which are
used in many control and monitoring applications. Dual energy
harvesting (EH) links, i.e., point-to-point communication links
whose both transmitter and receiver are EHNs [4], are the
basic building blocks of EH based WSNs [5]. Dual EH links
generalize mono EH links [6]–[9], where only one node
harvests energy. This generalization makes the design more
challenging, as one needs to account for the sporadic energy
availability at both the transmitter and receiver, as well as
the lack of availability of the energy state of each node
at the other node. Also, the spatio-temporal correlation in
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the energy arrivals at the EHNs needs to be leveraged for
obtaining the best possible performance. Due to this, policies
designed for mono EH links could in general be sub-optimal
for dual EH links (see Fig. 4b). Therefore, the design of
reliable dual EH links is an important first step in the design
of EH WSNs [10].

The retransmission protocols in conjunction with transmit
power control are a good choice for reliable EH links, as they
help to mitigate the randomness of the wireless channel as well
as of the time-varying EH process [11]–[17]. Retransmission
protocols are also part of low power communication standards
such as IEEE 802.15.4 [18]. The reliability of retransmission
based links with fixed size packets is quantified by the packet
drop probability (PDP) [14], [19].

In this work, we consider a dual EH link where a transmit-
ting EHN periodically obtains a measurement, at the beginning
of a frame. The measurement needs to be delivered to another
EHN by the end of the frame; otherwise it is dropped. Each
packet can be attempted repeatedly till the end of the frame,
provided both nodes have sufficient energy to communicate.
Transmission is stopped after successful delivery, and both
EHNs save the harvested energy in a finite sized battery for the
rest of the frame. The PDP is defined as the average fraction
of packets dropped out of all the packets attempted. This
model is applicable in scenarios where periodic measurements
are taken, and are useful only if they are delivered by a
deadline.

The goal of this paper is to design power management
policies for dual EH links with retransmission. First, we char-
acterize the impact of the size of the battery at the transmitter
and receiver on the PDP performance, for policies that operate
in the so-called energy unconstrained regime (EUR). A larger
battery size helps the EHNs overcome the randomness in the
harvested energy and wireless channel, but it is not clear
how large the battery needs to be, in order to obtain near-
optimal performance. Next, we design optimal retransmission
index-based policies (RIPs) to minimize the PDP. An RIP
provides an attempt-based prescription for the management
of power at the transmitter and receiver, namely, the number
of attempts to make and the corresponding power levels. The
time-varying and random nature of the harvesting and channel
fading processes, as well as the finiteness of the battery
capacities, makes the design of optimal RIPs challenging. For
example, it is not clear whether a single transmission attempt
at a high transmit power will result in better PDP compared
to making successive attempts at progressively higher power
levels, initializing from a low-power attempt. The answer, in
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turn, depends on the channel coherence time, EH statistics,
and the data processing performed at the receiver.

We present the design of RIPs for two different retransmis-
sion protocols: automatic-repeat-request (ARQ) and hybrid
ARQ with chase combining (HARQ-CC). In contrast to ARQ,
the receiver in HARQ-CC applies maximal ratio combining
to decode a packet using the copies of the packet received
in previous attempts. With ARQ, the received signal-to-noise
ratio (SNR) in the current attempt determines the probability
of packet success; while with HARQ-CC, it depends on the
accumulated SNR across all attempts. Due to this, the structure
of the optimal RIPs in the two cases are fundamentally
different. In addition, we design the RIPs for ARQ and
HARQ-CC under both slow and fast fading channels.

A. Related Work

The design of power control policies for mono EH links,
where only the transmitter is an EHN, herein referred to as
mono-T links, has been studied to optimize the delay [7],
transmission time [8], throughput [9], and PDP [13]–[15].
Throughput maximizing policies when only the receiver is
energy harvesting are designed in [20]. The interested reader
is referred to [6] for a review of recent advances in the area
of energy harvesting wireless communications.

Arafa and Ulukus [4] present an offline throughput maxi-
mizing policy for a dual EH link with an AWGN channel and
infinite energy buffers. However, the work in [4] does not
consider retransmissions and the time-varying fading chan-
nel. Dual EH links with finite sized batteries and ARQ are
considered in [11], [12], [16], and [17]. Yadav et al. [12]
propose to selectively sample the packet, while [11], [16], [17]
consider the conventional ARQ, where the entire packet is
sampled and decoded, depending on the energy available at
the receiver. In [16] and [17], closed-form expressions for the
PDP of dual EH links with ARQ and HARQ-CC protocols
are obtained. However, [16], [17] do not provide the design
of power control policies. Zhou et al. [11] propose throughput
maximizing policies for fast fading channels, which is obtained
using a global search over the space of affine policies. How-
ever, the restriction of the search to affine policies may be
suboptimal in general. Also, the computational complexity of
global search methods is prohibitively large, even for moderate
sized batteries. Hence, it is desirable to come up with design
procedures whose complexity does not grow with the battery
size.

Another important aspect in the design of power
policies for EH systems is availability of the battery’s state-
of-charge (SoC). A majority of the existing literature assumes
the availability of perfect SoC information. However, the
estimation of SoC could be energy-expensive [21], [22].
Michelusi et al. [23] show that the knowledge of the EH
statistics can partially compensate for the lack of SoC infor-
mation. Testa and Zorzi [24] and Srivastava and Koksal [25],
present policies that achieve near-optimal utility with
1-bit SoC. On a related note, [11], [14], [15] consider
policies for which the transmit power is SoC-independent,
e.g., affine policies [11]. However, a systematic procedure
for designing SoC-independent policies is not available even

for mono EH links. In this paper, we design near-optimal,
SoC-independent RIPs, and benchmark them against the state-
of-the-art policies. Also, the design of power control policies
for HARQ-CC based links has not been considered in the
literature. Next, we summarize the main contributions of this
work.

B. Contributions
1) We derive both upper and lower bounds on the PDP

of dual EH links with finite capacity batteries. The
bounds are obtained in terms of the PDP achieved with
ideal (infinite capacity) batteries. We analyze the gap
between the upper and lower bounds, and show that
for policies operating in the EUR, the gap goes to zero
exponentially fast with the battery size at the transmitter
and receiver. This result not only shows that the bounds
are asymptotically tight, it also explicitly characterizes
the dependence of the PDP on the size of the batteries
(Secs. III and IV).

2) We present a systematic procedure to design near-
optimal RIPs for dual EH links with retransmission.
The problem formulation is a non-convex mixed integer
program, which is known to be strongly NP hard.
We solve it in a computationally efficient and provably
convergent manner using techniques from geometric
programming (GP) (Secs. V and VI-A).

3) The impact of channel coherence time and receiver
processing is accounted for by designing the policies
for two different retransmission protocols: ARQ and
HARQ-CC, as well as for two different modes of chan-
nel variation: slow and fast fading channels (Sec. VI).

4) We show that our proposed design procedure can be
extended to handle spatially and temporally correlated
EH processes (Sec. VII).

These results are useful to determine the order of bat-
tery size required for obtaining a desired performance level.
In fact, the dependence of the PDP on the battery size is not
well understood in the literature, even for mono EH links.
Since mono EH links are a special case of dual EH links, our
proposed approach can be used to design near-optimal RIPs for
this case also. For dual EH links with sufficiently large sized
batteries, we show that it is near-optimal to design the power
control policies under an average power constraint. Due to this,
the complexity of finding the RIP is independent of the size
of the batteries. We empirically show that the designed RIPs
even outperform the SoC-dependent state-of-the-art policies
(see Fig. 7).

II. SYSTEM MODEL

We consider a dual EH link, where, at the beginning of a
frame of duration Tm , the transmitter generates a packet which
is to be delivered to the receiver by the end of the frame.
In each attempt, the packet transmission is followed by an
acknowledgment (ACK) or negative ACK (NACK) signal from
the receiver, indicating the success or failure of the attempt,
respectively. The ACK and NACK messages are assumed to
be received without error and delay [11]–[17], [19], [26].
If an ACK is received, then the packet is not retransmitted,
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and both EHNs simply accumulate the harvested energy in
a finite capacity battery, till the end of the frame. A packet
transmission attempt requires a slot of duration Tp , including
the time for reception of the ACK/NACK message. Thus, the
packet can be attempted at most K � �Tm/Tp� times in a
frame, where �.� denotes the floor function. If the packet is
not delivered within the K attempts, it is dropped.

A. Energy Harvesting Model

In this paper, for clarity of exposition, we start by modeling
the EH process at both nodes as a stationary, temporally inde-
pendent and identically distributed (i.i.d.) Bernoulli process,
and independent of each other. That is, at the start of a slot,
the transmitting and receiving EHNs independently harvest
Es units of energy with probability ρt and ρr , respectively,
while no energy is harvested with probability 1 − ρt and
1− ρr [11]–[17]. The Bernoulli model, motivated by switch-
based and vibration-based harvesting mechanisms [27], while
simple, captures the sporadic and random nature of the
EH process. Also, the results obtained using Bernoulli model
are amenable for direct extension to more general models
such as the stationary Markov model [9], [11] and the
generalized Markov model [28], which capture the temporal
correlation of the EH processes at the EHNs, and are appro-
priate to model solar and piezoelectric harvesting processes,
respectively [1], [28]. The extension of our proposed
design procedure to the case of spatio-temporally correlated
EH processes is presented in Sec. VII.

B. Energy Management at the Transmitter and Receiver

The transmit power level for each attempt of a given
packet is dictated by a retransmission index-based policy (RIP)
P = {P1 � L1 Es

Tp
, P2 � L2 Es

Tp
, . . . , PK � L K Es

Tp
}, where

L� ∈ R
+, and L� Es denotes the energy used to make

the �th transmission attempt and receive the corresponding
ACK/NACK feedback message. The transmit power level in
each attempt is constrained by the maximum transmit power
allowed by the RF front-end of the system, Lmax Es

Tp
. That

is, L� ≤ Lmax for all �. The policy P is an attempt-based
power prescription, and not a slot-based prescription. Also,
P is independent of the instantaneous state-of-charge (SoC) at
both the transmitter and receiver. This makes the RIPs easier to
operate and hence suitable for applications where it is energy-
expensive to obtain accurate SoC information.

The receiver consumes REs , R ∈ R
+, units of energy to

receive and decode a packet including the energy required
to send the ACK/NACK message, as in [16], [20], and [29].
This is reasonable because the modulation and coding scheme
remains the same for all attempts.

The policy P is required to conform to the energy neutrality
constraint (ENC), which in turn determines the battery evolu-
tion at the EHNs, as follows:

Bt
n+1 = min(Bt

n + �{Et
n �=0} − L��{L�≤Bt

n,R≤Br
n,Un �=−1}, Bt

max),

(1)

where Bt
n denotes the battery level in the nth slot at the

transmitter, �{Et
n �=0} is an indicator function taking the value 1

if the transmitter harvests energy in the nth slot (which happens
with probability ρt ), and zero otherwise. Note that, throughout
the paper, the battery levels such as Bt

n , Br
n , Bt

max, Br
max, are

normalized with respect to Es , where Br
n and Br

max denote
the state of the battery at the receiver in the nth slot and
the receiver battery capacity, respectively. Also, Bt

max denotes
the size of the battery at the transmitter, and Un denotes the
transmission status of the current packet, defined as

Un �
{
−1 ACK received,

� �− 1 NACKs received, � ∈ {1, . . . , K }. (2)

That is, at the start of the frame, Un is initialized to 1, and is
incremented by one if a NACK is received, and is set equal
to −1 once an ACK is received. Thus, (1) captures the fact that
the EHNs accumulate the harvested energy for the rest of the
frame, after an ACK is received.1 The battery at the receiver
evolves in a manner similar to (1). The energy buffer at the
transmitter and receiver are assumed to be perfectly efficient.

In the nth slot, the �th attempt is made if and only if
Bt

n ≥ L�, Br
n ≥ R and Un �= −1. Otherwise, both nodes

go to sleep, and wake up when they have sufficient energy to
support the next attempt. This coordination can be achieved
using a signaling scheme in which the receiver abstains from
sending the ACK/NACK message for the current attempt
until it has sufficient energy to receive the next attempt. Fur-
ther, upon receiving an ACK/NACK message, the transmitter
wakes up once it has sufficient energy to make the next
attempt [16], [31]. After sending the ACK/NACK message,
the receiver senses the channel at the beginning of each
slot, and goes to sleep if no transmission is detected. This
is an alternate implementation of the coordinated sleep-wake
protocol (CSWP) [16], [31]. In contrast to CSWP, this scheme
does not require explicit control signaling to communicate the
energy availability to the other node.

The system dynamics for three consecutive frames is picto-
rially illustrated in Fig. 1. The first packet gets delivered in the
� th

1 attempt, which is made in the last slot, while the second
packet is dropped due to channel outage and energy outage at
the transmitter. In the third frame, the packet is delivered in the
second attempt. Note that, in the third frame, the first attempt is
made in the second slot, after the transmitter harvests sufficient
energy to make a transmission attempt.

C. Wireless Channel Model

The packet is transmitted over a block fading channel, with
two cases for the block duration. In the first case, termed slow
fading, the channel remains constant for all the transmissions

1Note that, (1) assumes that the node consumes energy only in commu-
nication. The results obtained in this paper can be easily extended to the
scenario where, in each slot, a node consumes a constant Lon Es units of
energy to remain on and carry out the signal processing tasks, and the amount
of energy spent by the node in communication is proportional to the actual
transmit power (or the energy required for decoding, R Es , if it is a receiver),
which is the case for nodes with variable bias class-A power amplifiers [30].
In this scenario, (1) modifies as Bt

n+1 = min(Bt
n + �{Et

n �=0} − Lon −
L�
η �{L�≤Bt

n ,R≤Br
n ,Un �=−1}, Bt

max), where η is the efficiency of the power

amplifier. The results in this case can be obtained by accounting for the fact

that the energy required for transmission is L� Es
η [8].
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Fig. 1. System dynamics of the dual EH link, showing the random energy
harvesting moments (↓) and periodic data arrivals (↑). The marker “X”
denotes the slots where no attempt is made due to insufficient energy at
the EHN, and �1 denotes the number of possible attempts. For instance, in
a system with K = 4, the RIP P = [ Es

Tp
2Es
Tp

3Es
Tp

4Es
Tp
] makes successive

attempts using Es , 2Es units of energy, and so on, provided both the EHNs
have sufficient energy for the attempt.

of a given packet and changes in an i.i.d. fashion at the
start of a new frame. In the second case, termed fast fading,
the channel varies from slot to slot in an i.i.d. fashion. The
transmitter has only implicit knowledge of the channel state
information obtained through the ACK/NACK messages from
the receiver. In both slow and fast fading cases, the channel
is assumed to be Rayleigh distributed, with the complex
baseband channel distributed as CN (0, σ 2

c ).

D. Outage Model

We investigate the optimal policy design for two different
retransmission protocols at the link layer: the ARQ and the
HARQ-CC. In ARQ, a packet received in a given attempt
is decoded independently of the packets received in previous
failed attempts, while in contrast, for HARQ-CC, all the
copies of the packet received in the previous attempts are
maximal ratio combined with the current packet, and decoding
is performed on the combined output. For ARQ, the packet
received in the �th attempt is decoded correctly if γ� ≥ γ0,
where γ� is the SNR of the packet received in the �th attempt
and γ0 is the minimum SNR required for successful decoding.
Otherwise, the packet is said to be in outage. The probability
that an outage occurs in the �th attempt is [16], [19], [26]

pout,� � Pr[γ� < γ0] = 1− e
− γ0N0

P�σ2
c , (3)

where N0 denotes the power spectral density of the AWGN
at the receiver and γ� � P�|h�|2/N0. While for HARQ-CC,
an outage occurs if the SNR accumulated up to and including

�th attempt, γac,�, is less than γ0. Thus, the outage probability
for HARQ-CC is given as

pout,1→� � Pr[γac,� < γ0], where γac,� �
�∑

i=1

Pi |hi |2
N0

, (4)

where |h�|2 denotes the channel gain in the �th attempt. Note
that, pout,0 = pout,1→0 = 1. In addition, for both ARQ and
HARQ-CC, a packet remains in outage if either of the EHNs
do not have sufficient energy to make an attempt. A packet
which remains in outage till the end of the frame is dropped.

The goal of this paper is to find an optimal RIP P for the
above described system. The first step in that direction is to
obtain an analytical expression for the PDP of the system in
terms of the power levels, P�, of the RIP P . The PDP of
the above described system was analyzed in [16] and [17].
In this paper, we use the expressions obtained in the previous
work to design PDP-optimal policies. In the next section,
we present asymptotically tight upper and lower bounds on
the PDP, which, in turn, enable us to design RIPs using tools
from GP.

III. BOUNDS ON THE PDP

Our starting point is the closed-form PDP expressions
obtained in [16] and [17], which we summarize first. The
evolution of the dual EH system can be modeled as a discrete-
time Markov chain (DTMC) whose state is denoted by the
tuple (Bt

n, Br
n, Un). The PDP is computed in terms of the

conditioned PDP, denoted by PD(K |i, j, Un = 1), which is
the packet drop probability conditioned on the batteries having
(i Es, j Es) units of energy at the start of the frame (Un = 1).
Thus, using the law of total probability, the PDP is written as

PD(K ) =
∑
(i, j )

π(i, j)PD(K |i, j, Un = 1), (5)

where π(i, j) denotes the stationary probability of the event
that at the start of the frame, the battery state at the transmitter
and receiver is (i Es, j Es), with (i, j) ∈ {(it , jr) | 0 ≤ it ≤
Bt

max, 0 ≤ jr ≤ Br
max}. The stationary probabilities, π(i, j),

can be obtained by solving the balance equations, π = πP,
where the entries of P are the K -step transition probabilities
Pr(Bt

M K = i1, Br
M K = j1|Bt

(M−1)K = i2, Br
(M−1)K = j2),

where M denotes the frame index. The K -step transition
probabilities can be computed from the TPM of the DTMC,
whose entries, in turn, are obtained by accounting for the
harvesting and outage events that could occur in a slot. Explicit
expressions for P can be found in [16]. Next, PD(K |i, j,
Un = 1) in (5) can be written as

PD(K |i, j, Un = 1) =
K∑

mt=0

K∑
mr=0

(
K

mt

)(
K

mr

)
ρ

mt
t ρmr

r

× (1− ρt )
K−mt (1− ρr )

K−mr

× pD(i, j, mt , mr ), (6)

where pD(i, j, mt , mr ) denotes the PDP conditioned on the
batteries at the transmitter and receiver being at states i and
j at the start of the frame and harvesting energy in mt

and mr slots over the frame, respectively, and depends on
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the RIP P and the channel statistics. Expressions for
pD(i, j, mt , mr ) for slow and fast fading channels with both
ARQ and HARQ-CC protocols are provided in [16, Sec. IV].
Now, we proceed to formulate the PDP optimization problem
and present our lower and upper bounds on the PDP.

A. Derivation of the Bounds

In this section, we formulate the optimization problem to
minimize the PDP. The objective function of this optimization
problem is given by (5). The problem of finding the optimal
RIPs for dual EH links, subject to the ENC and peak power
constraint can be stated as follows:

(P1) min
P={P1,...,PK }

∑
(i, j )∈I

π(i, j)PD(K |i, j, Un = 1), (7)

subject to 0 ≤ P� ≤ Pmax, 1 ≤ � ≤ K , where Pmax � Lmax Es
Tp

and I represents the set of all possible tuples of battery states
at the transmitter and receiver. Note that, in the above formu-
lation, the ENC manifests through the stationary probabilities,
π(i, j), which are determined by the transition probabilities of
the DTMC. Due to this, both π(i, j) and PD(K |i, j, Un = 1)
have a complicated dependence on the policy P . Moreover,
for moderate to large battery capacities, the large state space
involved makes it computationally prohibitive to use dynamic
programming based approaches.

To reformulate the problem in a computationally tractable
form, we look to simplify both the objective and the constraints
of (P1), without compromising the optimality of the solution.
To this end, we first derive asymptotically tight lower and
upper bounds on the PDP. The bounds are motivated by the
observation that for all possible tuples (i, j) of the battery state
at the start of the frame for which the EHNs have sufficient
energy to make all K attempts irrespective of the amount of
energy harvested during the frame (mt and mr ), the conditional
PDP, PD(K |i, j, Un = 1), is the same. This is because, for
all such battery state tuples (i, j), pD(i, j, mt , mr ) is equal
to the probability that the packet remains in outage after the
K attempts, for all mt and mr . The bounds are obtained
by recognizing that the PDP when all K attempts cannot be
guaranteed is at least equal to the PDP when all K attempts
can be made, and is at most equal to 1. The next Lemma
provides a lower and an upper bound on the PDP.

Lemma 1: Consider a dual EH link operating with an RIP
P such that L� ≤ Lmax for all 1 ≤ � ≤ K . Let I1 and
I2 be a partition of the set I of tuples of battery states at
the transmitter and receiver such that I1 � {(i, j)|0 ≤ i <
K Lmax < Bt

max, and 0 ≤ j < K R < Br
max}, and I2 � I\I1.

Then,

P∗D∞ ≤ min
P

∑
(i, j )∈I

π(i, j)PD(K |i, j, Un = 1)

≤ P∗D∞ +
∑

(i1, j1)∈I1

π(i1, j1)
∣∣
P∗,

where P∗D∞ � min
P

PD (K |i, j, Un = 1) and P∗ �
arg min

P
PD (K |i, j, Un = 1), both subject to (i, j) ∈ I2.

Proof: See Appendix A.

Thus, the PDP of a dual EH link with finite sized batteries
is lower bounded by P∗D∞ , the minimum conditional PDP that

can be obtained when all K attempts are feasible. The lower
bound is also the optimum PDP with infinite size batteries.
This is because the optimum policy with infinite size batteries
is the one that minimizes the PDP among all policies for
which the average energy consumed is less than or equal to the
average energy harvested at both nodes [7]. A link satisfying
this constraint is said to operate in the energy unconstrained
regime (EUR) [16, Sec. V]. Under EUR, the policy will induce
a positive drift in the battery level of both EHNs, which
ensures that the nodes will eventually always be able to make
all K attempts. On the other hand, the upper bound indicates
that the optimal policy will try to minimize the stationary
probability of the set I1, i.e., the set of the battery states where
all K attempts are not guaranteed. Hence, the optimal policy
will induce a drift away from the set I1, which, in turn, also
implies a positive drift on the battery states. In the next section,
we show that for the policies which induce a positive drift, the
bounds proposed in Lemma 1 are tight, provided the battery
sizes are sufficiently large. This allows us to approximate the
objective function with the lower bound as well as to replace
the ENC with a more amenable average power constraint.

IV. TIGHTNESS OF THE BOUNDS IN THE EUR

In the following, we establish that, in the EUR, the bounds
presented in Lemma 1 are asymptotically tight. It is shown
that the difference between the bounds goes to zero as the
sum of two terms, each of which decays exponentially with
the battery size at the transmitter and receiver, respectively.
We first present the following Lemma for the transmitter of a
dual EH link.

Lemma 2: Consider the transmitter of a dual EH link
operating in the EUR with an RIP P such that L� ≤ Lmax
for all 1 ≤ � ≤ K . The stationary probability of the battery
at the transmitter being in a state i ∈ I t

1 � {i : 0 ≤
i < K Lmax < Bt

max}, such that the transmitter cannot
support all K attempts, decays exponentially with Bt

max, i.e.,∑
i∈I t

1
π t (i) = 	(ert∗Bt

max), where πt denotes the stationary
distribution of the battery states at the transmitter and r t∗ is the
negative root of the asymptotic log moment generating function
(MGF) of the drift process Xt

n � �{Et
n �=0} − L(Bt

n, Br
n, Un).

Here, �{Et
n �=0} is the indicator variable which equals one if

the transmitter harvests the energy in the nth slot, and zero
otherwise, while L(Bt

n, Br
n, Un) denotes the energy used by

the RIP in the nth slot. The asymptotic log MGF is defined as

(r) � limN→∞ 1

N log E

[
exp

(
r
∑N

n=1 Xt
n

)]
, where r ∈ R.

Proof: See Appendix B.
Qualitatively, when the EHN operates in the EUR, the

battery eventually becomes full and makes small excursions
from the state Bt

max towards depleting the battery. Whenever
the battery is not full, the drift becomes positive, and this
drives the battery towards the full state. Hence, for an EHN
with a large battery, the event of hitting the set I t

1 is a large
deviation event, which occurs with the accumulation of a
number of rare events (for example, when there is a long patch
of slots where no energy is harvested). Intuitively, a similar
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Fig. 2. Difference between the lower bound and upper bounds on the
objective function in (P1). The parameters chosen are Es = 5 dB, γ0 = 10 dB,
ρr = 0.9, R = 1, Bt

max = Br
max = 25 and K = 4. The policy used is[

Es
Tp

Es
Tp

2Es
Tp

2Es
Tp

]
. Note that, the nodes operate in the EUR under this policy.

argument holds for both nodes of a link operating in the EUR.
Next, we use the above Lemma to substantiate this intuition
via the following theorem.

Theorem 1: For a dual EH link employing an RIP which
satisfies the peak power constraint and operates in the EUR,∑

(i, j )∈I1
π(i, j) = 	(ert∗Bt

max)+	(err∗ Br
max), where r t∗ and rr∗

are the negative root of the asymptotic log MGF of the drift
process at the transmitter (Xt

n � �{Et
n �=0} − L(Bt

n, Br
n , Un))

and receiver (Xr
n � �{Er

n �=0} − R (Bt
n, Br

n, Un)), respectively.
Here, �{Et

n �=0} or �{Er
n �=0} equal one if the energy is harvested

at the transmitter or receiver in the nth slot, respectively,
and zero otherwise. Also, L(Bt

n, Br
n , Un) and R (Bt

n, Br
n, Un)

denote the amount of energy used in the nth slot at the
transmitter and receiver, respectively.

Proof: See Appendix D.
The above result establishes that for dual EH links operating

in the EUR,
∑

I1
π(i, j) decreases exponentially with the size

of the battery at the transmitter and receiver. In Fig. 2, we illus-
trate that for a dual EH link operating in the EUR and equipped
with moderate sized energy buffers, the percentage difference
between the lower and upper bounds on the objective function
is negligible. Thus, the lower bound in Lemma 1 is a close
approximation to the objective function in (P1). Furthermore,
the above result implies that the energy neutrality constraint
in (P1) can be replaced by the simpler EUR constraint, without
compromising on the optimality. We conclude this section with
the following observation.

Remark 1: As shown in [25, Lemma 3], for a policy with a
drift δ (the difference between the mean energy harvested and
the mean energy consumed) the negative root of the asymptotic
log MGF of the resulting drift process is equal to − 2δ

σ 2
e
+o(δ),

where σ 2
e is the asymptotic variance [25] of the harvesting

process. Thus, for the processes Xt
n and Xr

n , the negative roots
r t∗ and rr∗ are of the order of the energy saved per frame at
the transmitter and receiver, respectively. Thus, for a smaller
drift, a larger battery would be needed to achieve the same

performance (See Fig. 3). Furthermore, for a given drift δ, the
harvesting process with larger asymptotic variance, σ 2

e , would
require a larger battery.

In the next section, we reformulate (P1) using the result
obtained in Theorem 1.

V. PROBLEM REFORMULATION

In this section, we design RIPs under the EUR con-
straints, and then choose the battery size according to
Theorem 1.2

Under Theorem 1, we can reformulate the problem (P1)
by choosing the lower bound, i.e., PD (K |i, j, Un = 1) with
(i, j) ∈ I2, as the objective function, and by replacing the
ENC by the EUR constraints. Using (6), as a node operating
in the EUR can make all K attempts, PD (K |i, j, Un = 1) =
pD(i, j, mt , mr ) = f (P) for all (i, j) ∈ I2, irrespective of the
number of slots (mt and mr ), in which energy is harvested.
Therefore, in general, for a dual EH link operating in the EUR,
the PDP minimization problem is written as follows:

min
L̄={L1,...,L K }

pD(i, j, mt , mr ), (8a)

subject to
K∑

�=1

L� po,�−1 ≤ Kρt , (8b)

K∑
�=1

χ� po,�−1 ≤ Kρr

R
, (8c)

and 0 ≤ Li ≤ Lmax, 1 ≤ i ≤ K , where χ� � �{L��=0}
is an indicator variable which is = 1 if L� �= 0 and = 0
otherwise, and po,�−1 denotes the probability that the first
�−1 transmission attempts have failed; po,0 = 1. In the above,
(8b) and (8c) are the EUR constraints. For example, (8b) is
written using the fact that the transmitter operates in the EUR
if the average energy consumed by it,

∑K
�=1 L� Es po,�−1, is

less than the average energy harvested, Kρt Es . The average
energy consumed is computed using the fact that �th attempt
is made only if all the previous � − 1 attempts have failed,
which happens with probability po,�−1, where po,�−1 can be
written in terms of the outage probabilities defined in (3)
and (4). The receiver operates in the EUR when a similar
condition is satisfied. In (8c), χ� denotes the fact that the
receiver consumes R units of energy only if the transmitter
makes an attempt at a nonzero power level.

The solution of (8) provides an RIP which achieves near-
optimal PDP for the EHNs equipped with batteries of size as
prescribed by Theorem 1.

Note that, due to the indicator variables χ� in the formula-
tion, the optimization problem (8) is of exponential complexity
in K , the number of attempts allowed. In the next subsection,

2The typical battery size for practical EHNs ranges between 200 mAh-
2500 mAh [32]. A 200 mAh capacity battery can deliver 720 J of energy at
a nominal voltage of 1 V. Also, using a small solar panel, at 66% efficiency,
NiMH batteries receive 0.13 mJ of energy per 10 ms slot. Thus, with
two hours of sunlight, the typical battery size, normalized with respect
to Es , equals 5.33 × 106. Hence, the large battery size assumption is
reasonable.
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we discuss an interesting observation which reduces the com-
putational complexity from being exponential to linear in the
number of attempts.

A. Simplification of Integer Constraints

The problem (8) is essentially a set of 2K − 1 prob-
lems. Depending on the values taken by the variables χ�,
the feasibility set of each problem changes. For a given
value of the variables {χ�}K�=1, the objective and constraints
in (8) are nonconvex functions, and hence, each individual
subproblem is a nonconvex nonlinear program. Thus, (8) is
a nonconvex mixed integer nonlinear program (NMINLP).
In general, finding the solution of an NMINLP is a strongly
NP-hard problem [33]. Hence, in order to solve (8), we need
to solve 2K − 1 subproblems, and choose the solution of
the subproblem which gives minimum objective value among
them as the solution to (8). However, we observe that the
solution of (8) only depends on χ = ∑K

�=1 χ�, i.e., if χ is
same for two subproblems then both will have the same
minimum. This observation leads to a simplification that, to
find a solution to (8), we need to solve only K nonconvex
nonlinear subproblems corresponding to the different possible
values of χ , and pick the solution of the subproblem which
results in the minimum objective value among them. Thus, the
number of subproblems that need to be solved becomes linear
rather than exponential in K . One approach to solving these
K subproblems is to use standard non-convex problem solvers
such as interior point methods. However, such techniques
may not be computationally feasible to implement as the
problem dimension gets large. Hence, in this paper, we adopt
a computationally efficient approach based on GP, to arrive at
the optimal solution in a numerically stable manner.

In the next section, we present a method to find near-optimal
RIPs for both ARQ and HARQ-CC based dual EH link with
slow and fast fading channels.

VI. NEAR-OPTIMAL RIPs FOR DUAL EH LINKS

A. Dual EH Links With ARQ and Fast Fading

In this subsection, we find near-optimal policies for a
dual EH link with ARQ and fast fading channels. Using
the expression for pD(i, j, mt , mr ) given in [16, Lemma 6]
and EUR constraints in [16, Sec. V], the PDP optimization
problem can be written as

min
L̄={L1,...,L K }

K∏
�=1

(
1− e

− s
L�

)
, (9a)

subject to
K∑

�=1

L�

�−1∏
i=1

(
1− e

− s
Li

)
≤ Kρt , (9b)

K∑
�=1

χ�
�−1∏
i=1

(
1− e

− s
Li

)
≤ Kρr

R
, (9c)

and 0 ≤ L� ≤ Lmax, χ� ∈ {0, 1}, 1 ≤ � ≤ K , where

s � γ0N0Tp

Esσ 2
c

. The constraints in (9b) and (9c) ensure that both
the transmitter and receiver operate in the EUR. As discussed
above, to solve (9), we need to solve K subproblems, and

pick the best among the resulting solutions. Hence, in the
following, we focus on solving an individual subproblem,
which is a nonconvex nonlinear program. We first convert the
problem into a complementary geometric program (CGP) [34],
as follows. Specifically, for χ = K ′, using the Taylor series
expansion of e−x , (9) can be rewritten as

min
Z̄={t,Z1,...,ZK ′ }

t,

subject to
K ′∏

�=1

(A� − B�) ≤ t, (10a)

Z−1
1 + Z−1

2 A1+ Z−1
3 (A1 A2 + B1 B2)+ · · ·

Kρt
s + Z−1

2 B1+ Z−1
3 (A1 B2 + A2 B1)+ · · ·

≤ 1,

(10b)
1+ A1 + A1 A2 + B1 B2 + · · ·

Kρr
R + B1 + (A1 B2 + A2 B1)+ · · ·

≤ 1, (10c)

and 0 ≤ s Z−1
� ≤ Lmax, 1 ≤ � ≤ K ′, where A� �∑∞

i=0
Z2i+1

�
(2i+1)! , B� �

∑∞
i=1

Z2i
�

(2i)! , and Z� � s
L�

. In the

above problem, A� and B� are infinite summations. First, we
construct a finite (say, 5th) order approximation of the infinite
summations involved. It is worth mentioning that the loss
in optimality in making this approximation has a negligible
effect on the performance, when one considers 5 or 7 terms in
the expansion. The resulting finite order approximation of the
constraints in (10a), (10b) and (10c) are ratios of posynomials,
which are nonconvex, and hence (10) is a CGP which is an
intractable NP-hard problem [34]. Since directly solving (10)
is hard, we solve it by solving a series of approximations, each
of which can be easily solved optimally. Specifically, using a
result in [34, Lemma 1], we approximate the denominators
of (10a), (10b) and (10c) with monomials. This results in a
geometric program (GP) approximation of (10), which can be
solved efficiently and optimally.

The monomial approximation for a posynomial is con-
structed as follows. Let g(x) = ∑

i vi (x) be a posynomial,
with vi (x) being monomials (which are nonnegative by defi-
nition), then

g(x) ≥ g̃(x) �
∏

i

(
vi (x)

βi

)βi

, (11)

where βi � vi (x0)
g(x0)

,∀ i , (and note that 0 ≤ βi ≤ 1), for any

fixed x0 > 0. Then g̃(x0) = g(x0), and g̃(x) is the best local
monomial approximation to g(x) near x0 in the sense of the
first order Taylor approximation [34].

We solve (10) iteratively. In the pth iteration, we use the
GP approximation in (11), with the coefficients βi computed
by evaluating the denominator posynomials in (10a), (10b)
and (10c) at Z(p), the solution of the (p − 1)th iteration. The
procedure is summarized in Algorithm 1.

It can be shown that Algorithm 1 converges to a point
which satisfies the Karush-Kuhn-Tucker (KKT) conditions of
the original problem [34]. In the sequel, we show, through
simulations, that it actually converges to a point at which
the objective function is very close to the global optimum.
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Algorithm 1 Solution to the Complementary GP

Initialize: Z(1) = {Z1, Z2, . . . , Z K ′ , 0, . . . , 0}, where Z(1) is
any feasible vector for (10). p← 1.
do

1) Evaluate the denominator posynomials
Ga(Z), Gb(Z) and Gc(Z) in (10a), (10b) and
(10c), respectively, with the given Z(p).

2) For each term V q
� in the denominator posyno-

mials Gq(Z), where q = a, b and c, compute

β
q
� = V q

� (Z(p))

Gq (Z(p))
.

3) Replace the denominator posynomial of (10a),
(10b) and (10c) with a monomial using (11),
with the weights β

q
� .

4) Solve the GP (e.g., using GGPLAB [35]) to
obtain Z(p+1); set p← p + 1.

5) Go to step 1, and use Z(p) obtained in step 4.
while ‖Z(p+1) − Z(p)‖2 ≤ ε.
Output: The near-optimal RIP and PDP are given by Z(p+1)

and t , respectively.

This substantiates our use of GP techniques, specifically
Algorithm 1, to solve the problem (10) in a provably con-
vergent manner.

B. Design of Optimal Policies for Other Cases

The problems of finding optimal policies for dual EH links
for slow fading channels with ARQ and HARQ-CC as well
as for fast fading channels with HARQ-CC are solved sim-
ilarly, and the details are presented in Appendices E and F,
respectively.

Remark 2: The results presented in this section can also be
used to design the RIPs for mono EH links, by dropping the
constraint corresponding to the non-EH node.

In the following section, we extend the presented design to
a scenario when the EH processes at both nodes are spatially
and temporally correlated.

VII. SPATIO-TEMPORALLY CORRELATED EH PROCESSES

A. Temporal Correlation

In this section, to account for the temporal correlation, we
assume that the EH processes at both nodes can be modeled as
a first-order stationary Markov chain [1], [28]. The harvesting
process at the transmitter is described by the set of harvesting
energy levels, E = {et

1, . . . , et
max}, and the probabilities,

pa,b = Pr[Et
n+1 = et

a|Et
n = et

b], that in the (n + 1)th slot the
transmitter harvests et

a units of energy, given that it harvested
et

b units of energy in nth slot, where both et
a and et

b ∈ E. The
harvesting process at the receiver is modeled similarly. First,
we present the expressions for the PDP of dual EH links with
stationary Markov EH process at the transmitter and receiver,
obtained in [16, Sec. VII A]:

PD(K ) =
∑

(i, j,et
a ,er

c)

π(i, j, et
a, er

c)PD(K |i, j, et
a, er

c, Un = 1),

(12)

where π(i, j, et
a, er

c) denotes the stationary probability that at
the beginning of the frame, the state of the battery and the EH
process at the transmitter and receiver are (i, j) and (et

a, er
c),

respectively. Also, PD(K |i, j, et
a, er

c, Un = 1) denotes the PDP
conditioned on the state at the beginning of the frame, and is
computed as follows

PD(K |i, j, et
a, er

c, Un = 1) =
K et

max∑
Et=0

K er
max∑

Er=0

p(Et , Er |et
a, er

c)

× pD(i, j, Et , Er ). (13)

In the above, p(Et , Er |et
a, er

c) denotes the probability that the
transmitter and receiver harvest Et and Er units of energy
during the frame, given that they started with et

a and er
c units

of energy, respectively, at the start of the frame. In (13),
pD(i, j, Et , Er ) denotes the packet drop probability when the
batteries are in state (i, j) at the start of the frame and the
nodes harvest (Et , Er ) units of energy during the frame. Next,
the PDP in (12) can be rewritten as

PD(K )

=
∑
(i, j )

π(i, j)
∑

(et
a,er

c)

π(et
a, er

c |i, j)PD(K |i, j, et
a, er

c, Un = 1),

=
∑
(i, j )

π(i, j)PD(K |i, j, Un = 1), (14)

where

PD(K |i, j, Un = 1) �
∑

(et
a,er

c)

π(et
a, er

c|i, j)

× PD(K |i, j, et
a, er

c, Un = 1).

The goal of the RIP design problem is to minimize the PDP in
(14) subject to energy neutrality and peak power constraints.
Although the objective function in this problem has same
expression as in problem (P1), the stationary probabilities,
π(i, j), are different. Nonetheless, as shown in Appendix G,
Theorem 1 is applicable in this scenario also. For dual EH
links operating in the EUR, this allows us to replace the objec-
tive function by the lower bound PD(K |(i, j) ∈ I2, Un = 1)
and the energy neutrality constraints by the EUR constraints.
Using the definition of the set I2, (13), and the definition
of PD(K |i, j, Un = 1) given above, we get PD(K |(i, j) ∈
I2, Un = 1) = pD(i, j, Et , Er ), where, for ARQ-based
slow fading links operating with a strictly increasing policy,
pD(i, j, Et , Er ) = pout,K . Hence, in all cases, pD(i, j, Et , Er )
is the probability that the packet remains in outage after
making all K attempts [16].

Thus, the optimization problem of finding an optimal RIP
in the EUR is obtained from problem (9), (30), (31) and
(32) by replacing the Kρt Es and Kρr Es with K Ēt and K Ēr ,
respectively. Here, Ēt and Ēr denote the mean harvesting rates
at the transmitter and receiver. Note that, even with modified
EUR constraints, the expressions for the objective and the
constraints remain the same, and hence, Algorithm 1 yields a
near-optimal RIP. This completes the discussion on RIPs for
temporally correlated EH processes.

B. Spatial Correlation

In case the Bernoulli EH process of the transmitter and
receiver are correlated, the joint distribution of the harvesting
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processes can be modeled as [11], [16]

p(et , er ) = p00(1− et )(1− er )+ p01(1− et )er

+ p10et (1− er )+ p11et er ,

where et , er ∈ {0, 1} are random variables taking nonzero
value if energy is harvested at the transmitter and receiver,
respectively, and p00, p01, p10, and p11 are probability values
that add up to 1. In this case, the PDP is given by (5). Further,
the conditional PDP for the spatially correlated case is written
as [16, Sec. VII-B]

PD(K |i, j, � = 1) =
K∑

mt=0

K∑
mr=0

p′(mt , mr )pD(i, j, mt , mr ),

(15)

where p′(mt , mr ) denotes the probability that the transmitter
and receiver harvest energy in exactly mt and mr slots,
respectively.

Note that, since the result in Theorem 1 is directly applica-
ble in this scenario, the problem to find optimal RIPs can be
formulated by using conditional PDP in (15) as the objec-
tive when (i, j) ∈ I2. The EUR constraints are written by
replacing the ρt Es and ρr Es in (9a) and (9b), respectively, by
(p10+ p11)Es and (p01+ p11)Es . The resulting optimization
problem is solved using Algorithm 1.

In the next section, we evaluate the performance of the
designed RIPs and benchmark them against the state-of-the-art
policies. We also validate the results obtained in Sec. IV.

VIII. NUMERICAL RESULTS

A. Simulation Setup

We consider a ZigBee system with carrier frequency
950 MHz and four slots per frame, with a slot duration of
Tp = 100 ms [36]. The transmitter and receiver are d = 10d0
distance apart, where d0 = 10 m is the reference distance. The
path loss exponent is η = 4. The additive noise corresponds to
a bandwidth of 2 MHz and temperature T = 300 K . For this
system, Es = 5 dB corresponds to 100 μJ . This is a typical
amount harvested from indoor illumination, with a harvester of
size 10 cm2 [1]. Note that, due to the time-diversity offered
by fast fading channels, the same value of the PDP can be
achieved at significantly lower harvesting levels when the
channel is fast fading compared to when it is slow fading [16].
Hence, we use Es = 12 dB and γ0 = 10 dB for slow fading
channels, and Es = 5 dB and γ0 = 12 dB for fast fading
channels, to obtain the PDP values in a meaningful range
(10−2 to 10−4) [26]. This also allows us to show performance
under the two channel models in the same plot.

Note that, for short distance communications, the energy
consumed by the transmitter and receiver are of the same
order [37]. Hence, in each experiment, we set 1 ≤ R ≤ 1.5.
The size of the battery at the transmitter and receiver is
determined using Theorem 1. The channel from the transmitter
to the receiver is assumed to be i.i.d. Rayleigh block fading
which remains constant for a slot (frame) for the fast (slow)
fading channel. In all the experiments, the PDP is computed
by averaging over 107 frames.

Fig. 3. PDP of dual EH links with finite size batteries asymptotically goes to
the PDP of dual EH link with infinite size batteries. The rate of convergence
is determined by the drift induced by the policy, i.e., the larger the drift, the
faster the convergence. The parameter values are R = 1, ρt = 0.75, ρr = 0.8
and Lmax = 3. For HARQ-CC with fast fading channels, Lmax = 2. The size
of the battery at the receiver is the same as the size of the battery at transmitter.
The drift induced by a policy is equal to the average of the difference between
the energy consumed and the energy harvested in a frame.

B. Results

1) Battery Size Required to Achieve the Lower Bound on
the PDP: In Fig. 3, we illustrate the size of the battery
required to meet the PDP achieved under infinite-capacity
batteries. The policies used in this experiment are designed
using Algorithm 1. In all the cases, we observe that the PDP
obtained with finite capacity batteries is very close to the lower
bound (PDP obtained with a battery size of 106), e.g., for ARQ
over slow fading channels, the lower bound is achieved when
the buffer size exceeds 40 at both the EHNs. In contrast, for
ARQ-based fast fading links, the size of the battery required
is 104. This is because, as noted in Remark 1, the exponents
in Theorem 1, r t∗ and rr∗ , are of the order of the drift induced
by the RIP. When the drift is low, the system takes a long
time to come out of a bad battery state, and therefore, a
larger battery size is required to ensure that the probability
of hitting a bad state is sufficiently low. For instance, as
shown in the figure, in case of ARQ over fast fading channels,
the required battery size to achieve near-optimal performance
reduces from 104 to 102 when the drift induced by the RIP
increases from 7.1276×10−5 to 0.0159. Similar behavior can
be observed for HARQ-CC, in slow fading scenarios. Due
to this, for ARQ with slow fading channels, a smaller sized
energy buffer is required to meet the lower bound compared
to ARQ with fast fading channels. This validates the result
obtained in Theorem 1 for the required battery capacity.

2) Performance of Proposed RIPs: The results in Fig. 4a
show the performance of the proposed policies for ARQ and
HARQ-CC with slow fading channels. The performance of the
policies matches with that obtained by solving K subproblems
using an interior point method (IPM). In addition, compared
to the equal power scheme [13], for ARQ-based links, there
is an approximately tenfold reduction in the PDP. Similar
performance improvement is observed in the proposed policy
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Fig. 4. For slow fading channels, the performance is compared with the equal power policies (EPP) as well as with the policies obtained using interior point
method (IPM). The parameters used: Bt

max = Br
max = 40, ρr = 0.9, R = 1, Lmax = 4. For fast fading channels, the performance is compared relative to the

EPP [4 4 4 4]. The size of energy buffers are Bt
max = Br

max = 1000. In addition, for ρr = 0.25, the performance of the proposed policy is compared against
a policy designed ignoring the harvesting constraint at the receiver. (a) Slow fading channels. (b) Fast fading channels.

over the equal power scheme for the HARQ-CC based links
also; we omit the plot to avoid repetition.

The results in Fig. 4b compare the performance of the
proposed policies over fast fading channels. In the case
of ARQ, to solve the CGP, we approximate the infinite
summations by their first three terms only, which leads to a
computationally inexpensive optimization procedure, which,
nonetheless, matches with the performance obtained using
the IPM. For HARQ-CC, the RIPs are obtained by solving
a GP, which can be solved efficiently by directly converting it
into a convex program. In this case, solving the GP directly
using IPM is inefficient. Hence, for HARQ-CC, we omit the
comparison with IPM. We observe that, compared to ARQ,
HARQ-CC offers an approximately tenfold improvement in
the PDP. Also, the equal power policy with transmit power
level 4Es performs poorly compared to the designed RIPs.
In addition, we compare the performance of the proposed
RIP against a policy obtained by solving an optimization
problem formulated ignoring the harvesting constraint at the
receiver. Note that, for this case, we consider ρr = 0.25
which corresponds to a scenario when the receiver is energy
constrained. The results for this scenario show that it is
suboptimal to ignore the harvesting constraint at the receiver.

In Fig. 5, we compare the performance of the proposed RIP
designed for ARQ with fast fading channels, against the joint
threshold based policy (JTBP), which is essentially an equal
power policy with its transmit power level optimized using
a global search algorithm [11]. It can be seen that the RIP
outperforms both the JTBP and linear policy. This is because
the JTBP and linear policy, although simple to implement,
are suboptimal. Moreover, the computational complexity of
the global search method used to optimize the transmit power
levels increases with the buffer size, which is prohibitively
large even for moderate sized energy buffers. For example,
with Bt

max = Br
max = 35Es , the size of the search space is

approximately 108.

Fig. 5. Performance comparison against the joint threshold based pol-
icy (JTBP) and linear policy [11]. The parameters are R = 1.25, ρr = 0.7,
Bt

max = 4000 and Br
max = 500.

3) Impact of Decoding Energy R: In Fig. 6, we study the
impact of energy required for decoding, REs . For this exper-
iment, we consider an energy constrained receiver, i.e., the
energy required for decoding a packet is close to the average
energy harvested by the receiver, in a frame. Also, the receiver
has a small battery. We consider two scenarios when the
receiver consumes 15 and 20 μJ for maximal ratio combining
the packet. Thus, the total energy required for decoding a
packet in these scenarios are 1.15Es and 1.2Es , respectively.
Note that, in these scenarios, the receiver can only support
two or one attempts in a frame, on average, respectively, and
it is unable to fully exploit the benefits of chase combining.
Due to this, in contrast to conventional communication system
where HARQ-CC results in improved performance, the ARQ
outperforms the HARQ-CC. Also observe that, for ρt > 0.4,
the PDP improves with decrease in R. This is because, for
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Fig. 6. Impact of decoding energy: ARQ outperforms HARQ-CC when the
receiver is energy constrained and the energy cost of combining packets is
nonzero. The parameters used are Bt

max = 20, ρr = 0.3 and Lmax = 4.

Fig. 7. Performance comparison of RIPs for ARQ based mono-T links
with policies designed using an MDP approach assuming access to perfect
SoC information [14]. For slow fading channels, the proposed RIP uniformly
outperforms the MDP, while in the fast fading case, for ρt ≥ 0.7, the
RIPs outperform the corresponding MDP based policies. The parameters used
are Bt

max = 40 and Lmax = 4 and 2 for slow and fast fading channels,
respectively.

R = 1.15, the receiver can support two attempts, while for
R = 1.2, it can support only one attempt on average. Also, it is
easy to observe that we can trade off R for ρr . However, once
the receiver has sufficient energy to support all K attempts,
the decrease in R (or increase in ρr ) does not further improve
the PDP.

4) Performance of RIPs for Mono-T Links: As noted
in Remark 2, the proposed scheme can also be used to
design near-optimal RIPs for mono-T EH links by simply
dropping the EUR constraint at the receiver. The results in
Fig. 7 compare the performance of the RIPs designed for an
ARQ-based mono-T EH link with the SoC-dependent policies
designed using the Markov decision process (MDP) based
framework. The performance is compared for both slow and

fast fading channels with different number of quantization
levels for the channel gain. In theory, SoC-dependent policies
designed using the MDP framework perform at least as well as,
and possibly better, than the proposed SoC independent RIPs.
However, in practice, the MDP is formulated by quantizing
the battery and channel states, and increasing the number of
quantization levels increases the computational complexity of
MDP. Thus, due to the effect of quantization of the battery
and channel states, in practice we find that the designed RIPs
can even outperform the policies obtained using MDPs.

The results in this section illustrate that the RIPs obtained
using the proposed GP based design procedure improves the
PDP of the system compared to the state-of-the-art schemes.
Moreover, the values of the system parameters used for the
experiments correspond to practical scenarios. For example,
in Fig. 5, for an ARQ-based fast fading link, the size of the
battery used at the transmitter is 4000 units, which is much
less than the size of the battery used in practical EHNs (see
footnote 2). The results thus reaffirm that the proposed scheme
is suitable for implementation in present-day EHNs.

IX. CONCLUSIONS

In this work, we designed near-optimal, SoC-unaware,
retransmission index based power control policies for dual
EH links with both slow and fast fading channels. We showed
that, in the energy unconstrained regime, the performance of
the proposed SoC independent policies converge asymptoti-
cally to that of the optimal policy under infinite batteries, as the
size of the battery size gets large. These results characterized
the battery size required to achieve a PDP sufficiently close to
that of a system with infinite capacity batteries. By reformu-
lating the problem as a geometric program, we obtained near-
optimal RIPs in a computationally efficient manner. Using
Monte Carlo simulations, we showed that the designed RIPs
outperform state-of-the-art policies in terms of their PDP.
Further extensions of this work could include the design
of power control policies that account for and exploit the
temporal correlation in the channel.

APPENDIX

A. Proof of Lemma 1

The PDP can be written as

PD = min
P

[ ∑
(i1, j1)∈I1

π(i1, j1)PD(K |i1, j1, Un = 1)

+
∑

(i2, j2)∈I2

π(i2, j2)PD(K |i2, j2, Un = 1)

]
, (16)

Now, for all (i, j) ∈ I2, PD (K |i, j, Un = 1) = c, where
c ∈ [0, 1] is some constant. Recall that, in I2, the EHNs can
make all K attempts regardless of number of slots (mt and mr )
in which the transmitter and receiver harvest the energy. Also,
in I1, the packet cannot be guaranteed to be attempted all K
times, and I1 ∪ I2 = I . Without loss of generality, ∀ (i1, j1) ∈
I1, we can write PD (K |i1, j1, Un = 1) = c+ ε(i1, j1), where
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ε(i1, j1) � PD (K |i1, j1, Un = 1) − c ∈ [0, 1]. Hence, for
(i, j) ∈ I2, (16) can be written as

PD = min
P

[
PD(K |i, j, Un = 1)+

∑
(i1, j1)∈I1

π(i1, j1)ε(i1, j1)
]
,

≤ PD (K |i, j, Un = 1)
∣∣∣
P∗
+

∑
(i1, j1)∈I1

π(i1, j1)
∣∣∣
P∗

, (17)

where P∗ = arg min
P

PD (K |i, j, Un = 1) for any (i, j) ∈ I2.

This establishes the upper bound.
Using (16), and the fact that ε(i1, j1) ≥ 0

for all (i1, j1) ∈ I1, PD (K |i, j, Un = 1)
∣∣∣
P∗

≤
minP

[
PD (K |i, j, Un = 1)+∑

(i1, j1)∈I1
π(i1, j1)ε(i1, j1)

]
,

for all (i, j) ∈ I2, which establishes the lower bound.

B. Proof of Lemma 2

In this proof, we omit the superscript t on battery state
sets such as I1 and I2, as well as on the battery state at the
stopping time Ti , denoted by BTi , since the result pertains
only to the transmitter of the dual EH link. To prove the
result, we compute the stationary probability of the set I1,
in terms of the mean time to return to the set I1, denoted as
�(TI1). Now, �(TI1) = �(T1)+�(T2), where �(T1) denotes
the expected time when the DTMC first hits either the set I1
or the set I ′2 once it leaves I1, and �(T2) is the mean time
required to visit the set I1 starting from the set I ′2 (see Fig. 8).
The proof proceeds by further decomposing �(T2) in terms
of other hitting times.

The battery evolution at the transmitter, given by (1), can
be rewritten as follows:

Bt
n+1 =

{{
Bt

n + �{Et
n �=0} − L(Bt

n, Br
n, Un)

}+ if Bt
n �= Bt

max,

Bt
n − L(Bt

n, Br
n, Un), otherwise,

where {x}+ � max {0, x}. Here, �{Et
n �=0} and L(Bt

n, Br
n, Un)

are as defined in the statement of the Lemma. For a dual EH
link operating in the EUR, the process �{Et

n �=0}−L(Bt
n, Br

n, Un)

has a positive mean drift. From renewal theory, the stationary
probability of the set I1 is πI1 = 1/�(TI1), where TI1 is the
return time to the set I1. Now,

�(TI1) = � (T1|B0 ∈ I1)+
Lmax∑
i=1

�(T2|BT1 = Bt
max − i)

× Pr
(
BT1 = Bt

max − i |B0 ∈ I1
)
, (18)

where T1 denotes the first time, starting from the set I1, when
the DTMC returns to the set I1 or hits the set I ′2 (see Fig. 8)
and BTi denotes the battery state at time Ti for all i ∈ �, while
B0 denotes the battery state at the start. Also, T2 denotes the
time taken by the DTMC to return to the set I1, starting from
a state in the set I ′2, and is given as

�
(
T2|BT1= Bt

max − i
) = � (

T3|BT1 = Bt
max − i

)
+ Pr

(
BT3= Bt

max|BT1= Bt
max − i

)
×� (

T5|BT3 = Bt
max

)
. (19)

Here, T3 denotes the first time the DTMC hits the set
I1 or Bt

max, starting from state Bt
max − i ∈ I ′2. Also,

Fig. 8. Different sets of battery states used for proof of Lemma 2. Set I1
contains the battery states {0, 1, . . . , K Lmax}, while set I ′2 contains the battery
states {Bt

max − Lmax, . . . , Bt
max − 1}.

T5 denotes the time taken by the DTMC, starting from Bt
max,

to return to the set I1. Next, �
(
T5|BT3 = Bt

max

)
can be

written in terms of T4, which is defined as the first
time the DTMC hits the set I ′2 starting from Bt

max, as
follows: �(T5|BT3 = Bt

max) = �
(
T4|BT3 = Bt

max

) +∑Lmax
j=1 Pr

(
BT4 = Bt

max − j |BT3 = Bt
max

)
�(T2|BT4 = Bt

max −
j). Since

∑Lmax
j=1 Pr

(
BT4 = Bt

max − j |BT3 = Bt
max

) = 1, this

can be bounded as

�(T5|BT3 = Bt
max) ≤ �

(
T4|BT3 = Bt

max

)
+ max

1≤ j≤Lmax
�(T2|BT4 = Bt

max − j).

(20)

Substituting the above upper bound on �(T5|BT3 = Bt
max)

in (19), maximizing both sides over all i and simplifying, we
get

max
1≤i≤Lmax

�
(
T2|BT1 = Bt

max − i
)

≤ � (
T4|BT3 = Bt

max

)
× max1≤i≤Lmax Pr

(
BT3 = Bt

max|BT1 = Bt
max − i

)
min1≤i≤Lmax Pr

(
BT3 ∈ I1|BT1 = Bt

max − i
)

+ max1≤i≤Lmax �
(
T3|BT1 = Bt

max − i
)

min1≤i≤Lmax Pr
(
BT3 ∈ I1|BT1 = Bt

max − i
) . (21)

The denominator in the above uses the fact that hitting Bt
max

and hitting a state in the set I1 starting from state Bt
max −

i ∈ I ′2 are complementary events. Similar to (20), we can
obtain a lower bound on �(T5|BT3 = Bt

max) by considering
the minimum of E(T2|BT4 = Bt

max − j) over 1 ≤ j ≤ Lmax.
Substituting the resulting inequality in (19) and minimizing
over i , we get

min
1≤i≤Lmax

�
(
T2|BT1 = Bt

max − i
)

≥ � (
T4|BT3 = Bt

max

)
× min1≤i≤Lmax Pr

(
BT3 = Bt

max|BT1 = Bt
max − i

)
max1≤i≤Lmax Pr

(
BT3 ∈ I1|BT1 = Bt

max − i
)

+ min1≤i≤Lmax �
(
T3|BT1 = Bt

max − i
)

max1≤i≤Lmax Pr
(
BT3 ∈ I1|BT1 = Bt

max − i
) . (22)

To compute the hitting times and probabilities in (18), (21)
and (22), we need the following Lemma.

Lemma 3: The probability that, starting from a state in the
set I ′2, the DTMC hits the set I1 before hitting Bt

max at the
stopping time T3 decays exponentially with Bt

max. That is,
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Pr
(
BT3 ∈ I1|BT1 = Bt

max − i
) = 	(ert∗Bt

max), where r t∗ is as
defined in Lemma 2.

Proof: See Appendix C.
Now, using Lemma 3 and following a procedure similar to

its proof in Appendix C, we get the following results (we omit
the details to avoid repetition):

Pr
(
BT3 ∈ I1|BT1 = Bt

max − i
) = 	(ert∗Bt

max),

Pr
(
BT1 = Bt

max − i |B0 ∈ I1
) = 	(1),

Pr
(
BT3 = Bt

max|BT1 = Bt
max − i

) = 	(1),

Pr
(
BT4 = Bt

max − j |BT3 = Bt
max

) = 	(1),

�(T1|B0 ∈ I1) = 	(Bt
max),

�(T3|BT1 = Bt
max − i) = 	(1),

�(T4|BT3 = Bt
max) = 	(1), (23)

Substituting (23) in (22), (21) and (18), we obtain �(TI1) =
	(e−rt∗Bt

max), where r t∗ is a negative root of the asymptotic log
MGF of the drift process Xt

n . Hence, πI1 = 	(ert∗Bt
max). To

close out the proof, we need to establish Lemma 3, which is
presented in the following subsection.

C. Computing the Hitting Times and Hitting Probabilities

Proof: For convenience, let n = 0 denote the time
at which the DTMC first exits the set I

′
2. Also, let Xt

n �
�{Et

n �=0} − L(Bt
n, Br

n, Un). Note that, evolution of Xt
n depends

on the DTMC with its state denoted by (Bt
n, Br

n , Un). In
the following analysis, to simplify the notation, we do not
explicitly show the dependence of Xt

n on the battery state
at the receiver Br

n and the retransmission index Un . We are
interested in analyzing the probability that, at the stopping
time T3, battery at the transmitter is in a state in the set I t

1,
i.e., BT3 < K Lmax. To this end, we use Wald’s identity for
Markov modulated random walks [38, Ch. 9], written for our
problem as follows

�

⎡
⎣exp

(
r
∑T3

n=1 Xt
n

)
ξ(r)T3

πr (BT3)

πr (B0)

⎤
⎦ = 1, (24)

where ξ(r) denotes the spectral radius of the matrix A(r)
whose (i, j)th entry is ai j (r) = pi j gi (r) with pi j being
the transition probability of the battery from state i to state
j (strictly speaking, ((i1, j1, u1) to (i2, j2, u2)), while gi(r)
denotes the generating function of the conditional distribution
of Xt

n , given that Bt
n = i , for some i ∈ I

′
2, and r is any point on

the real line for which gi(r) exists. In (24), πr denotes the right
eigenvector corresponding to ξ(r), and πr (B) denotes its B th

element. B th, which, strictly speaking, is a tuple (Bt , Br , Un).
However, with abuse of notation, we only show its dependence
on the transmitter’s battery. Also, the expectation is over Xt

n .
Since the process Xt

n has positive drift, there exists an r t∗ < 0
such that ξ(−r t∗) = 1 [39]. Let q denote the probability of
hitting I1 before hitting Bt

max. Using (24) with r t
∗′ = −r t∗, we

get

(1− q)�

[
exp

(
r t∗

T3∑
n=1

Xt
n

)
πrt
∗′
(BT3)

πrt
∗′
(B0)

∣∣∣∣∣ BT3 = Bt
max

]

+ q�

[
exp

(
r t∗

T3∑
n=1

Xt
n

)
πrt
∗′
(BT3)

πrt
∗′
(B0)

∣∣∣∣∣ BT3 ∈ I1

]
= 1.

Since, for a large battery, the overshoots are negligible [38],
the above can be simplified as

�

[
πrt
∗′
(BT3)

πrt
∗′
(B0)

] (
q exp

(−r t∗Bt
max

)
+ (1− q) exp

(
r t∗Lmax

)) = 1. (25)

Further, replacing the two expectation terms with their upper
bounds, we get

q exp
(−r t∗Bt

max

)+ (1− q) exp
(
r t∗Lmax

) ≥ C ′1, (26)

where C ′1 �
minB0 πrt

∗′
(B0)

maxBT3
πrt
∗′

(BT3) . Thus, q ≥ C ′′1 exp
(
r t∗Bt

max

)
.

By similarly lower bounding the expectation terms in (25),
it can shown that q ≤ C ′′2 exp

(
r t∗Bt

max

)
. Hence, q =

	(exp
(
r t∗Bt

max

)
). This completes the proof.

D. Proof of Theorem 1

Proof: In this section, we denote the stationary distribution
of dual EH link by πd , to distinguish it from the stationary
distribution of mono EH links. To derive the result for the sta-
tionary distribution of a dual EH link, πd , we need to compute
the probability of the set I1. From Lemma 2,

∑
i∈I t

1
πt (i) =

	(ert∗Bt
max), where I t

1 = I t\I t
2. Here, I t is the set of all

the battery states at the transmitter, and can be written as
I t = I t

1∪I t
2, where I t

2 denotes the set of battery states in which
all K attempts can be supported by the transmitter, irrespective
of the number of slots, mt , in which energy is harvested.
Similarly, at the receiver,

∑
j∈Ir

1
πr ( j) = 	(err∗ Br

max), where

I r = I r
1 ∪ I r

2 , and I r
1 = I r\I r

2 . The stationary distribution πr

and the sets I r
1 , I r

2 and Ir are defined in a similar fashion as
for transmitter.

Now, the stationary probability of the sets I t
1 and I r

1 can be
written as∑

i∈I t
1

πt (i) =
∑

i∈I t
1, j∈Ir

1

πd (i, j)+
∑

i∈I t
1, j∈Ir

2

πd(i, j), (27)

∑
j∈Ir

1

πr ( j) =
∑

i∈I t
1, j∈Ir

1

πd (i, j)+
∑

i∈I t
2, j∈Ir

1

πd(i, j). (28)

Thus, the stationary probability of the set I1 is given as

πd ((i, j) ∈ I1) = πd
(
i ∈ I t

1, j ∈ I r
1

)+ πd
(
i ∈ I t

2, j ∈ I r
1

)
+πd

(
i ∈ I t

1, j ∈ I r
2

)
,

Adding (27) and (28) and using Lemma 2, we get

2πd
(
i ∈ I t

1, j ∈ I r
1

)+ πd
(
i ∈ I t

2, j ∈ I r
1

)
+πd

(
i ∈ I t

1, j ∈ I r
2

) = 	(ert∗Bt
max)+	(err∗Br

max). (29)

The proof completes by observing that each term in the L.H.S.
in (29) is nonnegative. Hence, one can upper and lower bound
the L.H.S. in (29) in terms of πd ((i, j) ∈ I1).
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E. Dual EH Links With ARQ/HARQ-CC and Slow Fading

For a dual EH link with ARQ and slow fading channels,
using [16, Lemma 3] and EUR conditions, the subproblem
corresponding to χ = K ′ is written as

min
L̄={L1,...,L K ′ }

1− e
−

(
γ0N0Tp

L K ′ Esσ2
c

)
, (30a)

subject to
K ′∑

�=1

L�

⎛
⎝1− e

−
(

γ0N0Tp

L�−1 Esσ2
c

)⎞
⎠ ≤ Kρt , (30b)

K ′∑
�=1

⎛
⎝1− e

−
(

γ0N0Tp

L�−1 Esσ2
c

)⎞
⎠ ≤ Kρr

R
, (30c)

and 0 ≤ L1 ≤ L2 ≤ . . . ≤ L K ′ ≤ Lmax. The objective
function above is written using the fact that, for slow fading
channels with ARQ, the optimal policy is a strictly non-
decreasing policy [16, Lemma 3]. The constraints in (30b) and
(30c) ensure that both the transmitter and receiver operate in
the EUR. Similar to the previous case, using the Taylor series
expansion of e−x and Z� � s

L�
, and approximating the infinite

series summations by summations of finite order, (30) can be
converted to CGP, which can be solved using Algorithm 1.

For HARQ-CC, using [16, eq. 18] and EUR conditions, the
subproblem corresponding to χ = K ′ is written as

min
L̄={L1,...,L K ′ }

1− e
− s∑K ′

�=1 L� , (31a)

subject to
K ′∑

�=1

L�

(
1− e

− s∑�−1
i=1 Li

)
≤ Kρt , (31b)

K ′∑
�=1

χ�

(
1− e

− s∑�−1
i=1 Li

)
≤ Kρr

R
, (31c)

and 0 ≤ Li ≤ Lmax, 1 ≤ i ≤ K ′. The constraints in (31b)
and (31c) ensure that the dual EH link operates in the EUR.
Similar to the previous cases, we solve (31) using Algorithm 1.
To use Algorithm 1, (31) is converted into a CGP using the
Taylor series expansion of e−x and defining Z K ′ � s∑K ′

i=1 Li
.

Next, we present a method to find the optimal policies for a
dual EH link with HARQ-CC and fast fading channels.

F. Dual EH Links With HARQ-CC and Fast Fading

The optimization problem for finding near-optimal RIPs for
dual EH links with HARQ-CC and fast fading channels can be
written in a similar manner as in previous cases, with po,�−1
replaced with pout,1→�−1. The pout,1→�−1 is the same as
pD(i, j, mt , mr ) and is given by [16, eq. 20], with �1 = �−1.
Specifically, the optimization problem is written as

min
L̄={L1,...,L K }

1− FK (32a)

subject to
K∑

�=1

L�(1− F�−1) ≤ Kρt , (32b)

K∑
�=1

χ� (1− F�−1) ≤ Kρr

R
, (32c)

and 0 ≤ Li ≤ Lmax, χ i ∈ {0, 1}, 1 ≤ i ≤ K ,

where F�−1 �
∑M�−1

i=1

∑τi,�−1
j=1

∑ j−1
k=0

χi, j (L�−1)
k!

(
X

L{i}

)k
e
− X

L{i}

with X � γ0N0Tp
Es

, LK � diag( L1
σ 2

c
, L2

σ 2
c
, . . . , L K

σ 2
c

), and
L{1}, L{2}, · · · , L{MK } denote the distinct nonzero elements
of LK . τi,�−1 denotes the multiplicity of L{i} , and χi, j (LK )
denotes the (i, j)th characteristic coefficient of LK defined in
[16, eq. 21]. Note that, to find a solution for a given {χ�}K�=1,
we need to solve 2χ − χ subproblems, where χ =∑L

�=1 χ�.
Hence, to solve (32), since χ can take values 1, 2, . . . , K , we
need to solve (2K+2−K (K+1)−4)/2 subproblems, and pick
the solution corresponding to the subproblem which yields
the minimum PDP among them, which is computationally
expensive.

Alternatively, using a result from [19, Th. 1], we can
approximate the pout,1→� as pout,1→� ≈ X�

�!L1 L2···L�
. Using this

approximation, for a given {χ�}K�=1, the optimization problem
in (32) reduces to a GP. Thus to solve (32), we need to solve
K GPs and pick the best solution.

G. Proof of Theorem 1 for Markov Energy
Harvesting Models

In this section, we present the proof of Theorem 1 when
the EH process at the transmitter and receiver are temporally
correlated. Note that, for the Markov model, the result in
Theorem 1 is valid, provided Lemma 2 holds true in this
scenario also. Thus, in the following, we discuss the proof
of Lemma 2 for the Markov model.

In the Markov case, the drift process, defined in Lemma 2,
modifies as Xt

n � et
n − L(Bt

n, Br
n , Un), where et

n denotes the
amount of energy harvested in the nth slot. For a dual EH
link operating in the EUR, the process et

n − L(Bt
n, Br

n, Un)
has a positive mean drift. From renewal theory, the stationary
probability of the set I t

1 is πI t
1
= 1/�(TI t

1
). Next, since the

battery at the node still evolves in a Markovian fashion in this
scenario, �(TI t

1
) is given by (18). Further, to compute (18),

we use the expressions given in (19), (20), (21) and (22),
which are in turn computed using the results in Lemma 3. The
proof completes by noting that the result in Lemma 3 is also
applicable to this scenario. This is because, Xt

n is a Markov
modulated random walk, with its underlying Markov chain
being the one described in the beginning of Section VII. �
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