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I. INTRODUCTION

In this document, we present an unified minimum mean
square error (MMSE) estimator for uplink training for dis-
tributed antenna array (DAA) massive multiple-input-multiple-
output (DAA-mMIMO) systems [1], which can be generalized
to orthogonal pilot reusing (OPR) as well mutually unbiased
orthonormal basis (MUOB)-based pilot codebooks [2]. We
then provide the detailed steps involved in the derivation of
the uplink and downlink spectral efficiencies (SEs).

II. CHANEL ESTIMATION

We consider a TDD DAA-mMIMO MIMO system consist-
ing of M APs equipped with N antennas each. The APs jointly
serve K single antenna UEs. The channel vector between the
mth AP and kth the UE is modeled as h,,x = /Bmirfmr €
C», where the pathloss component f3,,, is assumed to be
constant for several coherence blocks, and the fast fading
channel, f,,, ~ CN(0,Iy), is to be estimated at the start
of each coherence interval. Let & = {1,2,..., K} be the
index set of all UEs, and the corresponding pilot sequences
be ® 2 {p;,09,..., 95} We consider the use of pilots of
length 7,,.

Let, the kth UE transmits a pilot signal ¢, with an energy
Ep.i» then the received signal at the mth AP can be expressed

as
Yp,m =V 5p,k7-phmk(p{+
Z V gp,iTphmiﬁoZT + Wpﬁn S (CNXT’J, (D)

ieUN\{k}

where, each columns of W, ,,, is distributed as CN (0, NoIy).
Now, to estimate the kth UE’s channel, the mth AP post-
multiply (1) with ¢j;, and the processed becomes

Ypm = Ypm@r = /EppTphmp+

Z \V4 gp,i7p<90ia 90k>hmi + Wp,mgolt € (CNX1> (2)

ieU\{k}

with W, 5 ~ CN (0, NoIn). The MMSE estimate of the

kth UE’s channel at the mth AP, denoted by h,,;, can be
evaluated as [3]

» L = E [hﬁkyznm]
" EyH.Ypm]

p,m
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Also, we can write, flmk = h,. — flmk,
where, h,r, ~  CN(0,(Bnr — 02,)In), with
o2, = EpeBrkTp
No+ EpiBmrTp + 22 EpiBmiTp [(Ps P
ieU\{k}
Letting, Contyi = >0 &piBmiTy |(Pir Pr) ®, we can
ieU\{k}
show that that [2]
gp,jﬁmj, $ € MUOB
Cont., = JEUN O Uk} 4)

Z Tpngij, $ € OPR
J st {pg,p;)=1

which is the pilot contamination experienced by the kth UE.

IIT. UPLINK AND DOWNLINK DATA PROCESSING

We now analyze the effect of pilot contamination on the
system throughput. Our analysis applies for any random pilot-
codebook.

A. Uplink

Let the kth UE transmit the symbol s, x (E[|syx|?] = 1)
in the uplink with an energy of &, . Let Aj; be the set of
AP indices that jointly and coherently processes the kth UE’s
signal. After maximal ratio combining at those APs, the kth
stream of the accumulated received signal at the CPU becomes

Tuk = \/ﬂ Z E {ﬁﬁkhmk} Suk

meAy
+ \/gu,k Z {flTanhmk — E[nghmk}} Su,k
meAy
+ Z vV Su,i Z ﬁgkhmisu,i"‘ Z fl:,anWma 5
icU\{k} meAy meAy

where, w,,, ~ CN(0, NoI) is the receiver noise added at the
mth AP. The first and second term of (5) are commonly termed
as array gain and beamforming uncertainty [4], respectively.
Now, applying the use-and-then-forget technique [Chapter. 3,
[3]], the uplink SE of kth UE can be expressedl as A(1 —

'For a coherence interval of 7, we equally partition duration of (7 — 75)
channel uses for uplink and downlink link data transmission. Thus, the pre-
log factor A(1 — TTP) for both uplink implies a fraction A (A € [0, 1]) of the
data transmission duration is alloted for uplink.



2)logy (1 + ), where, 4} is given by (6), and the closed
form expression is evaluated in the following lemma.

Lemma 1. In the uplink, the signal-to-interference-plus-noise
ratio (SINR) of the kth UE can written as

’Yu _ 5u rGaing,
k — ~
Eu pvar (ZmeAk hH, hmk)-l- Z Eu,ilikt Noy_ Umk
Z,{\{k} meAy
(7N
where,
2
Gain, = N? ( Z ank> , (8a)
meAyg
. ( 5 ﬁgkhmk> Y NZuh )
meAy meAyg
Eyi B ’
I, = N? ( Z Ufnk“ 51}’2 Bml> (@5 @)
meAyg pk Pmk
NS 02 i (80)
meAyg

Proof. The array gain in (6), can be written as

meAy meAj

= Y Elhul?=N Y o2,

meAy meAy

Thus, the numerator of (6), becomes

2
B Bl| — e,V ( S o2,

meAy meAg

2
>7 €))

which corroborates with (8a). Next,

meAyg
2

> blh = Y B[R b

meAyg meAyg

© 5 8 e 5[]

. ) , ) )
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- AH B R 2 2 R 2 2
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T omedy
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meAyg
= S NoZubus (10)
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wherein, (a) follows as the variance of sum of independent

random variables are sum of the respective variances. In (b),
we note that E [hmk} = 0 and is independent of h,,;, and

therefore, apply Lemma. 5. Finally, (¢) is obtained using (38c¢).
Thus, (8b) follows directly.

Now, we derive the multi-user interference term. Prior to
that, let us define the denominator of (3) as

Aot = No + EpeBunp + D EpiToBmi (i i), (D
ieU\{k}

and thus,
write,

h,. = V& kTpBmklmkypm. For i # k, we can

Z hmkhml

meAy

Z \V gp,kTpﬂmkdmky;{{m hmz

meAy
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=NNo > EprTpdaBpBmi + I1, (12)
meAy

where I; being the second expectation term involved in (12),
and can be further manipulated as shown in (14), with

=S E U Z\/‘%Bmkdmkm<¢iz ‘Pk> Hh

2‘|
meAyg

13)

Next, we expand I, as shown in (15). Now, the first term

of (15) can be re-written as

2
N2 ( Z \/Smdmkﬂmk \V4 gp,i’&)ﬁmi) |<9017<Pk>|2

meAg

2
ZT 5777,2
= N? ( Z EpkTp mkﬁmk“ pﬁ ) (i or) |
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=N? Ufn “ bt o ‘<90i790 >|27
(m;k b gp,k ﬁmk) b

(16)
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(b): Using (39).
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21,
2
= N* ( > pr,wpdmmmwepﬂpﬂmi) (@i o)l + T, (15)
meEAy

which contributes to coherent interference. Thus, now us- — & TPl (01 )2
ing (14), (15), and (16), we have pripEme N ¥k

) . 2 =N 5P7k7—;l7672nkdfnkﬂmi Epit TpBmir|(Pars ‘Pk>‘2
2 2 Epyi Bmi 2 :
L=N| Y om [(pis ) meEA eu

" Ep,k Bmk

meAg ap,
Tl a -N Z Epykgp,i"—;gdfnkﬂgzkﬂvzm|<‘Pi'a o)l (18)
Now, we will simplify the second term of (14) as meA
Iy = Then,
NZ Z{gnk'TpB?nkdizk}{gp,i'Tpﬁmiﬁmi'}‘ (pu, 1)? Is=N Z 5p’k7'pﬁ,,2nkd$nkﬁmi><
meAlkj\’{ei} meAg
=N ng,kTpﬁikdgnkﬁmi x (Z Ep.itTpBmir | (i1 ) |2 (Z;IE ,yTpﬂmi/|<%u‘Pk>|2> , (19)
meAg i'eU’




and we also observe here from (11) that

1
E :5 ai’Tmei"<¢i’7¢k>|2 = (d _NO) )
mk

el

(20)

which when substituted back in (19) results in

I =N > EprmpBandmiBmi

meEAg

— NNo Z Ep kTp B, Brmi-
meEAy

2y

Therefore, inserting (21) into (18),

I3 =N Z gp7k7p612nkdmk6mi
meEAy

— NNy Z 5p,k7—p/821kd72nkﬂmi
meAyg
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Now, substituting (17) into (12), we get

2 2
Lk = NNo Y Ep kol B Bmi
meAg

2
& % ﬂmi
WQZ%%%3|WWMMh
mEAk p,k mk

(23)

Next, substituting for I, and I3, we get,

Lik = NNo Y & kToloy, Bk Bmi
meEAyg
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and, finally,
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meAL p,k Pmk
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Tmk

Lastly, the additive noise component of (7) trivially follows as
hmk NCN(O,CT?nkIN). |

B. Downlink

Next, let sq; be intended downlink signal for the kth
UE. Let, £, be the total power budget of mth AP and
the corresponding power control coefficient (,,,;, decides what
fraction of power is intended for the kth UE. We employ
reciprocity based matched filter precoding in the downlink.
Now, the mth AP serves only a cluster of users indicated by
the set I;{m, and therefore, the downlink transmitted signal by
the mth AP can be expressed as

rgm = § \/ gd,mC'mih:niSd,i-

i€Um,

(26)
Thus, the received signal at the kth UE can be expressed as

M
_ hT
Tdk = mk¥dm + Wk

m=1

M
- Z Z VEdmCmih i hlisa.k + wi

m=1 iezf_lnz

= " VEamCnhl bl sa

meAyg

+ Y > VeamCmih i isai + w,

i€U\{k} mEA;

27)

where, wy, ~ CN(0, Np) is the receiver noise at the kth user.
To apply Use-and-then-Forget bound, we re-write 4, as

Z V. 5d,m§mkh£kflfnk1 Sd,k

meAy

+{ Z\/ EaomCmihl hY —E Z\/ gd,mkahqufl:nkl} Sd.k

neAyg meAj

+ Z Z \/mh%khjnisd,i+wkv

i€UN\{k} mEA;

and thus the downlink SE becomes (1—A)(1—22) log, (1+{),
where,

Tdk = E

(28)

2
’yg: E z \/mh?nkﬁjrlk] x
meAyg
(var ( thgkfl;ﬂJ
meAyg

+ ) E

1eU\{k}

2 -1
> VEamCmiblhi, +N0> :
meA;

(29)

We can apply exactly same analysis to derive the closed form
expressions of the downlink signal gain, the beamforming
error variance, and show that

E| Y. mhﬁkﬁ;k] = N\/EgmCrro2), (30a)
meEAg
var ( Z\/mh?nkﬁink> = Nzgd,mkaafnkﬁmk-
meAy meAx

(30b)



However, there is a subtle difference in the multi-user interfer-
ence term as the kth UE receives signal from the ith UE (i #
k) transmitted from the APs that serves ith UE (m € A;). We
derive the closed form expression in the following lemma.

Lemma 2. It can be shown that the downlink multi-user
interference experienced by the kth UE due to the ith UE
is

2
Z V gd,m szhzk}jl:m

meA;
2
e [Epk Bmk
2 ( Z gd’mC’rni p /Bm 7277,7, |SDZ (Pk:‘Z
meA; p i Pmi

+ N Z 5d,m§mi3mk:072m~

meA;

€Y

Proof. The technique of the proof is same as adopted in the
uplink case. The key difference is in the uplink we substituted
for the desired UE’s estimated channel (i.e. flmk) from (2),
whereas here we substitute for h,,;. We show the key steps
required to arrive at the final expression of (31).

2
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meA;
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L1,
where in the last equality we substitute d,,; =
\/m\/é'p,ﬂp midmi. Next, observe that, as the

channel vectors of different users are uncorrelated and zero
mean, and so are the channel vector and the noise component;
the sum of second and third expectation of (32) reduces to

Is 4+ I =N Z Z d?nigp,i’Tpﬁmkﬁmi’ |<‘pi’7 ‘pi>|2
meA; i'c
U\k

+NNo Y 2Bk
meA;
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Next, the first expectation (32) can be expanded as

2
Z Jmi”hmk”2 Z d

meA; meA;

E [ ]
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meA; n€A;
n#m
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Finally, substituting (34),and (33) into (32), we get
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Now, (31) follows by substituting

\/mdmiﬁ'rnk = \/m {5 7iTpdmiﬁ’,2ni} m’
Bimir/Ep,i

(36a)
{EpimodmiBii} = oo, (36b)
1
and { Z gp,i’Tpﬁmi’ |<Qoi/7 901> 2} = d . - No (36¢)
e mt
appropriately on (35). ]

IV. PROOF OF THEOREM 2

Theorem 3. The achievable rate of the kth UE can be
expressed as

Ry = (1= 2) [Mogy(1 +77) + (1 -

where

Ngu;k<ZmEAk 012'rLk)2

N CohI} +NCohIf + No Yo ca, o’

ke = (37a)



N2pd(2m€Ak kao-gnk)Q
N2 CohI¢ + N NCohI{ +1’

"= (37b)
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ConT}: £ S icu g Suilol! @il (e, huny/ 225 7240
NCohIy = Y.y €uidomen, OmkPmi CohIf =
Dicun\ [k} palei Prl* (e, TrmiV/Cmi %%)2

and NCohT{ £ pg >, 0/ > e, O2iCmiBmk

Proof. In the uplink, ;' of Lemma 1 can be re-expressed as
vy of Theorem 3. The first term of (25) corresponds to the
first term on the denominator of 47 in (37a), and merging (10)
and N Zme A, ngkﬁmi from (25),we obtain the second term
of ;. Rest of the terms follows directly from Lemma 1. (37b)
follows similarly from (30a), (30b), and Lemma 2, and p,; be
the maximum normalized (as a multiple of the noise variance
Ny) power transmitted by each AP. |

APPENDIX
A. Useful Lemma

Lemma 4. [Appendix. A, [3]] Let two independent ran-
dom vectors x and y be distributed as CN(0,021y) and
CN(o0, aiIN), respectively. Then the followings results follow

E[|x|*] = No3 (38a)
E [[|x][*] = N(N + 1)o; (38b)
E [|(x+y)Hx|2] — N(N +1)o + No202.  (38c)

Lemma 5. [(62), [4]] If x and y are independent random
vectors and E [x] = 0, then

E|lx+y°] =E x| +E |Iy/’] (39)
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