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Binary Matrices for Compressed Sensing

• Goal: Construction of optimum binary measurement matrix
A ∈ <m×N

• Beneficial to storage and computation

• Assumption:
• Exactly d nonzero elements per column (column degree)
• High compression ratio: n/m

• Contributions:
1. New performance parameter:

• Min. µα avg. of nonzero values of
〈Ai ,Aj 〉
‖Ai‖‖Aj‖

, for i 6= j

• Weaker condition on sparsity: k <
(
1
2
µ−1 + 1

)
<

(
1
2
µα
−1 + 1

)
• Optimum value of d = d

√
me ↑

mutual coherence
↑

new metric

2. Construction algorithm:
• Greedy method using concepts of bipartite graph and tree
• Better than random binary matrices
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Power Control for Two-Hop Relay Networks

• Half-duplex AF relaying

• Slow block fading channel

• System state: channel
gains, energy arrived and
battery levels

• Goal: Power control to
maximize the long-term
time-averaged rate

• Formulation: Joint stochastic optimization problem under
battery operational and storage capacity constraints

• Solution: Closed-form solution using Lyapunov optimization
depending on current state

• Analysis: Performance gap compared to the optimal policy is
bounded. 5/11
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Greedy Sampling of Graph Signals

• Preliminaries:
• Graph: Adjacency matrix A ∈ <n×n

• Graph signal: x ∈ <n

• Graph FT: x̄ = V
H
x where A = V

H
DV

• Model: yS = (x + w)S ∈ <s with s < n

• Assumption: x is spectrally sparse

• Goal: Choice of S to estimate z = Hx ∈ <m from yS
• Contributions:

• MSE bounds of optimal Bayesian linear interpolator for a given S
• Greedy sampling set selection scheme: add one element to

sampling set at a time using the bound
• Derives near-optimality results for the scheme
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Malicious User Detection
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Malicious User Detection

Goal:Reconstruct the unsensed channels by
a low-rank MC input

↓
P̂, Ω̂ = arg min

P,Ω

∑
i ,j

Ωij(P ij − pij)
2

∑
ij

1−Ωij ≤ L← unknown

Solution

• Estimate L from {pij} using shrink and enlargement algorithm

• Alternating minimization to solve the optimization problem:
• P: Riemannian trust-region for MC
• Ω: Indices of top L values of P ij − pij
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