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Matrix Completion With Column Manipulation: Near-Optimal
Sample-Robustness-Rank Tradeoffs

Y. Chen, H. Xu, C. Caramanis, S. Sanghavi
(TIT, Jan. 2016)
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Goal: Matrix completion from partial observations when columns are
adversarially corrupted
Setup: M, L0, C0 ∈ Rm×(n+nc )

n: number of non-corrupted columns
nc : number of corrupted columns
L0 low-rank, S0 column-sparse
I0 ⊂ [n + nc ]: indices of corrupted columns
Ω ⊆ [m]× [n + nc ]
PΩ: projection onto space of matrices supported on Ω

M = L0 + C0
Contributions:

an algorithm based on trimming+convex optimization
sufficient conditions under which algorithm provably recovers L0 and
identifies I0
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Sparse Sensing for Distributed Detection

S. P. Chepuri and G. Leus
(TSP, Mar.15, 2016)
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Offline sampling technique for distributed detection
Binary Hypothesis Testing setup, consider Bayesian and
Neyman-Pearson frameworks
Model: H0 : xm ∼ pm(x |H0),

H1 : xm ∼ pm(x |H1), m = 1, . . . ,M.

Use: fN(w) = K (H1||H0) =
∑M

m=1 wmKm(H1||H0)
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Joint Covariance Estimation with Mutual Linear Structure

I. Soloveychik and A. Wiesel
(TSP, Mar.15, 2016)
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Goal: Joint estimation of structured covariance matrices.
Given groups of measurements from populations with different
covariance matrices (but with common structure),

estimate the common structure
estimate the covariance matrices

Truncated SVD on sample covariances

Estimator:
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Poisson Matrix Recovery and Completion

Y. Cao and Y. Xie
(TSP, Mar.15, 2016)
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Goal: Matrix recovery/completion from compressive/incomplete
measurements
Assumption: Matrix M is low-rank, observations y = [y1, . . . , ym] are
Poisson distributed
Matrix recovery
yi ∼ Poisson(Tr(AT

i M)), i = 1, 2, . . . ,m.

Define A : Rd1×d2
+ → Rm, with [AM]i = Tr(AT

i M).

Formulation using maximum-likelihood:
L(X ) =

∑m
i=1(yi log[AX ]i − [AX ]i )− λpen(X )

Contributions
Establish bounds on recovery error
Propose Penalized Maximum-Likelihood Singular Value Thresholding
algorithm
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