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Exact Recovery of Sparse Signals Using Orthogonal
Matching Pursuit: How Many Iterations Do We Need?
Jian Wang and Byonghyo Shim

System model: y = φx; x is K -sparse
T : support of x, |T | = K
cK : number of OMP iterations for exact recovery, c > 1

Main Result
If φ obeys RIP of order b(c + 1)Kc, for exact recovery

c ≥ −4(1 + δ)
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LB monotonically increases with the RIC δ

Example: For Gaussian matrices c ≈ 2.8 if m ∼ O
(
K log N

K
)
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Optimal Transmit Strategy for MISO Channels With Joint
Sum and Per-Antenna Power Constraints
Phuong Le Cao, Tobias J. Oechtering, Rafael F. Schaefer and Mikael Skoglund

Signal Model: Point-to-point MISO channel: y = xT h + z
If x is normal such that Q = E(xxT ), the achievable rate is

R = log
(

1 + 1
σ2 hQh

)
Constraints: Q < 0, Tr(Q) ≤ Ptot , and Qii ≤ P̂i

Contributions
1 Gaussian distributed input is capacity-achieving with the constraints
2 A simple recursive algorithm to compute the optimal Q

1 Find optimal power allocation with sum power constraint only
2 For antennas who violate per-antenna power constraint, allocate P̂i
3 Divide the remaining power among the other antennas with reduced

constraints
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Discrete Sum Rate Maximization for MISO Interference
Broadcast Channels: Convex Approximations and Efficient
Algorithms
Hoi-To Wai, QiangLi, and Wing-Kin Ma

System Model:M transmitters serves K receivers in a unicast
manner
Assumption: Gaussian input sq(t) with Wq =E{sq(t)sq(t)T}
Goal: Find {Wq}KM

q=1 to maximize ∑q λqrq such that ∀q, i

Moment: Wq<0, Rank{Wq}≤1
Power: ∑q∈Ki Tr{Wq} ≤ Pi

Discrete rate: rq ∈ R
SINR: γ(rq)≤SINRq(W )

Proposed Solution
Convex approximation formulation
Low-complexity and decentralized optimization algorithms
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Bayesian Learning of Degenerate Linear Gaussian State
Space Models Using Markov Chain Monte Carlo
Pete Bunch, James Murphy, and Simon Godsill

Measurement model:

xt = Fxt−1 + εx
t ; εx

t ∼ N (0,Q)

yt = Hxt + εy
t ; εy

t ∼ N (0,R)

Goal: Estimation of system parameter matrices F and Q

Central Idea: Gibbs sampler
Sample alternately the conditional posterior distributions

1 π(x1:T |F ,Q): Gaussian obtained using Kalman Smoothing
2 π(F ,Q|x1:T ): Matrix normal-inverse Wishart distribution

Contribution: Extension to the case when Q is singular
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