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Problem and Contributions

Problem:
m Distributed link scheduling problem for Device-to-Device (D2D) Communication

m Quality-of-service (QoS) (minimum average data rate) requirements
m Time-varying channel conditions

Contributions:

m Two distributed resource allocation algorithms
m QC LinQ:

H QoS and channel aware priority assignment, SIR-threshold based yielding criterion
= QC? LinQ:

B Qos and channel aware priority assignment and yielding criterion

m Energy-level-based signaling procedure
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System Model

Notation:
m Ke{1,...,K} - Setof D2D links
m U7 € {u]l ke Kk} — Setof TXs
m UR € {ufl, k € K} — Set of RXs

m Se{1,2,...,8} — Set of channel
states

m s — Probability of system state s

Assumption:
m Channel state of each link

FIGURE — D2D communication model

Stationary stochastic process
m Each link operates at fixed power P
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Scheduled Links and Achievable Date Rate

Scheduling vector:

gs € {0,1}, Vze Z }
= VseS
9 { ez <1

Achievable data rate:

hi «P
re(gs) = Z gz log, (1 S he P+N0)

z€2 K etk k'

FIGURE — D2D communication model

Average data rate:

Z 7sfi (Gs)

Scheduling group: zC K ses

Scheduling group and indicator:

Total average achievable sum rate:
1, ifthe link in scheduling group z are
S
gs = scheduled in a time slot with state s Z Z 7sfic(ds)
. keK seS
0, otherwise
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Centralized Optimal Link Scheduling

Optimization Problem:

Z Z st (gs)

keK seS
st Cy: Z wsrg(Qs) > Ck, VKEK
seS

Co: gs € Qs,Vs €S

Solution:

Lagrangian Dual Problem:

Z Z msre(gs) + Z Ak[z msi(Qs) — Gkl

ke seS seS

2D 3D BEPORN:

kek s€s
¢ = 1, ifz=argmaxycz V3 VzeZz

‘ 0, otherwise

D D1+ M)ms logy(1 ik ) )
= + Ak )mslogs (1 + .
>kt ez kM P+ No

kczseS
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Update Lagrange Multiplier:

)\ff“) = max{0, )\Ef) —a V,((t)}
where,

a9 = stepsize v =8¢, vkek

Global optimal solution

= Computational complexity - 2K
= Large signaling overhead
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Developing Distributed Link Scheduling

Small signaling overhead
Low computational complexity
Approximates optimal solution

Developing distributed algorithm:

m Step 1: Each link updates its weight parameter in each time slot as in (1) and (2).
Aff“) = max{0, Aﬁf) — a4 v,i’)} @
v =1 — ¢ Yk ek

m Step 2: The links in the scheduling group which has the largest sum of weighted
achievable rates are scheduled as in (3)

¢ = 1, ifz=argmaxycz V3, VzeZzZ
‘ 0, otherwise

s p 3)
Ws =" (1 + ) logy(1 + s )
et > krez kM P+ No
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Priority Assignment and Yielding Criterion

QoS and channel aware priority assignment:

Weighted achievable data rates:

P = (14 Ax) logy(1 + P ), Vkek (4)
2wezkrzk Mo ( P+ No
Approximated weighted achievable data rates:
() hg «P
pr = (14 Ak)logo(1 +m), vk e K (5)

m All links share their approximated weighted achievable data rate with each other

= Maintain a priority list — descending order of the approximated weighted
achievable rates

m decide which link to schedule based on the priority list and yielding criterion

Qc? LinQ January 21, 2017 8/13



QCLinQ

® QCLinQ uses Qos and channel aware priority assignment and SIR based
threshold technique

Signaling procedure:

Symbols

FIGURE — Structure of a time slot in QCLinQ
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Ist 15t 2nd 2nd Rate . .
TX RX RX hCthLﬁil‘lg Datz{juc et b‘?“]f
block | block | block | block block loc ock
1st TX-block 1st RX-block 2nd TX-block 2nd RX-block
T w ‘ T =
z B S0t g R
2 " ~hg, -
g : -2
g : JPbLiet
= R PP 7 L
l T b, s

Simple example with two links

FIGURE — Simple example with two links
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Signaling procedure

First TX-RX block:
Inverse power echo
multiplied by p.
. hror, From T, - Phy,p, g P
Direct power signal P Ty ———> R, i R
S5 e FromT, : Phy,p, From Ry : Py R P,
sfnm - B
_,:‘:_ : K'hr,p, 02 Tnverse power echo
P Y Bonls St s multiplied by 7
. = Sa From Ty : Phy,p TRz e
Direct power signal P Ty —o— > R ¥ia T, oot
by, From T, : Phy,e, [y Phz,n,
(a) The first TX-block with two links. (b) The first RX-block with two links.

First TX-block and RX-block with two links.

Channel gain of its own link Its own weighted achievable
Weighted achievable rates data rate

= What about weighted achievable rate of other links ?
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Signaling procedure Contd.,

Second TX-RX block:

Direct power signal
multiplied by /)y

Inverse power echo
e

Ay
4 1%
L LT SN U gy

Sehrng, Lot K*Phy iz, 01
Direct power signal LIt ey
multiplied by £z =" hrg, S, K*Phy,p,p2

K2Pps Tyt
Pz Tz vy R Known from lst Tx-bluck

(a) The second TX-block with two links.

At RXs

Weighted achievable rate of all links
Schedule priorities of all links

T; is allowed to transmit only if

Phr. g

= p._— > IRX
ZjE[:i Pth:Ri
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At TXs

T
From Ry K'hy,p, * B

Phr,g,

Inverse power echo
e

From Ry K'hryp,
Phrp,

(b) The second RX-block with two links.

2
Phyg,

Weighted achievable rate of all links
Schedule priorities of all links

T; is allowed to transmit only if

Ph'rj,Ri

s eV € L
Ph, A, '
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QC? LinQ

QC?2LinQ uses Qos and channel aware priority assignment and yielding criterion

QoS and channel aware yielding criterion:

The decrement of the sum of the weighted achievable data rates of the higher

priority links due to its transmission

Its own weighted achievable data rate

Approximated weighted achievable rate with the additional interference
P = (1+ A7) logy (1 + P ), Vkek 6)
i me2 I+hs P+ N
The decrement of the weighted achievable rate is
S

® s i
P = (14 ) logy(1 + W) = (14 X)logy(1 + m)
ki

S

hs P
) = (1+ ) log,(1 + IJ’:’NO)

TX yielding criterion:

1 4+ k) log, (1 TP 1+ ) log,(1 PP 7
K , ,
(1+ Ax) logy( +,+N0)_jeZ£k( + Xy) logy( +,+N0) 7)
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QC? LinQ Signaling Procedure

Signaling procedure:

Ist Ist 2nd 2nd 3rd Rate
TX | RX | TX | RX | RX |scheduling| Daasegment fAck
block | block | block | block | dleck | block oc oc

FIGURE — Structure of time slot in QC2LinQ

COMPARISON OF SIGNALING IN PROPOSED ALGORITHMS

Ist TX-block | 1st RX-block 2nd TX-block 2nd RX-block 3rd RX-block
issi ; ; KT 2 KT
Transmission power in QCLinQ P WTEHL K*Pp; Pho -
Transmission power in QC2LinQ P K2Pw; K2Pp; P K2Pp;

Information sharing in QCLinQ

RXs obtain p;’s

TXs obtain p;’s

Information sharing in QC2LinQ

RXs obtain p;’s

TXs obtain w;’s

TXs obtain p;’s

Overhead comparison:
m Centralized scheduler - O(K?)
= QCLinQ scheduler - O(4K)
m QC2LinQ scheduler - O(5K)




Thank You :)
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