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I K -user SISO AWGN IC + (2× K )-user SISO AWGN XC:
Delayed CSIT w/ noiseless links

I Almost surely achievable DoFs are derived analytically, and are
better than those shown by a) Maddah-Ali and Tse, b) Maleki,
Jafar, and Shamai, and c) Ghasemi, Motahari, and Khandani

I Build on Maddah-Ali and Tse’s work on K user MISO IC:
multiphase transmission scheme

I For completeness : Multiphase PIN and Retrospective IA,
Distributed Partial Interference Management via User
Scheduling, Distributed Higher Order Symbol Generation.
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I y = AD α + e, with x = Dα,∈ Rn (sparse), with
overcomplete D

I Straightforward to solve if D = I , or unitary and if AD satisfy
RIP

I The proposed recovery method (SSCoSaMP) is more “signal
focused”, unlike the previous work

I IHT → PLA. On very similar lines, CoSaMP → SSCoSaMP.
Also, connected to some structured sparsity results

I Requirement : A should satisfy D-RIP
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I Convexity properties of SER/BER/PEP are discussed for a
general class of detectors, for arbitrary constellations, bit
mapping and coding

I Convexity in SNR (signal power), signal amplitude and noise
powers

I Expansion on the known AWGN case, to a wide class of noise
densities including unimodal and spherically invariant noises

I New, tighter bounds on convex/concave regions in high/low
SNR case. High SNR case is linked to the channel coding
theorem ⇒ conjecture : all capacity achieving codes have
convex error rates

I Any flat fading and linear diversity combining are shown to be
convexity preserving
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Figure: Convexity in SNR (signal power)
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Figure: Convexity in signal amplitude
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Figure: Convexity in noise power
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I “Vending machine” ⇒ side info. is controlled by the decoder,
and depends on the message encoded at source (Permuter
and Weissman)

I The distributed and cascaded setup are studied

I Encoder message = info. about the source + control info.

I Inner bounds on, and actual Rate-Distortion-Cost regions are
derived, and its tightness is emphasized

I Achievable strategies for the distributed case: Combination of
Berger-Tung distributed coding and Wyner-Ziv approach
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I Novel procedure: Density estimation via empirical CF +
iterative Hilbert space approximation algorithm

I The estimator is shown to be consistent, and it is verified for
three problems

I Through simulations, it is shown that the proposed estimator
is “better” (in the L1 loss sense) than Kelmela stagewise
estimator, Newton recursive estimator, Gaussian kernel density
estimator, and the location and scale estimation using EM
algorithm
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