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Preliminaries

Linear Block Codes

o A Linear Block Code (LBC) is a collection af-tuples from a
finite or infinite alphabet from a field such that they form a group
as per theaddition defined in the field.

@ The smallest Hamming weight of non-zero codeword is the
minimum distance of the code.

@ LBC can be partitioned into uniform sub-sets caltedets.

o The 0" coset is a sub-code by itself.
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Preliminaries

Definitions

@ Uniform set: A set is said to beniform if the distance between
any pair of elements is a constant.
o Maximal uniform set: A uniform setU is said to banaximal,

if it is the largest possible set in terms of cardinality, for the

given length and uniform distance.

@ Non-trivial uniform set: A uniform setU is said to be

non-trivial if it contains atleast 3 non-zero elements.
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Preliminaries

Pair-wise Partitioning Lemma(1)

Lemma l.1
For any LBC, there exists a disjoint code-word pair set (partitioning)

such that distance between the code-word pairsis constant. In fact,

there exists at least one code-word pair partition for every Hamming

weight in the code's distance spectrum.
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Preliminaries

Pair-wise Partitioning Lemma(2)-Proof

@ Proof: ConsiderdinD(C), ;1 € C, D(C) be the distance spectrum
of C.

e Dy(0,¢cy) =d.
o Add any code-word;, # 0, c; # c1, to both.
e Dy(cy,c1+cp) =d.
@ We can create disjoint code pairs with distadder every

Hamming weight in the distance spectrunCof
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Uniform Distance

Uniform Partitioning of LBC

o We seek to partition an LBC such that
L
C = U Ci, (1)
i=1

suchthaCiNCj = {¢}, 1 <i,j <L, i#]j, whereLis the
number of constituent uniform sub-setsaiy}di =1,2,...,L
are non-trivial uniform sub-codes.

e We focus on binary LBCs only.
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Uniform Distance

Even Uniform Distance(1)

Lemmalll.1
The distance d, for any non-trivial uniform linear code Cg is even.

Moreover, the uniform code islinear if and only if dy, = 2Wy(cp * €1)

for any two non-zero cp, ¢; € Co.
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Uniform Distance

Even Uniform Distance(2)-Proof

Proof: Let Cg be a linear uniform code with distandg. There exists
® Cp,C1,Cr € Cosuchthat, = ¢y + ¢ andg # Ofori =0, 1, 2.
@ Consider the Hamming weight o :
Wh(C2) = Wh(Co) + WH(C1) — 2WH(Co * C1) (2)
du = Z[du - WH (CO * Cl)] (3)

o To prove the converse, |€ be a uniform code with

dy = 2Wh(Co * €1). Then,

Wh(Co + €1) = 2[dy — WH(Co * C1)] = dy, 4

and hence-, ¢ Ch
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Uniform Distance

Even Uniform Distance(3)

Lemma ll.2
The uniform distance of a non-trivial linear uniform code and its even

parity extension code are the same.

Proof: The even parity extension of a code results in code-words with
even Hamming weight. From Lemma Il.1, code-words in the linear
uniform code all have an even weight. Hence, parity extension simply
results in appending a 0 to the code-words, which does not change the

distance property of the code.




Wh(Cox €1 % C) = 0.

Let ¢, €1, ¢z belong to a uniform linear code with distance d, and
¢ #0, fori =0,1,2. Then, cg = ¢1 + ¢y if and only if
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Uniform Distance

Existence Condition(1)-Proof

Proof: Consider the sumg + ¢; + ¢,. Using Lemmal ll.1, one can

write
Whi(Co 4 €1+ C2) = dy + dy — 2W4(Co * (€1 + C2))

= 2dy, — 2Wx(Co * C1 + Cp * C2) = 2[dy — dy + 2W(Cp * €1 * C2)]

=4y (Co * Cp % Cz) (5)

which shows that iV (cq * cp * ¢3) = 0, thency + ¢ + ¢, = 0. To

prove the converse, lep = ¢y + ¢1. Then,

Wi (Co * €1 % C2) = Wh(Co * €1 + Cp * C1) = Wh(0).
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Uniform Distance

Existence Condition(2)

Corollary 1
If Wh(Co * €1 % C2) = dy/4, then W (Co + €1 + C2) = dy, Where ¢, 1

and ¢, belong to a uniform linear code Cp with atleast 8 code-words.

Follows directly from (5) and Lemma 11.1.
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Uniform Distance

Rate-1 Code Paritioning(1)

Lemma Il.4
There exists a non-trivial uniform sub-code C, C ) >

if n=4k
Lif n=4k+1
e if n=4k+2

M2 if n=4k+3,

S5 NIS

(6)

N

[N

wherek € N, k > 1. Moreover, subset Cg € Cy exists which spans a

vector space with dimension at least 2.
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Uniform Distance

Rate-1 Code Paritioning(2)-Proof

Proof: Consider the cardinality fan = 4k,

@ First, we show that a non-trivial uniform sub-co@g C F}
exists with distance, given in (6) and then show that a linear
subseCE can be obtained from this sub-code.

o Let Mp_4; denote the cardinality of the uniform set with
code-words of length =4k +ifork > 1,andi =0,1,2, 3.
o Hadamard matrices exist for= 1,2 and 4« [1].
e = there exist uniform codes with distande= n/2. i.e.,

Ms > nandd, = n/2.
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Uniform Distance

Rate-1 Code Paritioning(2)-Proof Continued

Consider the cardinality fan = 4k + 3,

e Hadamard code has the all zero vector as one of its columns.
o Hadamard code can be shortened by 1 bit without loss of the
properties of the code.
o Mugs > nandd, = 2.
o Moreover, ford, = %1 the Plotkin boundis known to achieve the

equality for uniform codes.

2du
in < ————
MPIotkm = n_ Zdu’

® Mgy 3 =n+1.
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Uniform Distance

Rate-1 Code Paritioning(2)-Proof Continued

To compute a bound of the cardinality o= 4k + 1,

o Consider appending any non-zero column of Hadamard code for
n = 4k to the same code g, |hj]

e Each column of Hadamard code h@® non-zero values, half of
the extended code has the same Hamming weight and the other

half of the extended code-words have their Hamming weight
increased by 1.

e n/2 code-words of the extended code witk= 4k + 1 have

n
® Mui1 > 3.
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Uniform Distance

Rate-1 Code Paritioning(2)-Proof Continued

To compute the cardinality for = 4k + 2,

o Consider the 1 bit shortened code from= 4k + 3. From Thm. 2
in [2], it follows thatMag» > [ &M% | — [241] andd, = 752,
Forn > 4, this lower bound is greater than or equal to 2.

@ Thus, we have shown that a uniform sub-cod€pgexists with
even-valuedl, given by (6) and that the cardinality of the

sub-code is at least 2 f&r> 1.

@ Now, consider any two non-zero code-words and their sum. This

creates a non-trivial uniform code.
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Uniform Distance

Rate-1 Code Paritioning(2)-Proof Continued

@ Cp, C1, Cp + ¢1 and0 can be used to for€F, which is now a
non-trivial linear uniform sub-code @ with uniform distance
du given by (6).

e Cf has a cardinality of atleast 4 including the all zero code-word
0. Hence, the dimension of the vector space spannegflig at

least 2.
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Proof

Uniform Partitioning Theorem

Theorem lll.1
For abinary LBC C, if Co = C§ N C isnon-trivial for some Ch
satisfying the propertiesin Lemma 11.4, the following hold:

(i) CoanditscosetstileC and one can build a linear maximal

uniform partitioning of C from the cosets of Co,

(i) The cardinality of Cg isbounded as2? < |Co| < 2l°%"+1 and
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Proof

Uniform Partitioning Theorem - Continued

Theorem lll.1 -Continued
(i) |Col = 2"*1if j* > 1is the largest integer such tha) Co has a

subseC;- with cardinalityj* + 1 and non-zero entries such that

d
WH(CO*CI*--~*Cj*):2TLiv (7)

wherec, €y, . .., G+ € Cj+, and(b) Forl = 1,2,...,j* — 1, for

all subset<C; of Cj~ with cardinalityl + 1,

d
WH(CO*Cl*...*q):E?, (8)

where, with a slight abuse of notatiag, c1,...,¢ € C;.
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Proof

Proof

@ Proof: Note that,Cq is linear and its cosets til¢ as it is an

intersection of and a linear set.

o Let C'® represent a maximal linear uniform sub-cod&afith
the same uniform distance &g.

@ There exists a unitary transform between the basis vectors of
C{'® andCy. Therefore, without loss of generality, we can
transform the code words @7 such that it forms a superset of
Co and preserves the uniform distance property.

o Thatis, we hav&y C CT™
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Proof

Proof-Continued

@ Consider any code worde C§'® ¢ ¢ Co. Now,c + Co forms a
coset ofCo and the coset belongs &f'** since it is linear.
@ Thus,Co U (Cp + ) is still a linear uniform set.
e One can now repeat this procedure of combining the coselg of

to obtainC{™*.

@ Thus, there exist€7'® O Co with the same uniform distance.
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Proof

Proof-Continued

@ The bounds on the cardinality & follow from the arguments
presented in Lemma I1.4.
o The lower bound follows from the fact that whej is a
non-trivial set.
e The upper found follows from the fact that the number of

elements is a power of 2 and using the Plotkin bound f1.

e To find |Cy|, it can be shown from (2) that

" .
Wh(Co+Ci+...+G) = sz(_l)kH(J >du (9)
k=1
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Proof

Proof-Continued

e Sinced_p_;(—1)*1(}) = 1, the summation in (9) equads.
e This shows that the Hamming weight of the sagncy, . . ., G- is
dy (Due to Lemma 11.3).
o Using a similar procedure, we can show the uniform distance
property of any linear combination of the code-words
Co, C1, . .., G-
o The cardinality of the set comprising all linear combinati®f

thesg* + 1 vectors is P 1,
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Proof

Uniform Partitioning - Examples

@ Hamming (7,4) codeCy = {0,1,6,7,10,11 12 13} and
Ci1={2,34,5,8,9,14,15}.

o dy="1=4

@ MLSR (6, 3,3)2 code:Cp = {1,2,5,6} andC; = {0, 3,4, 7}.
o dy="2 =4

o Hadamard codes are themselves maximal uniform codes.
o dy=1.

@ MLSR (9,4,3), code :Co = {0,2,9,11}

odu:”%l:4
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Proof

Code Partitioning Procedure

@ Find code-words i€ with Hamming weightd, according to the

code lengtin. Denote this sub-set &%,.

@ Find a sub-set o€, that is closed by using the linearity

conditions given in Theorem. Call this sub-seGgs

© Now, Cp and its cosets form a uniform partitioning ©f
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