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Abstract—This paper considers the design of a power-
controlled reverse channel training (RCT) scheme for spatial mul-
tiplexing (SM)-based data transmission along the dominant modes
of the channel in a time-division duplex (TDD) multiple-input
and multiple-output (MIMO) system, when channel knowledge is
available at the receiver. A channel-dependent power-controlled
RCT scheme is proposed, using which the transmitter estimates
the beamforming (BF) vectors required for the forward-link SM
data transmission. Tight approximate expressions for 1) the mean
square error (MSE) in the estimate of the BF vectors, and 2) a ca-
pacity lower bound (CLB) for an SM system, are derived and used
to optimize the parameters of the training sequence. Moreover,
an extension of the channel-dependent training scheme and the
data rate analysis to a multiuser scenario with M user terminals
is presented. For the single-mode BF system, a closed-form expres-
sion for an upper bound on the average sum data rate is derived,
which is shown to scale as ((Lc − LB,τ )/Lc) log logM asymp-
totically in M , where Lc and LB,τ are the channel coherence time
and training duration, respectively. The significant performance
gain offered by the proposed training sequence over the conven-
tional constant-power orthogonal RCT sequence is demonstrated
using Monte Carlo simulations.

Index Terms—Capacity lower bound (CLB), channel esti-
mation, mean square error (MSE), reciprocal multiple-input–
multiple-output (MIMO) system, spatial multiplexing (SM),
training sequence design.

I. INTRODUCTION

THE use of multiple antennas is one of the promising
technologies for multiuser wireless communication (e.g.,

IEEE 802.16a, IEEE 802.20, and 4G protocol candidates), as it
offers significant benefits in terms of reliability and throughput.
These benefits are realizable only when both the transmitter
[base station (BS)] and receivers [user terminals (UTs)] have
accurate and up-to-date channel state information (CSI). Thus,
one of the important problems in designing multiple-antenna
systems is the fast and accurate acquisition of CSI both at the
BS and UTs. CSI can be obtained at the UTs simultaneously,
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by sending a known training sequence in the forward link from
the BS [2]. In time-division duplex (TDD) systems, exploiting
the reciprocity of the channel, CSI at the transmitter (CSIT)
can be acquired by sending a known training signal in the
reverse link, which is also known as reverse channel training
(RCT). However, as the number of transmit antennas and/or the
number of users becomes large, the overhead due to training
can become prohibitive, particularly in vehicular or mobile
communications, where the channel is relatively fast varying,
since the training duration is proportional to the sum of the
number of antennas at all the UTs. When CSI is available at
the receiver (CSIR), one can potentially exploit it to design
the RCT sequence and selectively feedback only the required
part of the CSI to the BS. This could result in faster and/or
more accurate acquisition of the CSI at the BS, leading to
an improvement in the effective downlink data rate; this is the
focus of this paper.

The main body of the existing literature on CSIT acquisition
in single- and multiuser TDD systems focuses on orthogonal
RCT [3]–[7], where an orthogonal training sequence, such as
the scaled identity matrix, is employed. The method employed
in [8] and [9] to acquire CSIT is to feedback a scaled version
of the received forward-link training signal, from which the
transmitter estimates the entire channel matrix. Although this
outperforms orthogonal RCT, it has the disadvantage that the
transmitter estimates the entire channel matrix, which is not
required for certain types of data transmission schemes such
as beamforming (BF) or spatial multiplexing (SM) along the
dominant modes of the channel. Data-aided blind estimation
of the dominant BF vector is proposed in [10]–[12]. Reference
[13] proposes a two-stage protocol consisting of conventional
RCT followed by quantized CSI transmission in the reverse
link. In our past work, we have studied the design and per-
formance of channel-dependent RCT in [14]–[17]. The struc-
ture of the RCT scheme we consider here is different from
the past work, and it allows for both spatial and temporal
allocation of training power. Due to this, the design consid-
erations and the corresponding performance analysis are also
different. A channel-dependent RCT scheme was studied in
[18], in a single-input–multiple-output channel, and the fraction
of energy spent for training was optimized with respect to
an approximate expression for the forward-link data signal-to-
noise ratio (SNR).

In this paper, we consider an SM system with equal power
allocation across m dominant modes of the channel during data
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transmission with perfect CSIR and noisy CSIT obtained via
RCT. Equal power allocation across modes is known to be
nearly optimal for all but low data SNR [19]. In addition, as
shown in [20], with perfect CSIT, using a fixed value of m based
on the average SNR and equal power allocation across the m
modes is only marginally inferior, in terms of the ergodic ca-
pacity, compared with optimally adapting m based on channel
instantiation, for Rayleigh fading channels. However, adapting
m based on the CSI entails the additional overhead of feeding
back the value of m to the BS. Hence, in this paper, we assume
that m is predetermined and fixed for all channel instantiations
and is known to both the UT and the BS. The perfect CSIR
assumption is required for analytical tractability. It also helps
to isolate the effect of estimation errors in the RCT on the
performance. This assumption is common in studies that focus
on the achievable data rate or outage probability [5], [7], [13],
[20]–[23]. Note that our proposed RCT scheme is applicable in
practical systems, even when the CSIR is imperfect.

In this paper, we consider SM-based data transmission over
m < nA dominant modes of the channel, where nA is the
number of antennas at the BS/transmitter. The following are
our main contributions.

• Proposed RCT: We propose an RCT that allows the BS to
directly estimate the dominant eigenmodes of the channel
required for data transmission. Further, the proposed RCT
allows one to allot the power both spatially (across modes)
and temporally (across time), while satisfying an average
training power constraint. Both the spatial power alloca-
tion matrix D and the temporal power control parameter
φc > 0 are optimized using the following two performance
metrics: 1) the mean square error (MSE) in the estimated
BF matrix at the transmitter; and 2) a capacity lower bound
(CLB) on the downlink data transmission (see Section III).

• Optimal RCT with approximate MSE as a metric: With the
approximate MSE in the estimated singular vectors as the
performance metric, we obtain an analytical solution for
the optimal D and φc, as a function of the channel singular
values. For example, in a 3 × 4 multiple-input–multiple-
output (MIMO) system, the proposed training scheme
offers an improvement of over 15 dB in the training power
required to achieve the same MSE, compared with the
orthogonal RCT (see Section III-A).

• Optimal RCT with approximate CLB as a metric: Here, we
analytically optimize spatio-temporal power allocation of
the RCT scheme to maximize the approximate CLB. In the
3 × 4 example previously mentioned, using the optimal
D outperforms using equal spatial power allocation by
approximately 1 bit per use of the channel at around 16 dB
of training and data power,1 whereas temporal power allo-
cation offers only a marginal improvement in the data rate
over equal temporal power allocation (see Section III-B).

• Multiuser case: We extend the proposed channel-
dependent RCT to a multiuser downlink scenario with
M UTs. We use the approximate CLB as the metric for
user scheduling. In the case of BF with m = 1 mode, we

1Signal power is expressed in a decibel scale relative to noise power in the
signal bandwidth.

show that an upper bound on the sum data rate scales as
(Lc − LB,τ/Lc) log logM asymptotically in the number
of users M , where Lc and LB,τ are the coherence time of
the channel and the training duration, respectively, in the
number of symbols (see Section IV).

Our proposed RCT scheme can lead to significant perfor-
mance improvements over orthogonal RCT in terms of both
the achievable data rate and the MSE in BF vector estimation,
particularly when the channel is fast varying. Moreover, from a
system designer’s point of view, it is useful to know that spatial
allocation of the available training power is much more ben-
eficial than temporal allocation, as will be illustrated through
simulations in Section V.

We use the following notations. Capital letters and small
boldface letters are used for matrices and vectors, respectively.
E[·] denotes the expected value of [·]. We use E|A[·] to denote
the expected value of [·] conditioned on A. (·)H denotes the
transpose-conjugate (Hermitian), and | · | denotes the determi-
nant or the absolute value, depending on the context. Im is
the m×m identity matrix, and Im×n, with n ≤ m, represents
the first n columns of the m×m identity matrix. ‖ · ‖F and
‖ · ‖2 denote the Frobenius norm and the Euclidean norm,
respectively. The real and imaginary parts of complex number
c are represented as �(c) and �(c), respectively. For a ∈ R, we
use (a)+ to mean max{0, a}. We use x = O(y), x,y ∈ R

n to
mean that the entries of x are less than the corresponding entries
of cy for some 0 < c < ∞.

II. SYSTEM MODEL

The system model consists of a single-cell multiuser system
with a BS, which is denoted by BS, and M active UTs, which
are denoted by UT1, . . . ,UTM . The BS has nA antennas, and
each UT has nB antennas. Denote the MIMO channel from
BS to UTk by Hk ∈ C

nB×nA . Let Hk = U (k)Σ(k)(V (k))H

be the singular value decomposition (SVD) of Hk, where
the diagonal entries of Σ(k) ∈ R

nB×nA , which are denoted

by σ1,k, . . . , σn,k, are the singular values of Hk, with n
Δ
=

rank(Hk), which equals min(nA, nB) almost surely. More-
over, U (k) ∈ C

nB×nB and V (k) ∈ C
nA×nA are unitary matrices

whose columns are the eigenvectors of HkH
H
k and HH

k Hk,
respectively. The channel is assumed to remain constant for a
frame of duration that is equal to the channel coherence time
of Lc symbols, and evolve in an independent and identically
distributed (i.i.d.) fashion from frame to frame. We assume a
TDD mode of operation with perfect reciprocity [10], [24]–
[26], and thus, without loss of generality, the reverse-link
channel of the kth user is HH

k (see [10]). The transmission
protocol consists of the following three phases.

• Phase I: This phase consists of downlink training followed
by user scheduling. The downlink training is performed
by sending a known pilot sequence from the BS to all
the UTs. Using this, each UT computes an estimate
of their respective channels. Here, we assume that the
resulting estimate is error-free, as in, for example, [22]
and [23]. This facilitates the derivation of a CLB and its
analytically tractable tight approximation in closed form,
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with respect to which the RCT can be optimized. We
consider a scheduling scheme where each user computes a
metric (see Section IV) as a function of its CSI. The user
with the highest metric is scheduled for data transmission
by the BS. The selection of the user with the highest
metric can be efficiently implemented using decentralized
algorithms such as splitting [27], [28] and timer-based
schemes [29], which incurs very low overhead2 in terms
of power and delay. We assume that one of these schemes
is used to pick the best user, and we ignore the overhead
involved in user selection. In this setting, we focus on the
problem of RCT sequence design to convey the CSI of the
selected user to the BS.

• Phase II: In this phase, the scheduled UT, for example,
UTk, transmits training sequence X

(k)
B,τ ∈ C

nB×LB,τ of
duration LB,τ symbols in the uplink direction. Here, sub-
script τ stands for “training.” The baseband equivalent of
the received training signal at the BS, denoted by YA,τ ∈
C

nA×LB,τ , is given by

Reverse−link training: YA,τ = HH
k X

(k)
B,τ +WA,τ .

(1)

The entries of the noise WA,τ ∈ C
nA×LB,τ are assumed to

be i.i.d. complex circularly symmetric standard Gaussian
distributed, which are denoted by CN (0, 1). From YA,τ ,

the BS computes an estimate of V (k)
m , the first m columns

of matrix V (k), which is subsequently used for downlink
data transmission over the dominant modes of the channel.
Denote the estimate of V (k)

m by V̂
(k)
m .

• Phase III: This phase consists of data transmission from
the BS to the scheduled user. For the data transmission
scheme, we assume SM of data with equal power alloca-
tion. The BS sends m ≥ 1 i.i.d. data streams, x(k)

A,d ∈ C
m,

multiplied by the estimate of the m dominant right singular
vectors of Hk obtained in Phase II [2], [20]. Here, the
subscript d stands for “data.” The corresponding received
signal at UTk, denoted by y

(k)
B,d ∈ C

nB×1, is given by

Forward−link data: y
(k)
B,d = ρmHkV̂

(k)
m x

(k)
A,d +w

(k)
A,d.

(2)

In the above equation, ρm
Δ
=
√

PA,d/m, E[x
(k)
A,d

(x
(k)
A,d)

H ] = Im, and (V̂
(k)
m )H(V̂

(k)
m ) = Im ensure that the

data signal satisfies an average power constraint of PA,d.

The entries of the noise vector w(k)
B,d ∈ C

nB are assumed
to be i.i.d. CN (0, 1). Note that, m = 1 corresponds to
pure-BF based data transmission using the estimated dom-
inant right singular vector of the channel. Thus, the scheme
considered here encompasses BF as a special case.

With the above transmission and scheduling scheme, in the
following section, we consider the problem of designing XB,τ ,

with the following two performance metrics: 1) MSE in V̂
(k)
m ,

and 2) an achievable downlink data rate.

2In fact, the time overhead in best user selection is bounded irrespective of
the number of users [29].

Fig. 1. MIMO nB × nA SM system, showing the RCT and the forward-link
data transmission.

III. DESIGN AND OPTIMIZATION OF REVERSE CHANNEL

TRAINING FOR THE SCHEDULED USER

In this section, we assume that the best user has been sched-
uled for data transmission using the procedure in Phase I of
the protocol described in the previous section, and focus on the
design of the RCT sequence to efficiently convey the CSI to the
BS (see Fig. 1). Since the index of the scheduled user does not
directly enter the expressions, for ease of presentation, in this
section, we drop user index k. For SM with equal power alloca-

tion, the BS requires knowledge of Vm
Δ
= [v1,v2, . . . ,vm], the

first m columns of the right singular matrix V of the channel H .
We propose the following channel-dependent power-controlled
RCT sequence that enables the BS to directly estimate Vm:

XB,τ =
√

PB,τLB,τ

√
φcUD (3)

where PB,τ is the training power, and LB,τ is the training
duration in the number of symbols. The temporal power control
parameter φc ∈ R

+, the unitary matrix U ∈ C
nB×nB , and the

spatial power allocation matrix D ∈ R
nB×m are adapted at the

UT based on the CSIR. For mathematical tractability, D ∈
R

nB×m is restricted to be a diagonal matrix with nonnegative
entries di, i = 1, 2, . . . ,m, satisfying ‖D‖2F ≤ 1. This, along
with Eφc ≤ 1, ensures that XB,τ satisfies the average power
constraint E‖XB,τ‖2F ≤ PB,τLB,τ . The RCT scheme in (3)
has the following desirable features: 1) for a given channel
realization, D allows the UT to selectively allot greater or
lesser power for training the different channel eigenmodes
(spatial power allocation); and 2) power control parameter φc

enables the UT to perform temporal power allocation.
Note that, in the case of BF, i.e., when m = 1, the transmit-

ter requires knowledge of only v1. Using the proposed RCT
scheme, v1 can be conveyed to BS using only one training
symbol. In contrast, orthogonal RCT requires at least nB

training symbols. Hence, the proposed scheme offers savings
in terms of the minimum required training duration.

Now, from (1), the received training signal at the BS, nor-
malized by

√
PB,τLB,τ , is

ȲA,τ
Δ
=

YA,τ√
PB,τLB,τ

= V ΣHD
√

φc +
WA,τ√
PB,τLB,τ

. (4)

Denote the kth columns of ȲA,τ and WA,τ/
√

PB,τLB,τ by
ȳk,A,τ and wk,A,τ , respectively. Note that, in the noiseless case,
one can obtain the kth column of Vm by simply normalizing
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ȳk,A,τ . Motivated by this, even in the presence of noise, using

ȲA,τ , the BS estimates Vm as V̂m
Δ
= [v̂1, v̂2, . . . , v̂m], where

v̂k =
ȳk,A,τ

ȳk,A,τ2

, 1 ≤ k ≤ m. (5)

The choice of the matrix D and the parameter φc determine
the allocation of power to different modes and realizations
of the channel, which can be used to control the estimation
accuracy of V̂m. The design of the RCT sequence involves
jointly optimizing matrix D and φc. In particular, we wish to
solve the following two optimization problems.

• Minimizing the MSE: The goal here is to minimize the
MSE in the estimate of the BF vectors. That is, the
optimization problem is given by

min
φc,D

E‖Vm − V̂m‖2F = min
φc,D

E

m∑
k=1

‖vk − v̂k‖22 (6)

such thatD ∈ R
nB×m is diagonal and nonnegative,‖D‖2F ≤

1, and φc > 0, Eφc ≤ 1.
• Maximizing a CLB: The goal here is to maximize a lower

bound on the capacity of the system that uses the estimated
BF vectors as a precoding matrix during the data transmis-
sion phase. That is, the optimization problem is given by

max
LB,τ>0,φc>0,D∈RnB×m

CLB (7)

such that D is diagonal and nonnegative, ‖D‖2F ≤ 1,
Eφc ≤ 1, and 1 ≤ LB,τ ≤ Lc. In the above equation, CLB

is a lower bound on the capacity, which represents an
achievable data rate. We derive an explicit expression for
CLB in Section III-B.

Note that, in conventional orthogonal RCT, one uses the
training sequence

X
(conv)
B,τ =

√
PB,τLB,τ

nB
Q (8)

where Q is any nB × LB,τ matrix with orthonormal rows.
Further, the transmitter uses the received training signal to
estimate the channel matrix Ĥ using either least squares or
minimum MSE (MMSE) estimation,3 and then employs the m
dominant right singular vectors of the estimated channel as the
BF vectors for SM data transmission.

We now solve the above optimization problems.

A. Minimizing the MSE

In this subsection, we present the solution to (6). First, for
analytical tractability, we present an approximate expression for
the MSE, E‖Vm − V̂m‖2F . Then, we use the approximate MSE
to optimize the parameters of the training sequence.

1) Approximate MSE in the Estimate of Vm:
Theorem 1: Let the columns of V̂m be given by (5), and

suppose φc > 0. Then, there exists a V̂m,approx
Δ
= Vm + E ∈

3Note that the estimate of the BF vectors obtained using the least squares and
MMSE criteria are the same, as they are constant multiples of each other.

C
nA×m such that

V̂m = V̂m,approx +O
(

1
PB,τLB,τ

)
(9)

with the columns of E
Δ
= [e1, e2, . . . , em] ∈ C

nA×m defined as
follows:

ek
Δ
=

−�
{
vH
k wk,A,τ

}
σkdk

√
φc

vk +
1

σkdk
√
φc

wk,A,τ . (10)

Further∣∣∣E‖Vm − V̂m‖2F − E‖Vm − V̂m,approx‖2F
∣∣∣ = O

(
1
x2

)
(11)

where x
Δ
= PB,τLB,τ , and the expectation on the left-hand

side is with respect to the channel singular values. Also, an
approximate expression for the MSE is given by

E‖Vm − V̂m,approx‖2F =

(
2nA − 1

2PB,τLB,τ

)
E

m∑
k=1

1
σ2
kd

2
kφc

.

(12)

Proof: See Appendix A. �
Remark 1: The approximate MSE in (12) differs from

E‖Vm − V̂m‖2F only in the second-order terms of the training
power and duration, due to the (PB,τLB,τ )

2 term in the de-
nominator of (11). In Section V, we illustrate the tightness of
the approximate MSE expression at practical training powers.

Remark 2: From the given equation, when dk = 1/
√
m

and φc=1, i.e., with equal spatio-temporal power allocation,
we have

E‖Vm − V̂m,approx‖2F =
m(2nA − 1)
2PB,τLB,τ

E

(
m∑
i=1

σ−2
i

)
. (13)

2) MSE Optimal RCT Design: Now, let us return to the
problem of minimizing the MSE in (12) with respect to spatio-
temporal parameters D and φc, i.e.,

min
φc>0,di≥0

(
2nA − 1

2PB,τLB,τ

)
E

m∑
k=1

1
σ2
kd

2
kφc

(14)

such that
∑m

i=1 d
2
i ≤ 1, and Eφc ≤ 1. The solution is given by

the following Lemma.
Lemma 1: The optimal D and φc that solve (14) are

dk =

√
σ−1
k∑m

i=1 σ
−1
i

, and φc =

∑m
i=1 σ

−1
i

E
∑m

i=1 σ
−1
i

. (15)

The approximate MSE with φc = 1 and optimal D is

E‖Vm − V̂m,approx‖2F =
2nA − 1

2PB,τLB,τ
E

(
m∑
i=1

σ−1
i

)2

. (16)

The approximate MSE with the jointly optimal D and φc is

E‖Vm − V̂m,approx‖2F =
2nA − 1

2PB,τLB,τ

(
E

m∑
i=1

σ−1
i

)2

. (17)
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Proof: See Appendix B. �
Comparing the MSE with constant-power training (φc =

1) in (16) and the MSE with power-controlled training in
(17), it is clear that the power-controlled training outper-
forms the constant-power training, since (E

∑m
i=1 σ

−1
i )2 ≤

E(
∑m

i=1 σ
−1
i )2 by Jensen’s inequality. Thus, spatio-temporal

power allocation during training improves the accuracy of the
estimate. Note that the given solution is valid if E

∑m
i=1 σ

−1
i <

∞, which is true, for example, when the channel is Rayleigh
fading, and nA 
= nB , since [30]

Eσ−1
i ≤

√
Eσ−2

i <

√√√√E

n∑
i=1

σ−2
i

=
√

ETrace{(HHH)−1} =

√
nB

|nA − nB |
< ∞. (18)

Remark 3: For a given channel instantiation, the MSE in
estimating the dominant BF vector is small, compared with
the modes with smaller gain. Hence, using the inverse of the
channel singular values to determine power allocation, as given
by (15), is intuitively satisfying. Similarly, across time, it is rea-
sonable to allot power that is proportional to

∑m
i=1 σ

−1
i , which,

roughly speaking, measures the “goodness” of the channel.
In the above, we optimized power allocated across space and

time with the MSE as the performance metric. In the following,
we design the RCT to maximize the data rate.

B. Maximizing a CLB

In this subsection, we present the solution to (7). First, we
discuss the data transmission scheme that uses the estimated BF
vectors as the precoding matrix and derive a lower bound on the
capacity. Then, we use the CLB to optimize the parameters of
the RCT sequence.

1) Data Transmission and CLB: As mentioned earlier, in
Phase III, the data vector xA,d ∈ C

m×1 is premultiplied by
V̂m ∈ C

nA×m obtained from (5), and transmitted to the UT.
Since the UT has perfect CSI, it premultiplies the received data
signal by UH

m , where Um ∈ C
nB×m is the first m columns of

matrix U . From (2), the corresponding received data signal is

yB,d =

√
PA,d

m
ΣmV H V̂mxA,d + UH

mwA,d, (19)

where Σm ∈ R
m×nA is the first m rows of matrix Σ ∈

R
nB×nA . Note that the distribution of the entries of w̃B,d

Δ
=

UH
mwB,d is the same as the entries of wB,d, since UH

m has
orthonormal columns. We rewrite (19) as

yB,d =

√
PA,d

m
GxA,d + w̃eff , (20)

where G
Δ
= Σm,m − ΣmV H

E|H{Ve}, Ve
Δ
= Vm − V̂m, and

w̃eff
Δ
=

√
PA,d

m
ΣmV H

E|H{Ve}xA,d

−
√

PA,d

m
ΣmV HVexA,d + w̃B,d. (21)

Here, Σm,m ∈ R
m×m is the m×m principal submatrix of Σ,

and (20) is obtained by adding and subtracting the first term
in (21). Note that G in the first term in (20) is a deterministic
function of H , and it is easy to see that the effective noise
term w̃eff is uncorrelated with the data given the channel, i.e.,
E|H{w̃effx

H
A,d} = 0. Hence, for the system in (20), the worst

case noise theorem [31] is applicable, which results in the
following lower bound CLB on the channel capacity:

CLB
Δ
= αEH log2

∣∣∣∣Im + PA,d
GGH

E|H{‖w̃eff‖2F }

∣∣∣∣ , (22)

where α
Δ
= (Lc − LB,τ )/Lc. Here, EH{·} outside the log func-

tion denotes the expectation with respect to H , and E|H{·} in
the denominator term of (22) and in the definition of G denotes
the expectation with respect to the distribution of additive noise
in the training and data phases given H .

The derivation of the CLB in (22) is independent of the
training scheme used to estimate the dominant BF vectors.
Hence, it is also valid for orthogonal RCT.

It turns out that directly optimizing the training sequence to
maximize (22) is analytically intractable due to the E|H{Ve}
term in the denominator, which is hard to analyze. Hence,
we derive an approximate expression for the CLB, and use
it to optimize the training sequence. The solution obtained
by optimizing the approximate CLB becomes asymptotically
accurate as the data and training power become large.

Theorem 2: Let

CLB,a
Δ
= αE log2

∣∣∣∣∣Im +
PA,d

m

Σm,mΣH
m,m

1 + σ2
eff

∣∣∣∣∣ (23)

with

σ2
eff

Δ
=

PA,d

PB,τLB,τm2

m∑
i=1

βi

d2iφc
, βi

Δ
=

1
2
+

∑m
j=1,j 
=i σ

2
j

σ2
i

.

(24)

Then, CLB,a is an approximation to the CLB given by (22), in
the sense that

|CLB − CLB,a| → 0 as PA,d, PB,τ → ∞

such that PA,d/PB,τ ≤ μ, μ > 0.
Proof: See Appendix C. �

Note that the effect of channel estimation errors on the data
rate is captured via σ2

eff in the denominator of the approximate
expression in (23). When the training power is large, the loss
in the data rate is small, as expected. The effect of the spatio-
temporal power allocation parameters of the training sequence
on the data rate is also captured through the σ2

eff term.
Next, we optimize the training sequence to maximize (23).
2) CLB Optimal RCT Design: We maximize CLB,a, given

by (23), subject to ‖D‖2F ≤ 1 and Eφc ≤ 1. This is equivalent
to first optimizing over D for a given φc, and then finding the
optimal functional φc, as follows:

P1 : max
φc

max
D

CLB,a

such that ‖D‖2F ≤ 1, and Eφc ≤ 1. (25)
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The solution is given by the following theorem.
Theorem 3: For a given LB,τ , the optimal (d1, d2, . . . , dm)

that solves P1 in (25) is given by

di =

√ √
βi∑m

j=1

√
βj

, 1 ≤ i ≤ m (26)

where βi is as defined in (24). Further, the optimal temporal
power allocation φ∗

c satisfies

λ = H(φ∗
c)

Δ
=

(
1

ψ + φ∗
c

) m∑
k=1

PA,dσ
2
kψ

(PA,dσ2
k +m)φ∗

c +mψ
(27)

where ψ
Δ
= (PA,d/(PB,τLB,τm

2))(
∑m

k=1

√
βk)

2, and λ is a
Lagrange multiplier, which is chosen such that Eφ∗

c = 1, where
the expectation is over the distribution of (σ2

1 , σ
2
2 , . . . , σ

2
m).

Proof: See Appendix D. �
Note that, the optimal power control is available only im-

plicitly, as given by (27). The value of λ has to be numerically
computed. A procedure for finding λ is described in Section V.

In the special case of pure BF, i.e., when m = 1, we have
the following simple closed-form solution for the power control
policy and the resulting CLB.

Corollary 1: For m = 1, the CLB with the optimal power
control policy is given by

CLB,BF = αE log2

(
1 + PA,d

σ2
1

1 + σ2
eff,BF

)
, (28)

where σ2
eff,BF

Δ
= PA,d/(2PB,τLB,τφ

∗
c) with

φ∗
c =

(
−ψ2 +

√
ψ2
2 − 4ψ1ψ3

2ψ1

)+

.

In the above equation, ψ1
Δ
= 1+PA,dσ

2
1 , ψ2

Δ
= 2ψ+ψPA,dσ

2
1 ,

and ψ3
Δ
= ψ2 − (PA,dσ

2
1ψ/λbf). Here, λbf is chosen to satisfy

the average power constraint, and ψ is as defined earlier, with
m = 1.

Remark 4: The only parameter of the training sequence
that remains to be optimized is training duration LB,τ . The
optimal LB,τ can be obtained using a simple off-line search
over {1, 2, . . . , Lc}. We relegate the details to Section V.

In this subsection, we optimized the spatial and temporal
power allocation of the RCT to maximize the approximate
CLB. In the following section, we consider the design of the
RCT in a multiuser setting and its effect on the data rate.

IV. MULTIUSER SCENARIO

In this section, we use the previously derived approximate
CLB as a metric to schedule a single user for data transmission
and analyze the data rate of the system. If the kth user is
scheduled for data transmission, from Theorem 2, with φc = 1,
the approximate data rate achieved by it is given by

Rk
Δ
= α log2

∣∣∣∣∣Im +
PA,d

m

Σk,m,mΣH
k,m,m

1 + σ2
k,eff

∣∣∣∣∣ (29)

where

σ2
k,eff

Δ
=

PA,d

PB,τLB,τm2

(
m∑
i=1

√
βi,k

)2

βi,k
Δ
=

1
2
+

∑m
l=1,l 
=i(σl,k)

2

(σi,k)2
(30)

and Σk,m,m is the m×m principal submatrix of the singu-
lar value matrix of Hk. For simplicity, we assume that data
power, RCT power, and RCT duration are the same for all
users. Further, we assume that the channels are i.i.d. across
users. The user is selected for data transmission using max-rate
scheduling based on Rk. Since Rk can be locally computed at
each receiver (user), the user with the highest metric can be
efficiently selected using splitting or a timer-based scheme, as
explained in Section II.4 With max-rate scheduling, the average
sum data rate is given by

Ravg
Δ
= EH1,...,HM

[max{R1, R2, . . . , RM}] . (31)

Unfortunately, a closed-form expression for (31) is hard to
find when m > 1, as it involves finding the distribution of
complicated terms involving βi,k. However, when the channels
between the UTs and the BS are Rayleigh flat fading, and in
the case of pure BF, i.e., when m = 1, a simplified expression
involving a single integral can be found, as shown in the
following theorem.

Theorem 4: When m = 1 and the channels between the
UTs and the BS are i.i.d. standard Rayleigh distributed, Ravg

is given by

Ravg =

∞∫
0

(
1 −

(
Pr
{
σ2
1,1 ≤ ω

})M)
dx, (32)

where

ω
Δ
=

1
PA,d

(
2

x
α − 1

)(
1 +

PA,d

2PB,τLB,τ

)

and

Pr{σ2
1,1 ≤ ω} Δ

=
e−ω∏nB

k=1(nB − k)!(nA − k)!

nB∑
j=1

pu∑
p=pl

Sp,j ,

(33)

where pl
Δ
= nA − nB , pu

Δ
= (nA + nB)j − 2j2, and Sp,j

Δ
=

cj,pp![
∑p

s=0((−1)jωp−s)/(p− s)!]. The constants cj,p are the
coefficients of the e−jyyp term in the probability density func-
tion (pdf) of σ2

1,1, which is the largest eigenvalue of HH
1 H1

[32, Tab. I].
Proof: See Appendix E. �

Now, although the given result provides a simple easy-to-
compute integral, using which one can analyze the performance
of the proposed RCT scheme, it is hard to obtain insight into
the system behavior as the number of users, RCT power, data

4Note that using the MMSE in the estimate of the BF vectors as the criterion
for user selection coincides with max-rate scheduling, when m = 1. Both
schemes select the user whose channel matrix has the largest dominant singular
value.
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power, etc., are varied. In the following theorem, we derive
an upper bound on Ravg, and show that it scales as ((Lc −
LB,τ )/Lc) log logM asymptotically in the number of users M .
We illustrate the tightness of the bound in Section V.

Theorem 5: When m = 1 and the channels between the
UTs and the BS are i.i.d. standard Rayleigh distributed, an
upper bound on Ravg, which is denoted by Ru

avg, is given by

α log2

(
1 +

PA,d

1 + σ2
BF,eff

inf
s∈(0,1)

logM − nAnB log(1 − s)

s

)
(34)

where σBF,eff
Δ
= (PA,d/(2PB,τLB,τ )). Further

lim
M→∞

Ru
avg

α log2 logM
= 1.

Proof: See Appendix F. �
It is interesting to note that a similar data rate scaling

of log2 logM was also observed in the case of a multiuser
multiple-input–single-output downlink channel with perfect
CSIR and perfect CSIT [33], [34]. In addition, note that the
proposed RCT scheme offers better performance compared
with orthogonal RCT, due to the dependence of the data rate
on factor α, which captures the training duration overhead.

V. SIMULATION RESULTS

In this section, we illustrate the performance of the proposed
RCT scheme and validate our analytical development using
Monte Carlo simulations. The simulation setup consists of
an nB × nA = 3 × 4 MIMO SM system with PA,d = PB,τ ,
LB,τ = 3 symbols, and Lc = 100 symbols. The MIMO chan-
nel is assumed to be a Rayleigh flat-fading channel with
i.i.d. coefficients drawn from CN (0, 1). The additive white
Gaussian noise is also modeled as having i.i.d. CN (0, 1)
components. We calculate the MSE and the CLB by aver-
aging over 105 independent channel and training noise in-
stantiations. With conventional orthogonal RCT, we employ
the training sequence in (8), as in [3], to obtain an estimate
of the channel, from which the m dominant BF vectors are
computed using SVD. The resulting error in the estimated
BF vectors is used to compute the MSE, and the CLB is
computed using the expression in (22). The computed CLB
is used to schedule the user for RCT and data transmission,
and hence, with conventional estimation also, only the se-
lected user sends the RCT signal. We compare the perfor-
mance of the proposed RCT scheme with orthogonal RCT in
terms of both the MSE and the CLB in the following sections.

A. MSE

Fig. 2 shows the performance of the training scheme pro-
posed in Section III-A in terms of the MSE in the estimate
of Vm versus PB,τ , with m = 3 modes. Since the proposed
RCT scheme has multiple parameters, it is of interest to see
the gain offered by optimizing each of the components. Toward
this, we plot the MSE with the following settings: 1) XB,τ in
(3) with D = InB×m and φc = 1 (fixed power RCT); 2) XB,τ

Fig. 2. MSE versus average training SNR for a 3 × 4 MIMO system with
m=3.

Fig. 3. Tightness of the proposed approximation in (23) for the CLB in (22)
for a 3 × 4 MIMO system with the average data SNR of PA,d = PB,τ ,
LB,τ = 3 symbols.

in (3) with optimal D and φc = 1 (RCT with optimal spatial
power control); 3) XB,τ in (3) with jointly optimal D and
φc (RCT with the optimal spatio-temporal power control); and
4) conventional orthogonal training (X

(conv)
B,τ in (8)) [3]. From

the plot, we observe that the approximate theoretical expression
in (17) is tight, and that the proposed scheme significantly out-
performs orthogonal RCT at all average training SNRs. Using
the optimal spatial power allocation during training offers a
gain of approximately 1 dB at PB,τ = 15 dB compared with
using D = InB×m. However, temporal power allocation does
not further significantly improve the performance compared
with pure spatial power allocation.

B. Data Rate With a Single User

Fig. 3 shows a plot of the CLB in (22) and its approximate
expression in (23) versus the average training SNR. It is clear
that the approximate expression for the CLB is tight at all
average training SNRs. The best value of m, in terms of the
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Fig. 4. CLB in (22) for a 3 × 4 MIMO system versus average training SNR
PB,τ , with PA,d = PB,τ , LB,τ = 3 symbols, and m = 3 modes.

achievable rate, depends on the average SNR. That is, at low
SNRs, m = 1 achieves the best data rate. As the average SNR
is increased, due to the higher slope of the curves, larger
values of m offer the best data rate, and at very high SNRs,
m = min{nA, nB} is optimal. This observation has been also
made in [20]. Hence, in Fig. 3, up until an average training
SNR of 20 dB, using m = 2 modes offers a better data rate
compared with using three modes. However, beyond 20 dB, it
is better to use three modes. The figure also shows the capacity
performance of SM with equal power allocation over m = 2
and m = 3 modes, in the genie-aided case where perfect CSI is
available at the BS. In contrast to the imperfect-CSIT case, the
crossover happens at 6 dB in the genie-aided case. Further,
the data rate corresponding to m = 2 outperforms m = 3, i.e.,
using higher number of modes is not always optimal when the
training overhead for acquiring CSIT is taken into account.

For the optimal spatio-temporal power allocation, the value
of the Lagrange multiplier λ > 0 in (27) is required to plot the
CLB. To compute this, we start with some λ > 0. We generate
a large number of channel instantiations and compute the power
control function φ∗

c for each instantiation by inverting (27), as
it is a monotone function of φc. We then compute the average
of the values of the φc’s so obtained. Due to the monotonicity
of function H(φ∗

c), if the average exceeds unity, we increment
λ; otherwise, we decrement λ by a small step. Repeating this
procedure until the average value is sufficiently close to 1 yields
the desired λ and, consequently, the optimal power control
function.

Fig. 4 shows a plot of the exact CLB in (22) versus the aver-
age training SNR. The proposed training offers an improvement
of about 2 bits per use of the channel over orthogonal training.
Also, optimal spatial power allocation during training outper-
forms the proposed scheme with D = InB×m by approximately
1 bit per use of the channel at PB,τ = 20 dB. On the other
hand, temporal power allocation during training only offers a
marginal data rate improvement.

Fig. 5 shows the CLB in (22) versus training duration with
PA,d = PB,τ = 6 dB for the proposed and orthogonal training

Fig. 5. CLB in (22) for a 3 × 4 MIMO system versus training duration with
PA,d = PB,τ = 6 dB.

Fig. 6. CLB in (22) for a 3 × 4 multiuser MIMO system versus average
training SNR PB,τ , with the data power PA,d = PB,τ and for the scheduling
scheme described in Section IV.

schemes. The figure shows that training for the minimum
duration of one symbol is not always optimal. For the proposed
training scheme, the optimal training duration is eight symbols,
whereas for the orthogonal training scheme, it is 12 symbols.
Thus, the analysis presented in this paper can be used to
determine the training duration that optimally trades off the
estimation accuracy with the time overhead due to training.

C. Data Rate With Multiple Users

Fig. 6 shows a comparison of the proposed RCT scheme with
orthogonal RCT in terms of the average data rate versus PB,τ

for a multiuser system with max-rate-based user scheduling,
m = 3 modes, and M = 2 and 6 users. We use the CLB
expression in (22) while evaluating the average data rate in (31).
The proposed RCT scheme can lead to a reduction of 2–3 dB in
the average training power compared with orthogonal RCT, for
achieving the same data rate.
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Fig. 7. Normalized data rate versus number of users M for a 2 × 2 multiuser
MIMO BF system with PA,d = PB,τ = 6 dB. Here, the data rate is normal-
ized by log2 logM .

Finally, in Fig. 7, we study the behavior of the average data
rate as a function of the number of users. We consider a 2 ×
2 multiuser BF system with LB,τ = 1 and plot the normalized
data rate, which is defined as Ravg/ log2 logM , where Ravg is
as in (31), versus M . We see that the approximate expression
in (32) matches well with the exact expression in (31). Further,
the upper bound in (34) also captures the log2 logM scaling of
the average data rate very well.

VI. CONCLUSION

In this paper, we have considered a multiuser SM-based
TDD-MIMO system with perfect CSIR. First, for a single-
user system, a novel power-controlled RCT scheme that adapts
to the time-varying channel was proposed. This was used by
the BS to estimate the dominant BF vectors of the channel.
The spatial and temporal allocation of the training matrix
was optimized using the following two metrics: 1) a CLB,
and 2) the MSE, subject to an average power constraint. We
then extended the training scheme and the data rate analysis
to a multiuser case. Further, for a BF system, we derived
a closed-form expression for the average sum data rate and
its upper bound. We showed that the upper bound scales as
((Lc − LB,τ )/Lc) log logM asymptotically in the number of
users M , where Lc and LB,τ are the channel coherence time
and the training duration, respectively. Using simulations, we
demonstrated the significant performance gain offered by the
proposed training sequence over conventional orthogonal RCT.

APPENDIX A
PROOF OF THEOREM 1

To derive an approximate expression for
∑m

k=1 E‖vk −
v̂k‖22, we first find the Taylor series expansion of v̂k, as follows.
Substituting for ȳk,A,τ , the kth column of ȲA,τ , in (4), the
estimate of the kth singular vector in (5) becomes

v̂k =
(σkdk

√
φcvk +wk,A,τ )∥∥(σk

√
φcdkvk +wk,A,τ )

∥∥
2

(35)

=
vk +

wk,A,τ

σkdk

√
φc√

1 + x
(36)

=vk −
�
{
vH
k wk,A,τ

}
vk

σkdk
√
φc

+
wk,A,τ

σkdk
√
φc

+O
(

1
PB,τLB,τ

)
, (37)

where the last expression follows by using 1/
√

1 + x =

1 − x/2 +O(x2), where x
Δ
= (2�{vH

k wk,A,τ}/σkdk
√
φc) +

(wH
k,A,τwk,A,τ/σ

2
kd

2
kφc), and retaining only the terms of

the order strictly less than O(1/(PB,τLB,τ )). Thus, V̂m =

V̂m,approx +O(1/(PB,τLB,τ )), with V̂m,approx = Vm + E,
where E is as defined in the theorem. Let ek denote the
kth column of E. Let v̂k,approx be the kth column of matrix
V̂m,approx. From (37), we have

E
{
‖vk − v̂k‖22

}
= E

∥∥∥∥ek +O
(

1
PB,τLB,τ

)∥∥∥∥
2

2

(38)

= E
{
‖vk − v̂k,approx‖22

}
+O

(
1

(PB,τLB,τ )2

)
. (39)

To obtain the above equation, recall from the statement of

the theorem that ek
Δ
= ((−�{vH

k wk,A,τ})/(σkdk
√
φc)) vk +

(1/(σkdk
√
φc)) wk,A,τ . Hence, EeHk x2 contains a term of

the order O(1/(PB,τLB,τ )
2) arising from the first term in

both x and ek, plus terms with odd moments of a Gaussian
distribution, which are equal to zero, due to which E{eHk x2} =
O(1/(PB,τLB,τ )

2). Now, subtracting E{‖vk − v̂k,approx‖22}
on both sides of (39), summing over k, and taking the absolute
value, we get

∣∣∣E‖Vm − V̂m‖2F − E‖Vm − V̂approx‖2F
∣∣∣

=

∣∣∣∣∣
m∑

k=1

E
{
‖vk − v̂k‖22

}
− E

{
‖vk − v̂k,approx‖22

}∣∣∣∣∣
= O

(
1

(PB,τLB,τ )2

)
. (40)

To complete the proof, we evaluate
∑m

k=1 E{‖vk −
v̂k,approx‖22} =

∑m
i=1 E‖ek‖22, as follows:

E‖ek‖22 =E

[
E‖wk,A,τ‖22 − E

∣∣�{vH
k wk,A,τ

}∣∣2
σ2
kd

2
kφc

]
(41)

=
2nA − 1

2PB,τLB,τ
E

1
σ2
kd

2
kφc

. (42)

The facts that E|�{vH
k wk,A,τ}|2 = 1/(2PB,τLB,τ ) and

E‖wk,A,τ‖22 = nA/(PB,τLB,τ ) have been used to obtain the
given equation. This completes the proof. �
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APPENDIX B
PROOF OF LEMMA 1

Recall that the approximate MSE E‖Vm − V̂m,approx‖2F =
[(2nA − 1)/(2PB,τLB,τ )]E[(1/φc)

∑m
i=1(1/(σ

2
i d

2
i ))]. Now,

the problem in (14) can be rewritten as

min
φc>0,di≥0

E‖Vm − V̂m,approx‖2F (43)

such that
∑m

i=1 d
2
i = 1, and Eφc = 1. Now, without loss of

optimality, we can first optimize di for a given φc, substitute
the solution into the objective function, and then optimize φc.
Using the Lagrange multiplier method, the optimal di is given by

di =

√
σ−1
i∑m

k=1 σ
−1
k

, (44)

and the corresponding approximate MSE is given by [(2nA −
1)/(2PB,τLB,τ )]E[(

∑m
i=1 σ

−1
i )/(

√
φc)

2]. Note that, when
φc = 1, this corresponds to the MSE for temporally constant
power training. Now, we solve the following problem:

min
φc:Eφc≤1

E

{(∑m
i=1 σ

−1
i

)2
φc

}
. (45)

Due to the convexity of the problem, using variational calculus
[35], the solution is

φc =

∑m
i=1 σ

−1
i

E
∑m

i=1 σ
−1
i

, (46)

and the corresponding approximate MSE is given by

E‖Vm − V̂m,approx‖2F =
2nA − 1

2PB,τLB,τ

(
E

m∑
i=1

σ−1
i

)2

. (47)

�

APPENDIX C
PROOF OF THEOREM 2

We need to show that as PB,τ , PA,d → ∞ with PA,d/PB,τ =
μ, |CLB − CLB,a| → 0, where CLB and CLB,a are as defined
in (22) and (23), respectively. From (21), (1/m)E|H{‖w̃eff‖2F }
can be written as

1 +
PA,d

m2
E|H

{
‖ΣmV H

E|H{Ve} − ΣmV HVe‖2F
}
. (48)

Using the above equation and the definition G
Δ
= Σm,m −

ΣmV H
E|H{Ve}, Cf

Δ
= CLB/α can be written as

Cf =E log2

∣∣∣∣Im +
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GGH
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=E log2
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=E log2
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Γ

1 + g2

∣∣∣∣∣∣
+ E log2

∣∣∣∣∣Im +
PA,d

m

ΣH
m,mΣm,m

1 + g2

∣∣∣∣∣ , (51)

where

g
Δ
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√
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m2
E|H

{
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Γ
Δ
=
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. (52)

Substituting for g, and using

X
Δ
=

PA,d

m2
E|H

{
‖ΣmV H

E|H{Ve} − ΣmV HVe‖2F
}
Im

+
PA,d

m
Σm,mΣH

m,m (53)

leads to the following expression:

Cf = E log2

∣∣∣∣∣Im +

PA,d

m Σm,mΣH
m,m

1 +
PA,d

m2 E|H‖Gdenom‖2F

∣∣∣∣∣
+ E log2

∣∣Im + (Im +X)−1Γ
∣∣ , (54)

where Gdenom
Δ
= ΣmV H

E|H{Ve} − ΣmV HVe. In the above
equation, E|H{·} denotes the expectation conditioned on
channel H . Now, the proof would be complete if we show that
the following claims hold.

1) Claim 1

PA,d

m2
E|H‖ΣmV H

E|H{Ve} − ΣmV HVe‖2F → σ2
eff (55)

as PA,d, PB,τ → ∞, with PA,d/PB,τ = μ > 0.
2) Claim 2

E log2
∣∣Im + (Im +X)−1Γ

∣∣→ 0 (56)

as PA,d, PB,τ → ∞, with PA,d/PB,τ = μ > 0.

1) Proof of Claim 1: Recall from (9) in Theorem 1 that

Ve
Δ
= Vm − V̂m = E +O(1/(PB,τLB,τ )). Since E|H{E} =

0, we have E|H{Ve} = O(1/(PB,τLB,τ )). Using this in the
expression in Claim 1, we get

PA,d

m2
E|H‖ΣmV H

E|H{Ve} − ΣmV HVe‖2F

=
PA,d

m2
E|H‖Δ‖2F +

PA,d

m2
O
(

1
(PB,τLB,τ )3/2

)
(57)

where Δ
Δ
= ΣmV HE ∈ C

m×m. First, we compute an expres-
sion for (PA,d/m

2)E|H{‖Δ‖2F } as follows. The (i, j)th entry
of Δ is Δij = σiv

H
i ej , with ej representing the jth column of



BHARATH AND MURTHY: RCT IN A MULTIUSER TDD-MIMO SPATIAL MULTIPLEXING SYSTEM WITH CSIR 4355

E defined in Theorem 1. Substituting for ej , the (i, j)th element
of Δ can be written as

Δij=

⎧⎨
⎩

1
di

√
φc

√
−1�

{
vH
i wi,A,τ

}
, i=j, 1≤ i, j≤m

σi

σjdj

√
φc

vH
i wj,A,τ , i 
=j, 1≤ i, j≤m.

(58)

From (58)

E|H
{
|Δij |2

}
=

⎧⎨
⎩

1
2PB,τLB,τd2

j
φc
, i=j, 1≤ i, j≤m

1
PB,τLB,τ

σ2
i

σ2
j
d2
j
φc
, i 
=j, 1≤ i, j≤m.

(59)

From the above equation, it follows that (PA,d/
m2)E|H{‖Δ‖2F } = σ2

eff . Since

PA,d

m
O
(

1
(PB,τLB,τ )3/2

)
= O

(
μ√

PB,τL
3/2
B,τ

)
→ 0

as PA,d, PB,τ → ∞ such that PA,d/PB,τ = μ > 0, we get

PA,d

m2
E|H

{∥∥−ΣmV H
E|H{Ve}+ΣmV HVe

∥∥2
F

}
→ σ2

eff

where σ2
eff

Δ
= (μ/(LB,τm

2))
∑m

i=1(βi/(d
2
iφc)), which proves

Claim 1.
2) Proof of Claim 2: First, note that Γ converges to a

finite constant as PA,d, PB,τ → ∞ such that PA,d/PB,τ =
μ > 0 since E|H{Ve} = O(1/(PB,τLB,τ )). From Claim 1 and
from the definition of X , it is clear that (Im +X)−1 → 0, as
PA,d, PB,τ → ∞. Thus, we have (Im +X)−1Γ → 0 at the rate
of 1/PA,d. Since log2 | · | is continuous, from (54), we have∣∣∣∣∣Cf − E log2

∣∣∣∣∣Im +
PA,d

m

Σm,mΣH
m,m

1 + σ2
eff

∥∥∥∥∥→ 0 (60)

as PA,d, PB,τ → ∞, with PA,d/PB,τ = μ > 0, which com-
pletes the proof. �

APPENDIX D
PROOF OF THEOREM 3

Maximizing CLB,a given in Theorem 2 with respect to D is
equivalent to solving the following optimization problem:

min
di≥0:

∑m

i=1
d2
i
≤1

m∑
i=1

βi

d2i
. (61)

The solution in (26) now follows directly by noting that (61)
is convex in (d1, . . . , dm) and using the Lagrangian multiplier
method. The resulting expression for CLB,a is given by

CLB,a =
Lc − LB,τ

Lc

m∑
i=1

E log2

(
1 +

PA,d

m

σ2
i φc

ψ + φc

)
, (62)

where ψ
Δ
= (PA,d/(PB,τLB,τm

2))(
∑m

k=1

√
βk)

2. Since the
objective functional in (62) is concave in φc and the constraint is
convex, we get the necessary and sufficient condition in (27) by
differentiating the Lagrangian, equating it to zero, and solving
for λ. �

APPENDIX E
PROOF OF THEOREM 4

Substituting for R1 to RM from (29) with m = 1, R̄max
Δ
=

Emax{R1, . . . , RM} can be written as

R̄max =

∞∫
0

Pr

{
log2

[
1 +

PA,d

1 + σ2
eff

max
1≤i≤M

{
σ2
1,i

}]
>

x

α

}
dx

=

∞∫
0

Pr

{
max

1≤i≤M
σ2
1,i > ω

}
dx (63)

=

∞∫
0

(
1 − (Pr

{
σ2
1,1 ≤ ω

}
)M
)
dx, (64)

where ω is as defined in Theorem 4, and the last equality
follows since the singular values are i.i.d. across users. Now,
we need to find an expression for Pr{σ2

1,1 ≤ ω}. From [32], for
Rayleigh flat-fading channels, the pdf of σ2

1,1, which is denoted
by fσ2

1,1
(y), is given by

fσ2
1,1
(y)=

1∏nB

k=1(nB−k)!(nA−k)!

nB∑
j=1

(nA+nB)j−2j2∑
p=nA−nB

Tj,p, (65)

where Tj,p Δ
= cj,pp!e

−jyyp, and coefficients cj,p are as de-
scribed in [32]. Using the identity [36]∫

eaxxqdx = eax
q∑

l=0

(−1)l
q!xq−l

(q − l)!al+1
, (66)

we get the desired result. �

APPENDIX F
PROOF OF THEOREM 5

Substituting for Rk from (29) and with m = 1, R̄max
Δ
=

Emax{R1, . . . , RM} can be written as

R̄max
Δ
= αE log2

(
1 +

PA,d

1 + σ2
eff

max
1≤j≤M

{
σ2
1,j

})
(67)

≤α log2

(
1 +

PA,d

1 + σ2
eff

E max
1≤j≤M

{
σ2
1,j

})
(68)

whereσ2
eff is as defined in (30), and (68) follows from Jensen’s in-

equality. Now, we find an upper bound onEmax{σ2
1,1, . . . , σ

2
1,M}

as follows. Let σ̄2
max

Δ
=Emax1≤i≤Mσ2

1,i. Pick s>0, and consider

exp
{
sσ̄2

max

} (a)

≤ E exp

{
s max
1≤i≤M

σ2
1,i

}

=

∞∫
0

Pr

{
exp

{
s max
1≤i≤M

σ2
1,i

}
> x

}
dx (69)

(b)

≤
∞∫
0

M∑
k=1

Pr
{
exp

{
sσ2

1,k

}
> x

}
dx (70)

(c)
= M

∞∫
0

Pr
{
exp

{
sσ2

1,1

}
> x

}
dx (71)

≤ME
{
exp

{
sσ2

1,1

}}
(72)

(d)

≤ ME
{
exp

{
s‖H1‖2F

}}
. (73)
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In the above equations, (a) follows from Jensen’s inequality,
(b) follows from the union bound, (c) follows from the fact that
σ1,i are i.i.d., and finally, (d) follows from the fact that σ2

1,1 ≤
‖H1‖2F . Now, we evaluate E{exp{s‖H1‖2F }}. Using the fact
that ‖H‖22 is a chi-square random variable with 2nAnB degrees
of freedom when the channel is Rayleigh flat fading, we have

E

{
e{s‖H1‖2F}

}
=

1
(nAnB − 1)!

∞∫
0

xnBnB−1e−(1−s)xdx

=
1

(1 − s)nAnB
, s ∈ (0, 1). (74)

Using the above equation in (73), and taking the logarithm on
both sides, we get

E max
1≤i≤M

σ2
1,i ≤ inf

s∈(0,1)

[
logM

s
− nAnB log(1 − s)

s

]
. (75)

Substituting the given equation in (68), we get (34). Choosing
s = 1/2 in (34), we get Ravg ≤ Ru

avg, where

Ru
avg

Δ
= α log2

(
1 +

PA,d

1 + σ2
eff

[2 logM + 2nAnB log 2]

)
.

(76)

For large M , it is easy to see that limM→∞ Ru
avg/

(α log2 logM) = 1. This completes the proof. �
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