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#### Abstract

Dictionary learning (DL) is a well-researched problem, where the goal is to learn a dictionary from a finite set of noisy training signals, such that the training data admits a sparse representation over the dictionary. While several solutions are available in the literature, relatively little is known about their convergence and optimality properties. In this paper, we make progress on this problem by analyzing a Bayesian algorithm for DL. Specifically, we cast the DL problem into the sparse Bayesian learning (SBL) framework by imposing a hierarchical Gaussian prior on the sparse vectors. This allows us to simultaneously learn the dictionary as well as the parameters of the prior on the sparse vectors using the expectation-maximization algorithm. The dictionary update step turns out to be a non-convex optimization problem, and we present two solutions, namely, an alternating minimization (AM) procedure and an Armijo line search (ALS) method. We analytically show that the ALS procedure is globally convergent, and establish the stability of the solution by characterizing its limit points. Further, we prove the convergence and stability of the overall DL-SBL algorithm, and show that the minima of the cost function of the overall algorithm are achieved at sparse solutions. As a concrete example, we consider the application of the SBL-based DL algorithm to image denoising, and demonstrate the efficacy of the algorithm relative to existing DL algorithms.


Index Terms-Sparse representation, dictionary learning, nonconvex optimization.

## I. Introduction

In sparse coding, the signal of interest is represented as a linear combination of a relatively small number of columns of a properly chosen over-complete dictionary. The dictionary can be of two types: first, non-adaptive or predefined dictionaries like Fourier, Gabor, discrete cosine transform and wavelet [1]; and second, an adaptive or learned dictionary that is specific to the given class of signals. The use of adaptive dictionaries often leads to more compact representations and better performance in many signal processing applications ranging from image denoising [2]-[4], audio processing [5], [6], and classification tasks [7]-[13], to name a few. Therefore, we are interested in the dictionary learning problem, where the objective is to find a dictionary over which a set of training signals admits a sparse representation.

Several dictionary learning algorithms for sparse coding have been proposed in the literature such as method of
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optimal directions (MOD) [14], K-singular value decomposition (K-SVD) [15], dictionary learning via the majorization method (DL-MM) [16], simultaneous codeword optimization (SimCO) [17], parallel atom-updating dictionary learning (PAU-DL) [18], sequential generalization of K-means (SGK) [19], iterative thresholding and K means (ITKM) [20]. Most of the algorithms involve an iterative procedure, alternately updating the dictionary and the sparse representation, and differ in the cost function used in the dictionary update step. To update the sparse representation, an existing standard sparse signal recovery algorithm is used.
Although the aforementioned algorithms achieve good performance, they require the knowledge of the sparsity level of the system and hand-tuning of various sensitive algorithm parameters. These limitations are handled to some extent by Bayesian algorithms [21]-[24]. Bayesian algorithms come with an added advantage of not requiring the knowledge of the measurement noise variance. However, the posterior distributions proposed in [21], [23], [25]-[27] cannot be derived analytically, and a Gibbs sampler is used for Bayesian inference. The Gibbs sampling based algorithms are computationally demanding as they involve ensemble learning. To overcome this difficulty, [23] also proposes a variational Bayes' based algorithm for dictionary learning by imposing a Gaussian prior on the dictionary elements. The Gaussian prior intuitively models the boundedness of the dictionary elements and helps to obtain closed form expressions for the dictionary update. The closed form expressions results in faster convergence than the Gibbs sampling based Bayesian algorithms. Nonetheless, imposing a Gaussian prior (on a dictionary with no special structure) results in low accuracy and requires a large number of iterations to converge. Therefore, the choice of Gaussian prior still leaves room for improvement. This motivates us to develop an improved Bayesian dictionary learning algorithm which does not require the knowledge of the sparsity level, or fine-tuning of parameters, while at the same time improving on the recovery performance.
Our proposed dictionary learning algorithm is based on the sparse Bayesian learning (SBL) framework [28], [29]. In the context of sparse signal recovery, SBL is known to offer superior performance compared to algorithms based on convex relation and greedy approaches, and does not require one to tune the algorithm parameters. The basic idea of SBL is to incorporate a parameterized prior on the unknown sparse vectors that encourages sparsity. Specifically, a fictitious Gaussian prior is imposed on the sparse vectors, and the so-called hyperparameters of the Gaussian distribution are determined using Type-II maximum likelihood (ML) estimation. Our
approach is different from other Bayesian dictionary learning algorithms as we impose no prior on the dictionary elements. Instead, we estimate the dictionary as a deterministic matrix with unit norm columns. The estimation method uses the expectation-maximization (EM) algorithm to simultaneously learn the parameters of the prior and the sparsifying dictionary. The dictionary update step in the EM algorithm turns out to be a quadratic optimization problem with unit norm constraints, which is a non-convex problem because of the constraint. Since a closed form solution is not available, we propose to employ the alternating minimization (AM) procedure or Armijo line search (ALS) to solve it. Our main contributions are as follows:

- Algorithm development: We present a novel algorithm for learning the sparsifying dictionary along with the sparse representations, in Section II.
- Convergence guarantees for optimization procedures: We derive convergence guarantees of the dictionary update step using AM and ALS optimization procedures in Section III. We show that the ALS procedure globally converges. We also establish stability of the limit points of the ALS procedure. The results hold irrespective of the sparsity level, the initialization of the algorithm, or the system dimensions.
- Convergence guarantees for DL-SBL: We derive convergence guarantees for the entire algorithm, and also discuss about the stability of the limit points in Section IV-A. We show that the DL-SBL cost converges to a single point, while the iterates converge to the set of stationary points.
- Cost function analysis: We extend the theoretical guarantees available for the original SBL algorithm [29] to the DL-SBL setting and analyze the SBL cost function in Section IV-B. This analysis shows why the DL-SBL algorithm is likely to converge to the sparsest possible representation of the measurement vectors.
- Empirical Validation: In Section V, we empirically corroborate the convergence results in Section III. Further, we illustrate the performance of the algorithms in terms of the relative mean squared error and support recovery rate of the sparse vectors, and Frobenius norm of estimation error and atom recovery rate of the learned dictionary. We compare the proposed scheme with the other popular algorithms when applied to the image denoising problem.

Overall, the proposed algorithm is useful for learning a sparsifying overcomplete dictionary using a given set of training signals. Our algorithm does not require the knowledge of the sparsity level of the system ${ }^{1}$ or hand-tuning of the parameters. ${ }^{2}$ Finally, the main attraction of our algorithm is the associated theoretical guarantees. Unlike similar existing dictionary learning approaches, we provide rigorous theoretical guarantees for the optimization procedures and the overall algorithm.

[^0]Notation: Boldface small letters denote vectors and boldface capital letters denote matrices. The $i^{\text {th }}$ entry of a vector $\boldsymbol{a}$ is denoted by $\boldsymbol{a}[i]$, while $\boldsymbol{A}_{i}$ and $\boldsymbol{A}_{i j}$ represent the $i^{\text {th }}$ column and $(i, j)^{\text {th }}$ entry of a matrix $\boldsymbol{A}$, respectively. The symbol $\|\cdot\|$ denotes the $\ell_{2}$ norm of a vector or the Frobenius norm of a matrix, and $\|\cdot\|_{0}$ denotes $\ell_{0}$ pseudo-norm that counts the number of nonzero entries in a vector. The symbols $(\cdot)^{\top}$, $|\cdot|, \operatorname{Tr}\{\cdot\}$ and $(\cdot)^{\dagger}$ denote the transpose, the determinant, the trace and the pseudo-inverse of a matrix, respectively. Also, Diag $\{\cdot\}$ represents a vector formed using the diagonal entries of a square matrix or a diagonal matrix with entries of the argument vector on the diagonal, depending on the context, and $\mathcal{D}\{\cdot\}=\operatorname{Diag}\{\operatorname{Diag}\{\cdot\}\}$ represents a diagonal matrix with the same diagonal entries as the argument matrix. The pdf of the random variable $X$ is represented as $p(x)$. The expectation with respect to a random variable $X$ is denoted as $\mathbb{E}_{X}(\cdot)$. The notation $\boldsymbol{I}, \mathbf{0}$ and $\mathbf{1}$ represent the identity matrix, the all zero matrix (or vector), the all ones vector. Also, $\mathbb{R}, \mathbb{R}_{+}$ and $\mathbb{N}$ denote the set of real numbers, the set of all nonnegative real numbers, and the set of natural numbers, respectively. Throughout the paper, $\Gamma=\operatorname{Diag}\{\gamma\}$, and we use the notations $\boldsymbol{\Gamma}$ and $\gamma$ interchangeably, depending on whether we need the matrix or vector version, respectively.

## II. SBL Based Dictionary Learning

We consider a problem setup where we have a set of $K$ training signals $\boldsymbol{y}^{K}=\left\{\boldsymbol{y}_{k} \in \mathbb{R}^{m}\right\}_{k=1}^{K}$ such that $\boldsymbol{y}^{K}$ admits a sparse representation $\boldsymbol{x}^{K}=\left\{\boldsymbol{x}_{k} \in \mathbb{R}^{N}\right\}_{k=1}^{K}$ over an unknown dictionary $\boldsymbol{A} \in \mathbb{R}^{m \times N}$ and is corrupted by noise, i.e.,

$$
\begin{equation*}
\boldsymbol{y}_{k}=\boldsymbol{A} \boldsymbol{x}_{k}+\boldsymbol{w}_{k}, \tag{1}
\end{equation*}
$$

where the noise term $\boldsymbol{w}_{k} \sim \mathcal{N}\left(\mathbf{0}, \sigma^{2} \boldsymbol{I}\right)$. To resolve the ambiguity in amplitude, we assume $\boldsymbol{A}$ has unit norm columns. That is, $\boldsymbol{A} \in \mathbb{O}$, where

$$
\begin{equation*}
\mathbb{O} \triangleq\left\{\boldsymbol{A} \in \mathbb{R}^{m \times N}: \boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{i}=1, i=1,2, \ldots, N\right\} \tag{2}
\end{equation*}
$$

Our goal is to estimate the $K$ sparse vectors and the measurement matrix $\boldsymbol{A}$, using the knowledge of $N$.

Motivated by the SBL framework [28], [29], we impose a fictitious Gaussian prior on the unknown sparse vectors $\boldsymbol{x}_{k} \sim$ $\mathcal{N}\left(\mathbf{0}, \operatorname{Diag}\left\{\gamma_{k}\right\}\right)$, where $\gamma_{k} \in \mathbb{R}_{+}^{N}$. It is known that the use of Gaussian prior encourages sparsity. On the other hand, we do not assume any structure in $\boldsymbol{A}$ apart from the unit norm columns, and thus, we do not impose any prior on $\boldsymbol{A}$. We note that imposing no prior is equivalent to the use of a uniform prior, i.e., that the columns of $\boldsymbol{A}$ are uniformly distributed on the $m$-dimensional unit sphere. Using this hierarchical model, we first compute the ML estimates $\hat{\gamma}_{k}$ and $\hat{\boldsymbol{A}}$ of $\gamma_{k}$ and $\boldsymbol{A}$, respectively. These estimates, in turn, can be used to estimate the sparse vectors as $\hat{\boldsymbol{x}}_{k}=\mathbb{E}\left\{\boldsymbol{x}_{k} \mid \boldsymbol{y}_{k}, \hat{\gamma}_{k}, \hat{\boldsymbol{A}}\right\}$.

To obtain the ML estimates $\hat{\boldsymbol{\gamma}}_{k}$ and $\hat{\boldsymbol{A}}$, we need to maximize $p\left(\boldsymbol{y}^{K} ; \boldsymbol{\Lambda}\right)$, where $\boldsymbol{\Lambda}=\left\{\boldsymbol{A}, \gamma_{k} ; k=1,2, \ldots K\right\} \in \mathbb{O} \times \mathbb{R}_{+}^{N K}$ is the tuple of unknown parameters.
We now develop an EM procedure to solve the ML estimation problem, equivalently, for minimizing the negative $\log$
likelihood $-\log p\left(\boldsymbol{y}^{K} ; \boldsymbol{\Lambda}\right)$. Thus, the optimization problem to be solved is $\arg \min T(\boldsymbol{\Lambda})$, where the cost function ${ }^{3}$ is $\Lambda \in \mathbb{O} \times \mathbb{R}_{+}^{N K}$
$T(\boldsymbol{\Lambda}) \triangleq \sum_{k=1}^{K} \log \left|\sigma^{2} \boldsymbol{I}+\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}\right|+\boldsymbol{y}_{k}^{\top}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}\right)^{-1} \boldsymbol{y}_{k}$.
The second term in the cost function, which depends on $\boldsymbol{y}_{k}$, is equal to $\operatorname{Tr}\left\{\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}\right)^{-1} \boldsymbol{y}_{k} \boldsymbol{y}_{k}^{\top}\right\}$. When $\sigma$ is close to zero, this term can be minimized by choosing a column of $\boldsymbol{A}$ to match $\boldsymbol{y}_{k}$ and driving the corresponding entry of $\boldsymbol{\Gamma}_{k}$ to infinity. Therefore, the second term of the cost function helps to learn the term $\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}$ that matches the measurements. However, it may not be possible to accomplish this for every $\boldsymbol{y}_{k}$ with a single $\boldsymbol{A}$ matrix. Also, making the entries of $\boldsymbol{\Gamma}_{k}$ large increases the cost in the first term. Furthermore, there could be multiple $\boldsymbol{\Gamma}_{k}$ corresponding to the same $\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}$, and we are interested in a sparse solution. The true $\Gamma_{k}$ is thus learned with the help of the first term involving the log det in the above cost function. The log term is minimized when the rank of $\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}$ goes to zero. However, if the dimension of the span of $\boldsymbol{y}^{K}$ is sufficiently large, the second term ensures that $\boldsymbol{A}$ has full row rank. Hence, the log term tries to minimize the rank of $\boldsymbol{\Gamma}_{k}$. Since $\boldsymbol{\Gamma}_{k}$ is diagonal, this enforces sparsity in $\gamma_{k}$, which in turn enforces sparsity in $\boldsymbol{x}_{k}$. Thus, the two terms of the cost function balance the sparsity and the error in the matching $\boldsymbol{y}_{k}$ using $\boldsymbol{A}$ and $\boldsymbol{x}_{k}$.

The EM algorithm treats the unknowns $\boldsymbol{x}^{K}$ as the hidden data and the observations $\boldsymbol{y}^{K}$ as known data. It is an iterative procedure with two steps: an expectation step (E-step) and a maximization step (M-step). Let $\boldsymbol{\Lambda}^{(r)}$ be the estimate of $\boldsymbol{\Lambda}$ at the $r^{\text {th }}$ iteration. The E-step computes the marginal log-likelihood of the observed data $Q^{(r-1)}$, and the M-step computes the parameter tuple $\boldsymbol{\Lambda}$ that maximizes $Q^{(r-1)}$.
E-step: $Q\left(\boldsymbol{\Lambda} ; \boldsymbol{\Lambda}^{(r-1)}\right)=\mathbb{E}_{\boldsymbol{x}^{K} \mid \boldsymbol{y}^{K} ; \boldsymbol{\Lambda}^{(r-1)}}\left\{\log p\left(\boldsymbol{y}^{K}, \boldsymbol{x}^{K} ; \boldsymbol{\Lambda}\right)\right\}$

$$
\begin{equation*}
\text { M-step: } \boldsymbol{\Lambda}^{(r)}=\underset{\boldsymbol{\Lambda} \in \mathbb{O} \times \mathbb{R}_{+}^{N K}}{\arg \max } Q\left(\boldsymbol{\Lambda} ; \boldsymbol{\Lambda}^{(r-1)}\right) \tag{4}
\end{equation*}
$$

Simplifying $Q\left(\boldsymbol{\Lambda}, \boldsymbol{\Lambda}^{(r-1)}\right)$ we get,

$$
\begin{align*}
& Q\left(\boldsymbol{\Lambda} ; \boldsymbol{\Lambda}^{(r-1)}\right) \\
= & c_{K}-\frac{1}{2} \sum_{k=1}^{K}\left[\log \left|\boldsymbol{\Gamma}_{k}\right|+\operatorname{Tr}\left\{\boldsymbol{\Gamma}_{k}^{-1} \mathbb{E}\left\{\boldsymbol{x}_{k} \boldsymbol{x}_{k}^{\top} \mid \boldsymbol{y}^{K} ; \boldsymbol{\Lambda}^{(r-1)}\right\}\right\}\right] \\
& -\frac{1}{2 \sigma^{2}} \sum_{k=1}^{K} \mathbb{E}\left\{\left(\boldsymbol{y}_{k}-\boldsymbol{A} \boldsymbol{x}_{k}\right)^{\top}\left(\boldsymbol{y}_{k}-\boldsymbol{A} \boldsymbol{x}_{k}\right) \mid \boldsymbol{y}^{K} ; \boldsymbol{\Lambda}^{(r-1)}\right\} \tag{5}
\end{align*}
$$

where $c_{K}$ is a constant independent of $\boldsymbol{\Lambda}$. We notice that the optimization in the M-step is separable in its variables $\Gamma_{k}$ and $\boldsymbol{A}$. We get the update of $\gamma_{k}$ in the M-step as follows (See [30, Appendix D.11] for the detailed derivation):

$$
\begin{equation*}
\boldsymbol{\gamma}_{k}^{(r)}=\operatorname{Diag}\left\{\boldsymbol{\mu}_{k} \boldsymbol{\mu}_{k}^{\top}+\boldsymbol{\Sigma}_{(k)}\right\} \tag{6}
\end{equation*}
$$

[^1]where we define $\boldsymbol{\mu}_{k} \triangleq \mathbb{E}\left\{\boldsymbol{x}_{k} \mid \boldsymbol{y}_{k} ; \boldsymbol{\Lambda}^{(r-1)}\right\} \in \mathbb{R}^{N}$, and $\boldsymbol{\Sigma}_{(k)} \triangleq \mathbb{E}\left\{\left(\boldsymbol{x}_{k}-\boldsymbol{\mu}_{k}\right)\left(\boldsymbol{x}_{k}-\boldsymbol{\mu}_{k}\right)^{\top} \mid \boldsymbol{y}_{k} ; \boldsymbol{\Lambda}^{(r-1)}\right\} \in \mathbb{R}^{N \times N}$.

The optimization problem corresponding the dictionary update reduces to

$$
\begin{equation*}
\underset{\boldsymbol{A} \in \mathbb{O}}{\arg \min } \sum_{k=1}^{K} \mathbb{E}\left\{\left(\boldsymbol{y}_{k}-\boldsymbol{A} \boldsymbol{x}_{k}\right)^{\top}\left(\boldsymbol{y}_{k}-\boldsymbol{A} \boldsymbol{x}_{k}\right) \mid \boldsymbol{y}_{k} ; \boldsymbol{\Lambda}^{(r-1)}\right\} \tag{7}
\end{equation*}
$$

The objective function above can be equivalently written as

$$
\begin{equation*}
g(\boldsymbol{A})=-\operatorname{Tr}\left\{\boldsymbol{M} \boldsymbol{Y}^{\top} \boldsymbol{A}\right\}+\frac{1}{2} \operatorname{Tr}\left\{\boldsymbol{A}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}) \boldsymbol{A}^{\top}\right\} \tag{8}
\end{equation*}
$$

where $\boldsymbol{M} \in \mathbb{R}^{N \times K}$ has $\boldsymbol{\mu}_{k}$ as its $k^{\text {th }}$ column, $\boldsymbol{Y} \in$ $\mathbb{R}^{m \times K}$ has $\boldsymbol{y}_{k}$ as its $k^{\text {th }}$ column, and the matrix $\boldsymbol{\Sigma} \triangleq$ $\sum_{k=1}^{K}\left(\boldsymbol{\Sigma}_{(k)}+\boldsymbol{\mu}_{k} \boldsymbol{\mu}_{k}^{\top}\right) \in \mathbb{R}^{N \times N}$. We note that the unit norm constraint on the columns of $\boldsymbol{A}$ combined with the diagonal structure on $\boldsymbol{\Gamma}_{k}=\mathbb{E}\left\{\boldsymbol{x}_{k} \boldsymbol{x}_{k}^{\top}\right\}$ implies that the quadratic terms in (7) are independent of $\boldsymbol{A}$, and thus, in (8), the quadratic terms are removed from the objective function.

We note that there is no closed form solution to the quadratic optimization with the unit norm column constraints in (7). Therefore, we solve the optimization problem using two iterative schemes: AM and ALS.

## A. Alternating Minimization (AM)

The AM procedure updates one column of $\boldsymbol{A}$ at a time, keeping the other columns fixed. If we fix all columns of $\boldsymbol{A}$ except the $i^{\text {th }}$ column, the optimization problem reduces to

$$
\begin{equation*}
\underset{\boldsymbol{A}_{i}: \boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{i}=1}{\arg \min }\left(\sum_{k=1}^{K}-\boldsymbol{\mu}_{k}[i] \boldsymbol{y}_{k}+\sum_{j=1 ; j \neq i}^{N} \boldsymbol{\Sigma}[i, j] \boldsymbol{A}_{j}\right)^{\mathrm{\top}} \boldsymbol{A}_{i} \tag{9}
\end{equation*}
$$

Interestingly, the above reduced optimization problem admits a unique closed form solution provided $\sum_{k=1}^{K} \boldsymbol{\mu}_{k}[i] \boldsymbol{y}_{k}-$ $\sum_{j=1 ; j \neq i}^{N} \boldsymbol{\Sigma}[i, j] \boldsymbol{A}_{j} \neq \mathbf{0}$. If otherwise, we skip the update of that particular column and continue with the update of the next column. Therefore, the dictionary update in the $r^{\text {th }}$ iteration of the EM algorithm reduces to the following recursions for $i=1,2, \ldots, N$ :

$$
\begin{align*}
& \boldsymbol{v}_{i}^{(r, u)} \triangleq \sum_{k=1}^{K} \boldsymbol{\mu}_{k}[i] \boldsymbol{y}_{k}-\sum_{j=1}^{i-1} \boldsymbol{\Sigma}[i, j] \boldsymbol{A}_{j}^{(r, u)}-\sum_{j=i+1}^{N} \boldsymbol{\Sigma}[i, j] \boldsymbol{A}_{j}^{(r, u-1)} \\
& \boldsymbol{A}_{i}^{(r, u)}= \begin{cases}\frac{1}{\left\|\boldsymbol{v}_{i}^{(r, u)}\right\|_{i}} \boldsymbol{v}_{i}^{(r, u)} & \text { if } \boldsymbol{v}_{i}^{(r, u)} \neq \mathbf{0} \\
\boldsymbol{A}_{i}^{(r, u-1)} & \text { otherwise. }\end{cases} \tag{10}
\end{align*}
$$

where $u$ denotes the AM procedure iteration index. We stop the AM iterations when $\boldsymbol{A}^{(r, u)}$ converges, i.e., its change in successive iterations is small. The pseudo-code for this algorithm, which we call dictionary learning via SBL (DLSBL) using AM, is provided in Algorithm 1.
Remark: For the special case when $\Sigma$ is a diagonal matrix and $\boldsymbol{Y} \boldsymbol{M}^{\top} \neq \mathbf{0}$, the optimization problem (7) is separable in the columns of $\boldsymbol{A}$. Then, the AM procedure returns the global minimum of (8) in one iteration.

```
Algorithm 1 Dictionary Learning via SBL using AM
Input: \(\boldsymbol{Y}=\boldsymbol{y}^{K}, N\) and \(\sigma^{2}\)
    Parameters: \(\epsilon_{1}\) and \(\epsilon_{2}\) (stopping thresholds)
    Initialize: \(r=0, \boldsymbol{A}^{(0)}=\mathbf{1}, \boldsymbol{\gamma}_{k}^{(0)}=\mathbf{1}, k=1,2, \ldots, K\)
    repeat
        for \(k=1,2, \ldots, K\) do
            \#E-Step:
            \(\tilde{\boldsymbol{\Phi}}=\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{A}^{(r)} \boldsymbol{\Gamma}_{k}^{(r)} \boldsymbol{A}^{(r) \boldsymbol{\top}}\right)^{-1}\)
            \(\boldsymbol{\Sigma}_{(k)}=\boldsymbol{\Gamma}_{k}^{(r)}-\boldsymbol{\Gamma}_{k}^{(r)} \boldsymbol{A}^{(r) \mathbf{T}} \tilde{\boldsymbol{\Phi}} \boldsymbol{A}^{(r)} \boldsymbol{\Gamma}_{k}^{(r)}\)
            \(\boldsymbol{\mu}_{k}=\sigma^{-2} \boldsymbol{\Sigma}_{(k)} \boldsymbol{A}^{(r) \mathrm{T}} \boldsymbol{y}_{k}\)
            \(r \leftarrow r+1\)
            \#M-Step:
            \(\gamma_{k}^{(r)}=\operatorname{Diag}\left\{\boldsymbol{\mu}_{k} \boldsymbol{\mu}_{k}^{\top}+\boldsymbol{\Sigma}_{(k)}\right\}\)
        end for
        \#Update of \(\boldsymbol{A}\) (also part of the \(M\)-Step)
        Initialize \(\mathbf{A M}: u=0, \boldsymbol{A}^{(r, 0)}=\boldsymbol{A}^{(r-1)}\)
        \(\boldsymbol{\Sigma}=\sum_{k=1}^{K}\left(\boldsymbol{\Sigma}_{(k)}+\boldsymbol{\mu}_{k} \boldsymbol{\mu}_{k}^{\top}\right), \boldsymbol{M}=\left[\boldsymbol{\mu}_{1}, \boldsymbol{\mu}_{2}, \ldots, \boldsymbol{\mu}_{K}\right]\)
        repeat
            \(u \leftarrow u+1\)
            for \(i=1,2, \ldots, N\) do
                \(\boldsymbol{v}_{i}^{(r, u)}=\left(\boldsymbol{Y} \boldsymbol{M}^{\top}\right)_{i}-\sum_{j=1}^{i-1} \boldsymbol{\Sigma}[i, j] \boldsymbol{A}_{j}^{(r, u)}\)
                            \(-\sum_{j=i+1}^{N} \boldsymbol{\Sigma}[i, j] \boldsymbol{A}_{j}^{(r, u-1)}\)
                \(\boldsymbol{A}_{i}^{(r, u)}= \begin{cases}\frac{1}{\left\|\boldsymbol{v}_{i}^{(r, u)}\right\|_{i}^{(r, u)}} & \text { if } \boldsymbol{v}_{i}^{(r, u)} \neq \mathbf{0} \\ \boldsymbol{A}_{i}^{(r, u-1)} & \text { otherwise. }\end{cases}\)
                end for
        until \(\left\|\boldsymbol{A}^{(r, u)}-\boldsymbol{A}^{(r, u-1)}\right\|<\epsilon_{2}\)
        \(\boldsymbol{A}^{(r)}=\boldsymbol{A}^{(r, u)}\)
    until \(\left\|\boldsymbol{A}^{(r)}-\boldsymbol{A}^{(r-1)}\right\|+\sum_{k=1}^{K}\left\|\gamma_{k}^{(r)}-\gamma_{k}^{(r-1)}\right\|<\epsilon_{1}\)
Output: \(\left\{\boldsymbol{\mu}_{k}, k=1,2, \ldots, K\right\}\) and \(\boldsymbol{A}^{(r)}\)
```


## B. Armijo Line Search (ALS)

The ALS procedure updates the entire matrix $\boldsymbol{A}$ in every iteration instead of updating one column at a time [31]-[33]. The idea here is to translate the constrained optimization problem into an unconstrained convex optimization problem using Riemannian geometry. The algorithm continuously translates a test point in the opposite direction of the tangent vector at the point, while staying on the manifold, until a reasonable decrease in objective function is obtained, and finally reaches a stationary point. Such a mapping is called a retraction, is denoted by $R_{A}$. For Riemannian manifolds, the line search method takes the form

$$
\begin{equation*}
\boldsymbol{A}^{(r, u)}=R_{\boldsymbol{A}^{(r, u-1)}}\left(\beta^{p} \alpha \boldsymbol{Z}^{(r, u-1)}\right) \tag{12}
\end{equation*}
$$

where $\boldsymbol{Z}^{(r, u-1)}$ is the negative tangent direction of the cost function at $\boldsymbol{A}^{(r, u-1)}$ and $\beta^{p} \alpha$ is the Armijo step size. The constants $\beta$ and $\alpha$ are the parameters of the algorithm. The step size is chosen so that $p$ is the smallest nonnegative integer that satisfies

$$
\begin{align*}
& g\left(R_{\boldsymbol{A}^{(r, u-1)}}\left(\beta^{p} \alpha \boldsymbol{Z}^{(r, u-1)}\right)\right.)-g\left(\boldsymbol{A}^{(r, u-1)}\right) \\
& \leq-c \beta^{p} \alpha\left\|\boldsymbol{Z}^{(r, u-1)}\right\|^{2} \tag{13}
\end{align*}
$$

where the scalar parameter $c \in(0,1)$. The interested readers are referred to [31] for more details on ALS procedure.

We first note that the feasible set $\mathbb{O}$ is the Cartesian product of $N$ unit spheres in $\mathbb{R}^{m}$ which are submanifolds of the Euclidean space $\mathbb{R}^{m}$. Since the Cartesian product of Riemannian manifolds is a Riemannian manifold, (1) is a Riemannian manifold. We define the Riemannian metric for $\mathbb{O}$ as $\langle\boldsymbol{A}, \boldsymbol{B}\rangle=\operatorname{Tr}\left\{\boldsymbol{A}^{\top} \boldsymbol{B}\right\}$ for $\boldsymbol{A}, \boldsymbol{B} \in \mathbb{O}$. The gradient of the objective function $g$ in the Euclidean space is as follows:

$$
\begin{equation*}
\nabla g(\boldsymbol{A})=-\boldsymbol{Y} \boldsymbol{M}^{\top}+\boldsymbol{A}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}) \tag{14}
\end{equation*}
$$

The tangent space of the Cartesian product of manifolds is the Cartesian product of the tangent spaces. Therefore, we get the tangent space as

$$
\begin{equation*}
T_{\boldsymbol{A}}=\left\{\boldsymbol{B}: \boldsymbol{A}_{i}^{\top} \boldsymbol{B}_{i}=0, \forall i\right\} \tag{15}
\end{equation*}
$$

The $i^{\text {th }}$ column of the orthogonal projection onto the tangent space is

$$
\begin{equation*}
P_{\boldsymbol{A}}(\boldsymbol{Z})_{i}=\left(\boldsymbol{I}-\boldsymbol{A}_{i} \boldsymbol{A}_{i}^{\top}\right) \boldsymbol{Z}_{i} \tag{16}
\end{equation*}
$$

Thus, the gradient of the restriction of $g$ to $\mathbb{O}$ is $P_{\boldsymbol{A}}(\nabla g(\boldsymbol{A}))$, and we can choose the $i^{\text {th }}$ column of the retraction as

$$
\begin{equation*}
R_{\boldsymbol{A}}(\boldsymbol{Z})_{i}=\frac{\boldsymbol{A}_{i}+\boldsymbol{Z}_{i}}{\left\|\boldsymbol{A}_{i}+\boldsymbol{Z}_{i}\right\|} \tag{17}
\end{equation*}
$$

We note that the denominator $\left\|\boldsymbol{A}_{i}+\boldsymbol{Z}_{i}\right\| \neq 0$ when $\boldsymbol{Z}_{i}$ is the orthogonal projection onto the tangent space from (16). We call this algorithm DL-SBL using ALS, and summarize its pseudo-code in Algorithm 2.

## C. Comparison of the two optimization procedures

In this subsection, we compare the AM and the ALS procedures to get insights on how to choose between them.

- Computational complexity: We assume that the multiplication of a $p \times q$ matrix with a $q \times r$ matrix requires $\mathcal{O}(p q r)$ flops [34]. Each iteration of the AM procedure has a complexity $\mathcal{O}\left(m K N+m N^{2}\right)$. Typically, $K \gg N$ for accurate estimation, and therefore the complexity order is $\mathcal{O}(m K N)$. Thus, the complexity is linear in $m, N$ and $K$. On the other hand, the computational complexity of the ALS procedure is also of the order $\mathcal{O}(m K N)$, except for the computation of the step-size parameter $m$. The complexity of this step depends on $c, \beta$ and $\alpha$, and it is hard to determine the precise dependence. However, we have observed in our simulations that the ALS algorithm requires a larger number of iterations and a longer run time to converge compared to the AM procedure for the same initialization. Hence, the AM procedure is faster than the ALS procedure.
- Memory Requirements: Both AM and ALS procedures require $\mathcal{O}\left(N^{2}\right)$ sized memory, as the largest matrix we keep track of has size $N \times N$.
- Parameter tuning: The AM procedure does not require tuning of any sensitive parameters. However, the ALS procedure has scalar parameters $c, \beta$ and $\alpha$ which determine the rate of convergence, but these parameters do not affect the recovery performance of the overall algorithm.

```
Algorithm 2 Dictionary Learning SBL using ALS
Input: \(\boldsymbol{Y}=\boldsymbol{y}^{K}, N\) and \(\sigma^{2}\)
    Parameters: \(\epsilon_{1}\) and \(\epsilon_{2}\) (stopping thresholds)
    Initialize: \(r=0, \boldsymbol{A}^{(0)}=\mathbf{1}, \boldsymbol{\gamma}_{k}^{(0)}=\mathbf{1}, k=1,2, \ldots, K\)
    repeat
        for \(k=1,2, \ldots, K\) do
            \#E-Step:
            \(\tilde{\boldsymbol{\Phi}}=\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{A}^{(r)} \boldsymbol{\Gamma}_{k}^{(r)} \boldsymbol{A}^{(r) \boldsymbol{\top}}\right)^{-1}\)
            \(\boldsymbol{\Sigma}_{(k)}=\boldsymbol{\Gamma}_{k}^{(r)}-\boldsymbol{\Gamma}_{k}^{(r)} \boldsymbol{A}^{(r) \mathrm{T}} \tilde{\boldsymbol{\Phi}} \boldsymbol{A}^{(r)} \boldsymbol{\Gamma}_{k}^{(r)}\)
            \(\boldsymbol{\mu}_{k}=\sigma^{-2} \boldsymbol{\Sigma}_{(k)} \boldsymbol{A}^{(r) \mathrm{T}} \boldsymbol{y}_{k}\)
            \(r \leftarrow r+1\)
            \#M-Step:
            \(\boldsymbol{\gamma}_{k}^{(r)}=\operatorname{Diag}\left\{\boldsymbol{\mu}_{k} \boldsymbol{\mu}_{k}^{\top}+\boldsymbol{\Sigma}_{(k)}\right\}\)
        end for
        \#Update of \(\boldsymbol{A}\) (also part of the M-Step)
        Initialize ALS: \(u=0, \boldsymbol{A}^{(r, 0)}=\boldsymbol{A}^{(r-1)}\)
        \(\boldsymbol{\Sigma}=\sum_{k=1}^{K}\left(\boldsymbol{\Sigma}_{(k)}+\boldsymbol{\mu}_{k} \boldsymbol{\mu}_{k}^{\top}\right), \boldsymbol{M}=\left[\boldsymbol{\mu}_{1}, \boldsymbol{\mu}_{2}, \ldots, \boldsymbol{\mu}_{K}\right]\)
        repeat
            \(u \leftarrow u+1\)
            \(\boldsymbol{Z}^{(r, u-1)}=P_{\boldsymbol{A}^{(r, u-1)}}\left(\boldsymbol{Y} \boldsymbol{M}^{\boldsymbol{\top}}-\boldsymbol{A}^{(r, u-1)} \boldsymbol{\Sigma}\right)\)
            Compute the smallest integer \(p>0\) such that
                \(g\left(R_{\boldsymbol{A}^{(r, u-1)}}\left(\beta^{p} \alpha \boldsymbol{Z}^{(r, u-1)}\right)\right)-g\left(\boldsymbol{A}^{(r, u-1)}\right)\)
                \(\leq-c \beta^{p} \alpha\left\|\boldsymbol{Z}^{(r, u-1)}\right\|^{2}\)
                \(\boldsymbol{A}^{(r, u)}=R_{\boldsymbol{A}^{(r, u-1)}}\left(\beta^{p} \alpha \boldsymbol{Z}^{(r, u-1)}\right)\)
        until \(\left\|\boldsymbol{A}^{(r, u)}-\boldsymbol{A}^{(r, u-1)}\right\|<\epsilon_{2}\)
        \(\boldsymbol{A}^{(r)}=\boldsymbol{A}^{(r, u)}\)
    until \(\left\|\boldsymbol{A}^{(r)}-\boldsymbol{A}^{(r-1)}\right\|+\sum_{k=1}^{K}\left\|\gamma_{k}^{(r)}-\gamma_{k}^{(r-1)}\right\|<\epsilon_{1}\)
Output: \(\left\{\boldsymbol{\mu}_{k}, k=1,2, \ldots, K\right\}\) and \(\boldsymbol{A}^{(r)}\)
```

Hence, the tuning of the parameters of ALS is not very critical. We illustrate this point using experimental results in Section V-A (See Figure 1a, Figure 1b and Table I).
Thus, for practical applications, we prefer AM to ALS as it is computationally less expensive and does not require tuning of any parameters. However, ALS has better theoretical convergence guarantees compared to AM algorithm, which we discuss in Section III.

## D. Comparison with other Bayesian techniques

The main differences between our algorithm and the other Bayesian algorithms in the literature are as follows:

1) Our algorithm does not use Gibbs sampling, unlike the algorithms in [21], [23]. Instead, we use a variational evidence framework which obviates the need for generating posterior samples, and thus our algorithm is faster. Moreover, the ensemble learning based algorithms come with no convergence guarantees. We provide rigorous convergence guarantees for our algorithm in Section III.
2) Our algorithm is similar to the sparse Bayesian dictionary learning with a Gaussian hierarchical model proposed in [23] except for the prior on the dictionary. The algorithm in [23] uses a Gaussian prior on the dictionary
elements to obtain a closed form expression for the EM updates. However, the choice of Gaussian prior was heuristically motivated by the fact that the entries of the dictionary are bounded. Since the dictionary is an arbitrary matrix with unit norm columns, the ideal choice of prior on the dictionary columns is a uniform distribution on the unit $m$-dimensional sphere. Hence, we propose to use no prior (which is equivalent to a uniform prior) on the dictionary and learn the dictionary as a deterministic unknown. Due to the better prior model used, our algorithm outperforms the one in [23] in terms of the reconstruction accuracy. The cost paid for this approach is the extra iterative procedure that is nested within the EM algorithm. Using an optimization procedure within the EM framework may appear to be more computationally demanding than an approach with closed form expressions. Nonetheless, from our simulations, we find that our algorithm requires far fewer number of iterations compared to the algorithm in [23]. Hence, the overall run time of the algorithm is much smaller. ${ }^{4}$ In other words, the algorithm in this paper is an improved version of Gaussian hierarchical model based SBL algorithm with reduced run time and higher accuracy. We corroborate these arguments through numerical simulations in Section V-B (See Figure 2).
3) Another Bayesian algorithm for dictionary learning is the multimodal sparse Bayesian dictionary learning algorithm [25]. This algorithm is same as the Gaussian hierarchical model based SBL algorithm with a non-informative prior on the dictionary columns, except that it includes an additional projection step. This step projects the columns of the dictionary to the unit norm sphere to avoid instabilities due to the ambiguity in the amplitude. As in the case of the Gaussian hierarchical model based SBL algorithm, this algorithm has a closed form expression for the Mstep. As explained above, the algorithm effectively uses a non-informative prior on the dictionary atoms instead of using a uniform distribution on the $m$-dimensional unit sphere. Further, the convergence guarantees in [25] do not apply to the algorithm that involves the projection step, which is crucial to the success of the algorithm. Since our cost function is carefully designed to handle the amplitude ambiguity, our algorithm outperforms the multimodal sparse Bayesian dictionary learning algorithm. We illustrate this through numerical simulations in Section V-B (See Figure 2).

## III. Convergence Analysis of Optimization Procedures

In this section, we discuss the convergence properties of the AM and ALS procedures proposed to solve (7).

[^2]Proposition 1 (Function value convergence). The sequences of cost function values $\left\{g\left(A^{(r, u)}\right)\right\}_{u \in \mathbb{N}}$ generated by the $A M$ and the ALS procedures are non-increasing and convergent.

Proof. See Appendix A.
While above proposition guarantees that the cost function value converges, it does not establish the convergence of the iterates. Hence, we study the convergence behavior of the iterates in the next subsections. Before presenting the results, we start with a definition that applies to both the AM and ALS procedures.

Definition 1 (Nash equilibrium). The matrix $\boldsymbol{A}$ with unit norm columns is said to be a Nash equilibrium point of (7) if

$$
\begin{equation*}
g(\boldsymbol{A}) \leq g\left(\left[\boldsymbol{A}_{1}, \ldots, \boldsymbol{A}_{i-1}, \boldsymbol{a}, \boldsymbol{A}_{i+1}, \ldots, \boldsymbol{A}_{N}\right]\right) \tag{18}
\end{equation*}
$$

for any unit-norm vector $\boldsymbol{a}$ and for $i=1,2, \ldots, N$.
Every column of a Nash equilibrium is optimal when other columns of the dictionary are held fixed, that is, one cannot unilaterally improve the cost function in (7) by updating any single column. We now proceed with our analysis of the convergence of the AM procedure in the next subsection.

## A. AM Procedure

The iterative AM procedure can be viewed as a fixed point iteration with the update mapping dictated by the function whose stationary point is sought. The following result shows that the fixed points of the updates generated by the AM procedure are Nash equilibria of (7).

Proposition 2 (Nash Equlibrium). Let $G: \mathbb{D} \rightarrow \mathbb{O}$ be the update mapping of AM procedure, i.e., $\boldsymbol{A}^{(r, u+1)}=G\left(\boldsymbol{A}^{(r, u)}\right)$. Then, a matrix $\boldsymbol{A}^{*}$ is a fixed point of $G$ if and only if $\boldsymbol{A}^{*}$ is a Nash equilibrium point of (7). Further, all Nash equilibrium points are stationary points of the cost function.

Proof. See Appendix B.
Corollary 1. A matrix $\boldsymbol{A}$ with unit norm columns is a Nash equilibrium point of the objective function in (7) if and only if $\boldsymbol{A}$ satisfies the relation:

$$
\begin{equation*}
\boldsymbol{A} \boldsymbol{L}=\boldsymbol{Y} \boldsymbol{M}^{\top}-\boldsymbol{A}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}) \tag{19}
\end{equation*}
$$

for some diagonal positive semidefinite ( $p s d$ ) matrix $\boldsymbol{L}$.
Proof. The result directly follows from the form of the fixed points shown in the proof of Proposition 2.

We note that the update mapping of the AM procedure does not have a closed form expression owing to the sequential, column-wise update of the dictionary. Due to this, although the above theorem characterizes its fixed points, it is hard to establish the convergence of the iterates. On the other hand, it is possible to show several interesting convergence properties of the iterates in the ALS procedure. We discuss this next.

## B. ALS Procedure

We begin by noting that establishing convergence guarantees for the ALS procedure is challenging because the optimization problem in (7) is non-convex in $\boldsymbol{A}$. In particular, since $\boldsymbol{A}$ is constrained to lie in the set $\mathbb{O}$, the set of all matrices with unit-norm columns, establishing convergence requires analyzing the convergence behavior over Riemannian manifolds. Existing results in this direction, e.g., [36]-[40], consider convex optimization problems, and very few results are known for the non-convex case. In [41], the authors studied the convergence of a proximal algorithm applied to nonsmooth functions that satisfy the Łojasiewicz inequality around their generalized stationary points. Based on this, convergence of iterative solvers for quadratic optimization of a matrix valued variable over the space of orthogonal matrices was shown in [42]. In [43], quadratic optimization over the space of unit norm vectors was studied. These results, when extended to a matrix setting, lead to a unit norm constraint on the rows of the matrix, and hence are not applicable in our case. The convergence of an ALS type procedure for a quadratic optimization problem under unit-norm column constraints has not been studied in the literature, and requires new analysis.
To discuss the convergence properties of the ALS procedures, we consider an equivalent unconstrained version of the optimization problem in (7) as follows:
$\underset{\boldsymbol{A}}{\arg \min } \operatorname{Tr}\left\{-\boldsymbol{M} \boldsymbol{Y}^{\boldsymbol{\top}} \boldsymbol{A}+\frac{1}{2}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}) \boldsymbol{A}^{\top} \boldsymbol{A}\right\}+\delta_{\text {norm }}(\boldsymbol{A})$.
Here, we define $\delta_{\text {norm }}$ as a barrier function corresponding to the feasible region of (7):

$$
\delta_{\mathrm{norm}}(\boldsymbol{A}) \triangleq\left\{\begin{array}{lc}
0, & \text { if } \boldsymbol{A} \in \mathbb{O}  \tag{21}\\
\infty, & \text { otherwise }
\end{array}\right.
$$

Also, let $\tilde{g}: \mathbb{R}^{m \times N} \rightarrow \mathbb{R}$ denote the objective function of (20). The stationary points of (7) are the points where the subgradient of $\tilde{g}$ vanishes. ${ }^{5}$

Theorem 1 (Convergence of iterates). The sequence output by the ALS procedure, $\left\{A^{(r, u)}\right\}_{u \in \mathbb{N}}$, is globally convergent.

Proof. See Appendix C.
The above theorem guarantees that the iterates of the ALS procedure converge irrespective of the initial point. However, it does not ensure that the algorithm converges to the same point for any initial point. Such a guarantee exists only if the cost function has only one limit point. Hence, we next characterize the limits points of the sequence of iterates.
Proposition 3 (Characterization of limits). The limit $\boldsymbol{A}^{(r)}$ of the sequence $\left\{\boldsymbol{A}^{(r, u)}\right\}_{u \in \mathbb{N}}$ generated by the ALS procedure satisfies the relation:

$$
\begin{equation*}
\boldsymbol{Y} \boldsymbol{M}^{\top}-\boldsymbol{A}^{(r)}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\})=\boldsymbol{A}^{(r)} \boldsymbol{L} \tag{22}
\end{equation*}
$$

for some diagonal matrix L. Moreover,

[^3]1) $\boldsymbol{A}^{(r)}$ is a Nash equilibrium point of (7) if and only if $\boldsymbol{L}$ is a positive semidefinite matrix.
2) $\boldsymbol{A}^{(r)}$ is a local minimum if and only if $\boldsymbol{L}+\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}$ is a positive semidefinite matrix. Further, $\boldsymbol{A}^{(r)}$ is a strict local minimum if and only if $\boldsymbol{L}+\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}$ is a positive definite matrix.
Proof. See Appendix D.
We make the following observations from the above results:

- As in the case of the AM procedure, the update mapping of ALS is not available in closed form because of the step size selection process. However, the results characterize the fixed points of the mapping.
- The initialization $\boldsymbol{A}^{(r, 0)}$ need not be a feasible point of (7). Because of the retraction step which projects the iterates to the feasible set, the algorithm can be initialized from any bounded matrix.
- The results are independent of the estimates from the outer iteration loop of the EM algorithm and the dimension of the dictionary. Thus, the results are applicable to any quadratic cost function of the form (7).
- Given $\boldsymbol{A}^{(r)}, \boldsymbol{M}, \boldsymbol{Y}$ and $\boldsymbol{\Sigma}$, the conditions for the Nash equilibrium and local minimum are easily verifiable.
Now, for any first order method such as the ALS procedure, the best guarantees one can obtain are that it converges to a stationary point. Further, we can determine whether the stationary point is a local minimum using the test in step 2 of Proposition 3. Beyond this, the only guarantee one can provide for first order methods is that of stability of the limit points. Stability implies that the algorithm converges to a limit point whenever it is initialized close enough to it. Formally, we define stability as follows:
Definition 2 (Stability). Let $G: \mathbb{O} \rightarrow \mathbb{O}$ be the update mapping of an iterative algorithm, i.e., $\boldsymbol{A}^{(r, u+1)}=G\left(\boldsymbol{A}^{(r, u)}\right)$. Also, we let $G^{(u)}(\cdot)$ denote the result of $u$ applications of $G$ :

$$
\begin{equation*}
G^{(1)}(\boldsymbol{A})=G(\boldsymbol{A}) ; \quad G^{(u+1)}(\boldsymbol{A})=G\left(G^{(u)}(\boldsymbol{A})\right) \tag{23}
\end{equation*}
$$

The matrix $\boldsymbol{A}^{*}$ said to be a stable point of the iterative algorithm if, for every neighborhood $\mathcal{U}$ of $\boldsymbol{A}^{*}$, there exists a neighborhood $\mathcal{V}$ of $\boldsymbol{A}^{*}$ such that, for all $\boldsymbol{A} \in \mathcal{V}$ and any positive integer $u$, it holds that $G^{(u)}(\boldsymbol{A}) \in \mathcal{U}$.

We have the following characterization of the stability of the fixed points of the ALS procedure, based on whether the fixed point is a local minimum or not.
Theorem 2 (Stability). Let $\boldsymbol{A}^{(r)}$ be a limit point of the sequence $\left\{A^{(r, u)}\right\}_{u \in \mathbb{N}}$ generated by the ALS procedure. Then,
(i) If $\boldsymbol{A}^{(r)}$ is not a local minimum of $\tilde{g}$, then $\boldsymbol{A}^{(r)}$ is not a stable point of the ALS procedure.
(ii) If $\boldsymbol{A}^{(r)}$ is a strict local minimum of $\tilde{g}$, then the algorithm converges to $\boldsymbol{A}^{(r)}$ if the initial point $\boldsymbol{A}^{(r, 0)}$ is sufficiently close to $\boldsymbol{A}^{(r)}$.

Proof. See Appendix E.
An implication of Theorem 2 is that the ALS procedure converges to a local minimum of the cost function, unless
the initial condition is carefully constructed to be adversarial in nature. Also, as in the previous case, the results are independent of the estimates from the outer iteration loop of the EM algorithm and the dimension of the dictionary. Thus, Theorem 2 is applicable to any optimization of the form (7).

In this section, we analyzed the convergence properties of the inner loop in the M-step of EM algorithm. Our analysis guarantees that the optimization procedure has good converge properties. As a consequence, and by virtue of the wellknown properties of the EM algorithm, DL-SBL is globally convergent. Next, we formally prove the convergence of the overall DL-SBL algorithm and analyze the minima of the DLSBL cost function given by (3).

## IV. Analysis of DL-SBL Algorithm

The DL-SBL algorithm is not an EM algorithm in the strict sense because the M-step of the DL-SBL is not guaranteed to converge to the global minimizer, unlike the conventional EM. However, DL-SBL inherits many good properties of EM such as a monotonic reduction of the cost function. In this section, we build on the results in Section III and study the characteristics of the DL-SBL algorithm and the cost function.

## A. Convergence of DL-SBL

We start by stating the following result, which asserts that the DL-SBL cost converges.
Proposition 4. Suppose that $\sigma^{2}>0$. The sequence of cost function values $\left\{T\left(\boldsymbol{\Lambda}^{(r)}\right)\right\}_{r \in \mathbb{N}}$ generated by the DL-SBL algorithm via ALS procedure converges to $T\left(\boldsymbol{\Lambda}^{*}\right)$ for some $\boldsymbol{\Lambda}^{*} \in \mathbb{O} \times \mathbb{R}_{+}^{K N}$.
Proof. See Appendix F.
Next, we characterize the properties of the iterates generated by the algorithm.
Theorem 3. Suppose that $\sigma^{2}>0$. The iterates $\left\{\boldsymbol{\Lambda}^{(r)}\right\}_{r \in \mathbb{N}}$ of the outer loop of the DL-SBL algorithm converge to the set of stationary points of the DL-SBL cost function given by (3). Moreover, if a limit point $\boldsymbol{\Lambda}^{*}$ of the sequence $\left\{\boldsymbol{\Lambda}^{(r)}\right\}_{r \in \mathbb{N}}$ is not a local minimum of $T$, then $\mathbf{\Lambda}^{*}$ is not a stable point of the ALS procedure.

Proof. See Appendix G.
The above results guarantee that the cost function values $\left\{T\left(\boldsymbol{\Lambda}^{(r)}\right)\right\}$ converge to $T\left(\boldsymbol{\Lambda}^{*}\right)$ for some stationary point $\boldsymbol{\Lambda}^{*}$. They also guarantee that the sequence of iterates converges to a compact and connected subset of a level set of the cost function, although it does not necessarily converge to a single point. Theorem 3 also gives insights to the stability of the fixed points of the algorithm, similar to Theorem 2. Further, as in the case of the results in Section III, the above results hold for any values of system dimensions: $m, N$, and $K$, and sparsity level $s$.

The next question that we address is on how good the final solution of DL-SBL is, by analyzing the minima of the DLSBL cost function given by (3).

## B. Analysis of Minima of the Cost Function

First, note that, in the context of dictionary learning, the problem of finding the sparse representation of a given set of vectors $\boldsymbol{y}^{K}$, uniqueness of the solution is defined up to an unavoidable permutation of the unit-norm columns of $\boldsymbol{A}$ and rows of $\boldsymbol{X}$, where $\boldsymbol{X} \in \mathbb{R}^{N \times K}$ is the matrix obtained by stacking the sparse vectors $\boldsymbol{x}_{k}$. We now present necessary conditions for the uniqueness of the solution:

Proposition 5. Consider the dictionary learning problem under noiseless condition $\sigma^{2}=0$, i.e., for any given $\boldsymbol{Y}$, the problem of finding matrices $\boldsymbol{A}$ and $\boldsymbol{X}$ such that $\boldsymbol{Y}=\boldsymbol{A} \boldsymbol{X}$, the columns of $\boldsymbol{A}$ have unit norm and the columns of $\boldsymbol{X}$ have at most $s$ non-zero entries. The solution to the problem is unique only if the following conditions are satisfied:

$$
\begin{align*}
\operatorname{Rank}\{\boldsymbol{X}\} & =N  \tag{24}\\
\operatorname{Rank}\left\{\boldsymbol{A}_{\mathcal{S}_{k}}\right\} & =\left|\mathcal{S}_{k}\right|<m, \tag{25}
\end{align*}
$$

where $\mathcal{S}_{k}$ is the support of $\boldsymbol{x}_{k}$ and $\boldsymbol{A}_{\mathcal{S}_{k}} \in \mathbb{R}^{m \times\left|\mathcal{S}_{k}\right|}$ is the submatrix of $\boldsymbol{A}$ formed by the columns indexed by $\mathcal{S}_{k}$. Further, if $\max _{k=1,2, \ldots, K}\left\|\boldsymbol{x}_{k}\right\|_{0}=1$, the conditions are sufficient.

Proof. See Appendix H.
We note that the necessary conditions required to ensure the uniqueness of the solution of the dictionary learning problem is applicable for any dictionary learning algorithm, and in particular, DL-SBL. Next, we establish that the cost function in (3), when minimized, has the desired global minima.

Theorem 4. Suppose the tuple $\left(\boldsymbol{A}^{*}, \boldsymbol{X}^{*}\right)$ satisfies the necessary conditions (24) and (25). Also, let $\left\{\boldsymbol{\Gamma}_{k}^{*} \in \mathbb{R}^{N \times N}\right\}_{k=1}^{K}$ be a set of nonnegative diagonal matrices denoting the covariance matrix of the sparse vectors such that

$$
\begin{equation*}
\boldsymbol{x}_{k}^{*}=\boldsymbol{\Gamma}_{k}^{* 1 / 2}\left(\boldsymbol{A}^{*} \boldsymbol{\Gamma}_{k}^{* 1 / 2}\right)^{\dagger} \boldsymbol{y}_{k} \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
\text { and } 0<c<\min _{k=1,2, \ldots K} \gamma_{k}^{*} \tag{27}
\end{equation*}
$$

where $\gamma_{k}^{*}$ is the smallest nonzero entry of $\boldsymbol{\Gamma}_{k}^{*}$ and $c$ is a universal constant. Then, as the noise variance $\sigma^{2} \rightarrow 0$, the global minimum of (3) is achieved at $\left(\boldsymbol{A}^{*} \boldsymbol{P},\left\{\boldsymbol{P} \boldsymbol{\Gamma}_{k}^{*} \boldsymbol{P}\right\}_{k=1}^{K}\right)$ where $\boldsymbol{P}$ is a signed permutation matrix.

## Proof. See Appendix I.

We note that the sparsest solution of (3) is $\left(\boldsymbol{A}^{*}, \boldsymbol{X}^{*}\right)$ due to (25). Although we assume that the necessary conditions (24) and (25) hold, the theorem holds under the mild condition that

$$
\begin{equation*}
\max _{k=1,2, \ldots, K}\left\|\boldsymbol{x}_{k}\right\|_{0}<m \tag{28}
\end{equation*}
$$

However, under the above condition, uniqueness is not guaranteed, i.e., solutions with suboptimal sparsity may also globally minimize the cost function.

We know that the DL problem is NP-hard [44]. Thus, it is not surprising that the cost function obtained using SBL framework may have multiple local minima. Nonetheless, extending the results of the original SBL algorithm on sparse recovery [29], we can show that all the local minima of the function are achieved at sparse solutions.

Table I
Comparison of als convergence behaviour with varying step sIZE PARAMETERS $\beta$ AND $\alpha$

| Setting |  | Fit parameters |  | no. of <br> iterations | run <br> time (s) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | a | b | 565.04 |  |  |
| $\alpha=0.1$ | $\beta=0.01$ | -0.034 | -0.093 | 563 | 1.5 |
|  | $\beta=0.1$ | -0.036 | -1.102 | 490.09 | 13.68 |
|  | $\beta=0.9$ | -0.044 | -1.554 | 480.63 | 1.55 |
| $\beta=0.1$ | $\alpha=0.01$ | -0.036 | -1.118 | 494.26 | 1.50 |
|  | $\alpha=0.1$ | -0.036 | -1.102 | 490.09 | 1.51 |
|  | $\alpha=0.9$ | -0.037 | -0.226 | 486.60 |  |

Table II
Comparison of ALS and AM convergence behavior

| Algo. | Fit parameters |  | no. of <br> terations | run <br> time (s) |
| :---: | :---: | :---: | :---: | :---: |
|  | a | b |  | 0.5828 |
| AM | -0.0427 | -0.4603 | 248 |  |
| ALS | -0.0361 | -1.1022 | 490.09 | 1.5020 |

Theorem 5. Every $\gamma_{k}$ corresponding to the local minimum of (3) is at most $m$-sparse, regardless of the value of noise variance $\sigma^{2}$.

Proof. See Appendix J.

## V. Simulation Results

We use the following simulation setup to evaluate the performance of the algorithms and validate the theoretical convergence results in Section V-A and Section V-B. The locations of nonzero coefficients are chosen uniformly at random, and the nonzero entries are independent and identically Gaussian distributed with zero mean and unit variance. The length of measurement vector is chosen as $m=20$ and $\mathrm{SNR}=20 \mathrm{~dB}$. The columns of dictionary matrix $\boldsymbol{A}$ are drawn uniformly from the surface of the $m$-dimensional unit hypersphere [45].

## A. Convergence

To study the convergence of the AM procedure, we take size of training data set as $K=1000$. We generate sparse signals of length $N=60$, each with $s=6$ nonzero entries. We look at the first iteration $(r=1)$ of the EM algorithm because that requires the maximum number of inner iterations to converge, and thus illustrates the convergence behavior well.
Figure 1 shows the $\ell_{2}$ squared norm of the difference between the iterates and the limit point, given by $\| \boldsymbol{A}^{(1, u)}-$ $A^{(1)} \|^{2}$, of the AM and ALS procedures under different settings. We set $\beta=\alpha=0.1$ for Figure 1, unless specified otherwise. The curves labeled Diff and Fit correspond to the curves obtained via numerical experiments and by fitting the function $f(u)=\exp (a u+b)$ on the values, respectively, where $a<0$ and $b$ are parameters of the curve. The values of the parameters averaged over 100 experiments are listed in Table I and Table II. Our observations are as follows:

- Rate of convergence: From Figure 1, we see that the curve is well approximated using an exponential function


Figure 1. Convergence of ALS procedure ((a), (b)) and comparison with AM (c), with $K=1000, m=20, N=60$, $s=6$, and $\mathrm{SNR}=20 \mathrm{~dB}$, for the first iteration of EM algorithm.
for moderate values of iteration number. Further, the tail of the curve exhibits a faster-than-exponential decay. Interestingly, both AM and ALS procedures exhibit the same behavior for all choices of $\beta$ and $\alpha$.

- Step size parameter $\beta$ : In the backtracking step of the ALS procedure, we need to evaluate the optimal step size by searching over the step sizes $\beta \alpha, \beta^{2} \alpha, \beta^{3} \alpha, \ldots$. For smaller $\beta$, the number of iterations to reach the stopping threshold decreases, as the search domain is larger. However, as $\beta$ increases, the optimal value of $p$ also increases, which results in a higher run time as it requires $p$ function evaluations and comparisons. Thus, using $\beta \leq 0.1$ strikes a good balance between run time and the number of iterations.
- Step size parameter $\alpha$ : For the ALS procedure, $\alpha$ does not have any effect on rate of convergence or run time. This is because, the size of the discrete search in the backtracking step does not depend on the value of $\alpha$.
- Comparison of AM and ALS: From Figure 1c and Table II, we see that the AM algorithm converges faster than ALS and requires fewer number of iterations for the same stopping threshold. Therefore, the AM procedure is computationally more attractive than the ALS in practice, although the ALS procedure comes with stronger theoretical convergence guarantees.
Remark: The number of iterations required by the procedure dramatically reduces as $r$ increases. All the plots shown here correspond to $r=1$. However, for $r>10$, only about 2-4 iterations are required for the inner optimization, making it computationally very efficient.


## B. Performance of the Algorithms

In this subsection, we compare the performance of our algorithms with other popular algorithms in literature. Here, we do not show separate curves for DL-SBL using the ALS and AM algorithms, as their performances are virtually identical.

For fairness of comparison, the noise level information is provided to all algorithms. For SimCo, KSVD and MOD, it is used to set the error threshold in the orthogonal matching
pursuit (OMP) step of the algorithm; the threshold is set to be 1.15 times the noise variance. For DL-SBL, GAMP, Gaussian hierarchical model based SBL, multimodal sparse Bayesian dictionary learning, and Bayesian KSVD, the noise variance is an input to the algorithm. We use the version of Gaussian hierarchical model based SBL and Bayesian KSVD which do not learn the noise level, but take the noise level as an input.

1) Synthetic Data: We use the same setup as in [15]. We generate sparse signals of length $N=50$, each with $s=3$ nonzero entries. We let $\hat{\boldsymbol{x}}_{k}$ and $\boldsymbol{x}_{k}$ denote the estimate and true value of the sparse vector, respectively, and $\hat{\boldsymbol{A}}$ and $\boldsymbol{A}$ denote the estimate and true value of the dictionary, respectively. We use the following metrics evaluating the performance.
(i) Dictionary recovery success rate (DRSR) [15], which is the fraction of successfully recovered columns of the dictionary. A column is said to be successfully recovered if the magnitude inner product between the column in the true dictionary and any of the estimated dictionary columns exceeds 0.99 .
(ii) Relative distortion (RD) [17], defined as:

$$
\begin{equation*}
\mathrm{RD} \triangleq \frac{\sum_{k=1}^{K}\left\|\hat{\boldsymbol{A}} \hat{\boldsymbol{x}}_{k}-\boldsymbol{A} \boldsymbol{x}_{k}\right\|^{2}}{\sum_{k=1}^{K}\left\|\boldsymbol{A} \boldsymbol{x}_{k}\right\|^{2}} \tag{29}
\end{equation*}
$$

(iii) Run time, which is the time required to complete the computations. It measures the computational complexity.
We refer to the DRSR and RD metrics jointly as the recovery performance of the algorithm. Note that, any solution of the form $\left\{\boldsymbol{A P}, \boldsymbol{P} \boldsymbol{x}_{k}, k=1,2, \ldots, K\right\}$, where $\boldsymbol{P}$ is a signed permutation matrix ${ }^{6}$ is a solution to the dictionary learning problem. Consequently, the error metric $\frac{\|\boldsymbol{A}-\hat{\boldsymbol{A}}\|^{2}}{\|\boldsymbol{A}\|^{2}}$ does not account for the inherent non-uniqueness of the solution. Hence, we use DRSR as a measure of how well the dictionary is recovered, and RD is a measure of how well the recovered solution matches with the measurements.

Figure 2 compares the proposed algorithm with the following algorithms:

[^4]

Figure 2. Comparison of DL-SBL with KSVD, MOD, Gaussian hierarchical model based SBL algorithm, multimodal sparse Bayesian dictionary learning, and Bayesian KSVD, when the number of input vectors is varied. The performance of DL-SBL is superior to the other three algorithms.

- KSVD [15]
- MOD [14]
- Gaussian hierarchical model based SBL algorithms [23] (labeled as SBDL)
- Multimodal sparse Bayesian dictionary learning [25], [26] (labeled as Proj-SBDL)
- Bayesian KSVD [27].

For the Gaussian hierarchical model based SBL, using a noninformative prior results in the best performance. Therefore, we use that version of the algorithm for comparison.
The performance of all the algorithms improve with $K$, as more information about the dictionary is available to the algorithm. The DL-SBL algorithm outperforms the other algorithms in terms of both DRSR and RD. The run time demanded by our algorithm is larger than K-SVD, but it is lower than the other two algorithms.
The Gaussian hierarchical model based SBL and multimodal sparse Bayesian dictionary learning have similar performance except for $K=200$. When the number of measurements is very small ( $K=200$ ), the Gaussian hierarchical model based SBL algorithm fails to converge, resulting in higher run time and poor performance. The projection step used in the multimodal sparse Bayesian dictionary learning eliminates such instabilities. However, in the regime shown in Figure 2, the performance of both the algorithms is inferior to the other algorithms in the literature. This observation agrees with the intuitive explanation presented in Section II-D that the Gaussian hierarchical model based SBL algorithm requires a larger number of measurements compared to the DL-SBL algorithm to achieve good performance.
2) Image Denoising: We next consider the application of DL to the problem of image denoising. Here, the goal is to remove zero-mean white and homogeneous Gaussian additive noise from a given image. We adopt the same simulation setup as in [15], and use 10 randomly chosen gray scale images from the Berkeley segmentation database. The noise standard deviations used in this benchmark are $5,10,15$, and 25 gray levels. For every image, we learn the dictionary using $K=$ 6000 uniformly randomly chosen blocks of size $m=8 \times 8=$

Table III
COMPARISON OF PSNR VALUES OF DIFFERENT ALGORITHMS WITH VARYING NOISE VARIANCE

| Noise <br> Standard <br> Deviation | 5 | 10 | 15 | 25 |
| :---: | :---: | :---: | :---: | :---: |
| SimCo | 38.9843 | 33.7205 | 30.8103 | 27.3856 |
| KSVD | $\mathbf{3 9 . 0 8 6 1}$ | 33.8418 | 30.8928 | 27.3751 |
| MOD | 38.8720 | 33.8818 | $\mathbf{3 1 . 0 5 8 6}$ | 27.5354 |
| DL-SBL | 39.0680 | $\mathbf{3 3 . 9 1 1 5}$ | 31.0513 | $\mathbf{2 7 . 6 3 7 1}$ |
| GAMP | 38.7975 | 33.7574 | 30.9353 | 27.4408 |
| BKSVD | 39.0317 | 33.8861 | 31.0124 | 27.6041 |

Table IV
COMPARISON OF SSIM VALUES OF DIFFERENT ALGORITHMS WITH VARYING NOISE VARIANCE

| Noise <br> Standard <br> Deviation | 5 | 10 | 15 | 25 |
| :---: | :---: | :---: | :---: | :---: |
| SimCo | 0.9643 | 0.8936 | 0.8289 | 0.7396 |
| KSVD | 0.9648 | 0.8946 | 0.8297 | 0.7393 |
| MOD | 0.9646 | $\mathbf{0 . 8 9 5 9}$ | $\mathbf{0 . 8 3 2 4}$ | 0.7425 |
| DL-SBL | $\mathbf{0 . 9 6 5 0}$ | 0.8958 | 0.8320 | $\mathbf{0 . 7 4 4 0}$ |
| GAMP | 0.9600 | 0.8876 | 0.8252 | 0.7384 |
| BKSVD | 0.9644 | 0.8953 | 0.8317 | 0.7439 |

64 pixels. The length of the sparse vectors $N$ is taken as 256 .
For all the algorithms, once the dictionary is learned, the complete image is reconstructed using the OMP algorithm with the corrupted image and the learned dictionary as inputs and error threshold as 1.15 times the noise variance. We reconstruct the image as $8 \times 8$ overlapping blocks which are then combined by averaging the overlapping pixels. The peak SNR (PSNR) and structural similarity index (SSIM) values of the images reconstructed by several algorithms are shown in Table III and Table IV, respectively. The tables show the
median values of the corresponding measures for each noise levels. The following algorithms are compared:

- Simultaneous codeword optimization (SimCo) [17]
- K-singular value decomposition (K-SVD) [15]
- Method of optimal directions (MOD) [14]
- Bilinear generalized approximate message passing algorithm (GAMP) [22]
- Bayesian K-SVD (BKSVD) [27].

The results show that the performance of DL-SBL matches that of the other algorithms at all noise levels, and it offers the best performance at a noise level of 25 . At smaller noise levels ( 5 and 10), there is no clear winner as the best PSNR value and the best SSIM value correspond to different algorithms including DL-SBL. At noise level 15, MOD has the best performance. However, the performance of DL-SBL is close to the best performing algorithm for both metrics for all noise levels. Therefore, the performance of our algorithm is similar to the state-of-the-art algorithms.

## VI. Conclusions

In this paper, we analyzed a Bayesian algorithm for jointly recovering a dictionary matrix and a set of sparse vectors from a training set containing noisy underdetermined linear measurements. We developed the algorithm using the SBL framework, and implemented it using the EM algorithm, with the dictionary matrix and the variances of the entries of the sparse vectors as unknown parameters. The EM algorithm requires one to solve a non-convex optimization problem in the M-step, which we tackled using an AM or ALS procedure. We compared the AM and ALS procedures in terms of their computational complexity and memory requirements. We also provided a rigorous convergence analysis of the proposed optimization procedures. Further, by direct analysis of the cost function involved, we showed that the DL-SBL algorithm is likely to output the sparsest representation of the input vectors. We empirically showed the efficacy of our algorithm compared to existing algorithms, when applied to the image denoising problem. Designing low complexity DL algorithms in an online setup where the data is sequentially available is an interesting direction for future work.
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## APPENDIX A

## Proof of Proposition 1

Proof. For the AM procedure, since we optimize one column of $\boldsymbol{A}$ at a time, it is easy to see that

$$
\begin{equation*}
g\left(\boldsymbol{A}^{(r, u-1)}\right) \geq g\left(\boldsymbol{A}^{(r, u)}\right) \tag{30}
\end{equation*}
$$

The above relation holds even if we skip the update of a column when $\left\|\boldsymbol{v}_{i}^{(r, u)}\right\|=0$, in which case the value of the
cost function remains unchanged. Similarly, from (13), the sequence $\left\{g\left(\boldsymbol{A}^{(r, u)}\right)\right\}_{u \in \mathbb{N}}$ generated by the ALS algorithm is also nonincreasing. Thus, in both cases, $\left\{g\left(\boldsymbol{A}^{(r, u)}\right)\right\}_{u \in \mathbb{N}}$ is a nonincreasing sequence bounded by $g\left(\boldsymbol{A}^{(r, 0)}\right)$ from above. From (8), we have

$$
\begin{align*}
g(\boldsymbol{A})= & \frac{1}{2} \operatorname{Tr}\left\{\left(\boldsymbol{Y} \boldsymbol{M}^{\top}-\boldsymbol{A}\right)^{\top}\left(\boldsymbol{Y} \boldsymbol{M}^{\top}-\boldsymbol{A}\right)+\boldsymbol{A} \boldsymbol{\Sigma} \boldsymbol{A}^{\top}\right\} \\
& -\frac{1}{2} \operatorname{Tr}\left\{\boldsymbol{Y}^{\top} \boldsymbol{M} \boldsymbol{M}^{\top} \boldsymbol{Y}+\boldsymbol{\Sigma}\right\}-N / 2  \tag{31}\\
\geq- & \frac{1}{2} \operatorname{Tr}\left\{\boldsymbol{Y}^{\top} \boldsymbol{M} \boldsymbol{M}^{\top} \boldsymbol{Y}+\boldsymbol{\Sigma}\right\}-N / 2 \tag{32}
\end{align*}
$$

Therefore, the nonincreasing sequence $\left\{g\left(\boldsymbol{A}^{(r, u)}\right)\right\}_{u \in \mathbb{N}}$ is bounded from below, and hence it converges.

## Appendix B <br> Proof of Proposition 2

Proof. The first part of the result directly follows from the properties of AM. Further, any stationary point of the cost function takes the following form:

$$
\begin{equation*}
\boldsymbol{A} \boldsymbol{L}=\boldsymbol{Y} \boldsymbol{M}^{\top}-\boldsymbol{A}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}) \tag{33}
\end{equation*}
$$

for some diagonal matrix $\boldsymbol{L}$. From (11), we get

$$
\begin{equation*}
G(\boldsymbol{A})_{i}\left\|\boldsymbol{v}_{i}\right\|=\boldsymbol{v}_{i} \tag{34}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{v}_{i} & =\sum_{k=1}^{K} \boldsymbol{\mu}_{k}[i] \boldsymbol{y}_{k}-\sum_{j=1}^{i-1} \boldsymbol{\Sigma}[i, j] G(\boldsymbol{A})_{j}-\sum_{j=i+1}^{N} \boldsymbol{\Sigma}[i, j] \boldsymbol{A}_{j} \\
& =\left(\boldsymbol{Y} \boldsymbol{M}^{\boldsymbol{\top}}\right)_{i}-\boldsymbol{G}(\boldsymbol{A})\left(\hat{\boldsymbol{\Sigma}}^{\boldsymbol{\top}}\right)_{i}-\boldsymbol{A} \hat{\boldsymbol{\Sigma}}_{i} \tag{35}
\end{align*}
$$

where $\hat{\boldsymbol{\Sigma}}$ is lower triangular with zero diagonal entries and $\hat{\boldsymbol{\Sigma}}+\hat{\boldsymbol{\Sigma}}^{\top}=\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}$. When $\boldsymbol{A}$ is a fixed point of $G$, we get

$$
\begin{equation*}
\boldsymbol{v}_{i}=\left(\boldsymbol{Y} \boldsymbol{M}^{\boldsymbol{\top}}\right)_{i}-\boldsymbol{A}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\})_{i} \tag{36}
\end{equation*}
$$

Now, from (34) and (36), it can be seen that $\boldsymbol{A}$ satisfies (33) with $\boldsymbol{L}_{i i}=\left\|\boldsymbol{v}_{i}\right\| \geq 0$, which concludes the proof.

## Appendix C <br> Proof of Theorem 1

The proof of the theorem rests on the following lemmas.
Lemma 1. Let $\left\{A^{(r, u)}\right\}_{u \in \mathbb{N}}$ be a sequence generated by the ALS procedure. Then, there exists $C_{1}>0$ such that

$$
\begin{equation*}
\tilde{g}\left(\boldsymbol{A}^{(r, u-1)}\right)-\tilde{g}\left(\boldsymbol{A}^{(r, u)}\right) \geq C_{1}\left\|\boldsymbol{A}^{(r, u-1)}-\boldsymbol{A}^{(r, u)}\right\|^{2} \tag{37}
\end{equation*}
$$

Proof. We note from (17) that

$$
\begin{equation*}
\boldsymbol{A}_{i}^{(r, u)}=\frac{\boldsymbol{A}_{i}^{(r, u-1)}+\beta^{p} \alpha \boldsymbol{Z}_{i}^{(r, u-1)}}{\left\|\boldsymbol{A}_{i}^{(r, u-1)}+\beta^{p} \alpha \boldsymbol{Z}_{i}^{(r, u-1)}\right\|} \tag{38}
\end{equation*}
$$

Also, from (16), we know that

$$
\begin{equation*}
\boldsymbol{A}_{i}^{(r, u-1) \mathrm{\top}} \boldsymbol{Z}_{i}^{(r, u-1)}=0 . \tag{39}
\end{equation*}
$$

Therefore, we get

$$
\begin{align*}
\frac{1}{2} \| \boldsymbol{A}^{(r, u-1)} & -\boldsymbol{A}^{(r, u)} \|^{2} \\
= & \sum_{i=1}^{N} \frac{1}{2}\left\|\boldsymbol{A}_{i}^{(r, u-1)}-\boldsymbol{A}_{i}^{(r, u)}\right\|^{2}  \tag{40}\\
= & \sum_{i=1}^{N}\left(1-\boldsymbol{A}_{i}^{(r, u-1) \mathrm{T}} \boldsymbol{A}_{i}^{(r, u)}\right)  \tag{41}\\
= & \sum_{i=1}^{N}\left(1-\frac{1}{\sqrt{1+\left\|\beta^{p} \alpha \boldsymbol{Z}_{i}^{(r, u-1)}\right\|^{2}}}\right)  \tag{42}\\
\leq & \sum_{i=1}^{N}\left\|\beta^{p} \alpha \boldsymbol{Z}_{i}^{(r, u-1)}\right\|^{2}  \tag{43}\\
\leq & \frac{1}{c}\left[g\left(\boldsymbol{A}^{(r, u-1)}\right)-g\left(\boldsymbol{A}^{(r, u)}\right)\right] \tag{44}
\end{align*}
$$

where (41) is because $\boldsymbol{A}_{i}^{(r, u-1)}$ and $\boldsymbol{A}_{i}^{(r, u)}$ are unit norm vectors, and (42) is a consequence of (38) and (39), (43) is due to the fact that $x^{2}+1 / \sqrt{1+x^{2}}-1 \geq 0$ for all $x \in \mathbb{R}$, and (44) follows from (13). Thus, the proof is complete.

Lemma 2 (Subgradient of $\delta_{\text {norm }}$ ). For any $\boldsymbol{A} \in \mathbb{O} \subset \mathbb{R}^{m \times N}$,

$$
\partial \delta_{\text {norm }}(\boldsymbol{A})=\left\{\boldsymbol{A} \tilde{\boldsymbol{L}}, \tilde{\boldsymbol{L}} \in \mathbb{R}^{N \times N}: \begin{array}{l}
\boldsymbol{L}_{i i} \geq 0, \forall i  \tag{45}\\
\tilde{\boldsymbol{L}}_{i j}=0, i \neq j
\end{array}\right\} .
$$

Proof. Let $\boldsymbol{Z} \in \partial \delta_{\text {norm }}(\boldsymbol{A})$. From the definition of the subgradient, we get $\delta_{\text {norm }}(\boldsymbol{A})+\operatorname{Tr}\left\{\boldsymbol{Z}^{\top}(\boldsymbol{B}-\boldsymbol{A})\right\} \leq \delta_{\text {norm }}(\boldsymbol{B})$, $\forall \boldsymbol{B} \in \mathbb{R}^{m \times N}$. This relation is trivially satisfied for all $\boldsymbol{Z}$ and for any $\boldsymbol{B} \notin \mathbb{O}$. However, when $\boldsymbol{B} \in \mathbb{O}, \boldsymbol{Z}$ should satisfy

$$
\begin{equation*}
\operatorname{Tr}\left\{\boldsymbol{Z}^{\top} \boldsymbol{B}\right\} \leq \operatorname{Tr}\left\{\boldsymbol{Z}^{\top} \boldsymbol{A}\right\} \tag{46}
\end{equation*}
$$

since $\delta_{\text {norm }}(\boldsymbol{A})=\delta_{\text {norm }}(\boldsymbol{B})$.
To prove the result, we consider three different cases that cover all possible values for $\boldsymbol{Z}$.

1) We express the columns of the matrix $\boldsymbol{Z}$ as $\boldsymbol{Z}_{i}=\tilde{\boldsymbol{L}}_{i i} \boldsymbol{A}_{i}+$ $\boldsymbol{A}_{i}^{\perp}$, where $\tilde{\boldsymbol{L}}_{i i} \in \mathbb{R}$ and $\boldsymbol{A}_{i}^{\perp} \in \mathbb{R}^{m}$ is such that $\boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{i}^{\perp}=$ $0, \forall i$. Suppose $\boldsymbol{A}_{i}^{\perp} \neq \mathbf{0}$ for at least one value of $i$. Also, let $\boldsymbol{B} \in \mathbb{R}^{m \times N} \in \mathbb{O}$ be defined as

$$
\boldsymbol{B}_{i}= \begin{cases}e, & \text { for }\left\|\boldsymbol{Z}_{i}\right\|=0  \tag{47}\\ \boldsymbol{Z}_{i} /\left\|\boldsymbol{Z}_{i}\right\|, & \text { for }\left\|\boldsymbol{Z}_{i}\right\| \neq 0\end{cases}
$$

where $e$ is any unit norm vector. Then,

$$
\operatorname{Tr}\left\{\boldsymbol{Z}^{\top} \boldsymbol{A}\right\}=\sum_{i=1}^{N} \tilde{\boldsymbol{L}}_{i i}<\sum_{i=1}^{N}\left\|\boldsymbol{Z}_{i}\right\|=\operatorname{Tr}\left\{\boldsymbol{Z}^{\top} \boldsymbol{B}\right\}
$$

Therefore, there exists a matrix $\boldsymbol{B} \in \mathbb{O}$ such that (46) is not satisfied. Thus, we get

$$
\begin{equation*}
\partial \delta_{\text {norm }}(\boldsymbol{A}) \subseteq\left\{\boldsymbol{A} \tilde{\boldsymbol{L}}, \tilde{\boldsymbol{L}} \in \mathbb{R}^{N \times N}: \tilde{\boldsymbol{L}}_{i j}=0, \text { if } i \neq j\right\} \tag{48}
\end{equation*}
$$

2) Let $\boldsymbol{Z}=\boldsymbol{A} \tilde{\boldsymbol{L}}$ for some diagonal matrix such that at least one of the diagonal entries of $\tilde{\boldsymbol{L}}$ is negative. Let $\boldsymbol{B} \in$ $\mathbb{R}^{m \times N} \in \mathbb{O}$ be defined such that $\boldsymbol{B}_{i}=\operatorname{sign}\left\{\tilde{\boldsymbol{L}}_{i i}\right\} \boldsymbol{A}_{i}$,
where the function $\operatorname{sign}\{\cdot\}$ takes values 1 and -1 for nonnegative and negative arguments, respectively. Then,

$$
\begin{equation*}
\operatorname{Tr}\left\{\boldsymbol{Z}^{\top} \boldsymbol{A}\right\}=\sum_{i=1}^{N} \tilde{\boldsymbol{L}}_{i i}<\sum_{i=1}^{N}\left|\tilde{\boldsymbol{L}}_{i i}\right| \leq \operatorname{Tr}\left\{\boldsymbol{Z}^{\top} \boldsymbol{B}\right\} \tag{49}
\end{equation*}
$$

Therefore, (46) does not hold for $\boldsymbol{B} \in \mathbb{O}$, and from (48) we get

$$
\partial \delta_{\text {norm }}(\boldsymbol{A}) \subseteq\left\{\boldsymbol{A} \tilde{\boldsymbol{L}}, \tilde{\boldsymbol{L}} \in \mathbb{R}^{N \times N}: \begin{array}{l}
\boldsymbol{L}_{i i} \geq 0, \forall i  \tag{50}\\
\tilde{\boldsymbol{L}}_{i j}=0, \text { if } i \neq j
\end{array}\right\}
$$

3) Let $\boldsymbol{Z}=\boldsymbol{A} \tilde{\boldsymbol{L}}$, for some psd matrix $\tilde{\boldsymbol{L}}$. Here, for any matrix $\boldsymbol{B} \in \mathbb{O}$,

$$
\begin{align*}
\operatorname{Tr}\left\{\boldsymbol{Z}^{\top} \boldsymbol{B}\right\} & =\operatorname{Tr}\left\{\tilde{\boldsymbol{L}}^{\top} \boldsymbol{B}\right\}=\sum_{i=1}^{N} \tilde{\boldsymbol{L}}_{i i} \boldsymbol{A}_{i}^{\top} \boldsymbol{B}_{i}  \tag{51}\\
& \leq \sum_{i=1}^{N} \tilde{\boldsymbol{L}}_{i i}=\sum_{i=1}^{N} \tilde{\boldsymbol{L}}_{i i} \boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{i}  \tag{52}\\
& =\operatorname{Tr}\left\{\tilde{\boldsymbol{L}} \boldsymbol{A}^{\top} \boldsymbol{A}\right\}=\operatorname{Tr}\left\{\boldsymbol{Z}^{\top} \boldsymbol{A}\right\} \tag{53}
\end{align*}
$$

Therefore, from (50) we get

$$
\partial \delta_{\text {norm }}(\boldsymbol{A})=\left\{\boldsymbol{A} \tilde{\boldsymbol{L}}, \tilde{\boldsymbol{L}} \in \mathbb{R}^{N \times N}: \begin{array}{l}
\tilde{\tilde{L}}_{i i} \geq 0, \forall i  \tag{54}\\
\tilde{L}_{i j}=0, i \neq j .
\end{array}\right\}
$$

Hence, the proof is complete.

## A. Proof of Theorem 1

Proof. In [41, Theorem 2], the authors provide a KurdykaŁojasiewicz property based proof of convergence of a proximal algorithm. By careful examination their proof, it can be seen that a bounded sequence of iterates converges to a stationary point of $\tilde{g}$ if the following four conditions hold: ${ }^{7}$
(i) The function $\tilde{g}(\boldsymbol{A})$ satisfies $\inf _{\boldsymbol{A} \in \mathbb{R}^{m \times N}} \tilde{g}(\boldsymbol{A})>-\infty$.
(ii) There exist constants $\theta \in[0,1), C, \epsilon>0$ such that

$$
\begin{equation*}
\left|\tilde{g}(\boldsymbol{A})-\tilde{g}\left(\boldsymbol{A}^{*}\right)\right|^{\theta} \leq C\|\boldsymbol{Z}\| \tag{55}
\end{equation*}
$$

for any stationary point $\boldsymbol{A}^{*}$ of $\tilde{g}$, any $\boldsymbol{A}$ such that $\left\|\boldsymbol{A}-\boldsymbol{A}^{*}\right\| \leq \epsilon$, and any $\boldsymbol{Z}$ such that $\boldsymbol{Z} \in \partial g(\boldsymbol{A})$. The constant $\theta$ is called the Łojasiewicz exponent.
(iii) There exists $C_{1}>0$ such that

$$
\tilde{g}\left(\boldsymbol{A}^{(r, u-1)}\right)-\tilde{g}\left(\boldsymbol{A}^{(r, u)}\right) \geq C_{1}\left\|\boldsymbol{A}^{(r, u-1)}-\boldsymbol{A}^{(r, u)}\right\|_{(56)}^{2}
$$

(iv) There exist $u_{0}>1, C_{2}>0$ and $\boldsymbol{Z} \in \partial g\left(\boldsymbol{A}^{(r, u)}\right)$ such that for all $u>u_{0}$

$$
\begin{equation*}
\|\boldsymbol{Z}\| \leq C_{2}\left\|\boldsymbol{A}^{(r, u-1)}-\boldsymbol{A}^{(r, u)}\right\| \tag{57}
\end{equation*}
$$

Here, the first two conditions are on the cost function, and the last two are on the iterates. In [41, Theorem 2], these conditions are verified to hold for the proximal algorithm. The rest of the proof below is the verification of the four conditions for the ALS procedure.

As discussed in Appendix A (see (32)), the cost function $g$ is bounded from below. Therefore, $\tilde{g}$ is also bounded from below, and hence Condition (i) is satisfied.

[^5]Next, note that $\delta_{\text {norm }}(\cdot)$ is an indicator function of a semialgebraic set, and $g$ is a real analytic function. Therefore, $\tilde{g}$ is a sum of real analytic and semi-algebraic functions. As a consequence, from [47, Section 2.2], we have that $\tilde{g}$ satisfies the desired condition ((ii)).

Condition (iii) follows from Lemma 1.
Finally, to verify Condition (iv), we first compute the subgradient of $\tilde{g}$ using Lemma 2. Hence, the desired condition is true if and only if, for all $u>u_{0}$, it holds that

$$
\begin{equation*}
\min _{\tilde{\boldsymbol{Z}} \in \partial \tilde{g}\left(\boldsymbol{A}^{(r, u)}\right)}\|\tilde{\boldsymbol{Z}}\| \leq C_{2}\left\|\boldsymbol{A}^{(r, u-1)}-\boldsymbol{A}^{(r, u)}\right\| \tag{58}
\end{equation*}
$$

Now, from Lemma 2, we have,

$$
\begin{equation*}
\min _{\tilde{\boldsymbol{Z}} \in \partial \tilde{g}(\boldsymbol{A})}\|\tilde{\boldsymbol{Z}}\|^{2}=\min _{\tilde{\boldsymbol{L}}_{i i} \geq 0}\|\nabla g(\boldsymbol{A})+\boldsymbol{A} \tilde{\boldsymbol{L}}\|^{2} . \tag{59}
\end{equation*}
$$

Since the optimization problem is separable in the diagonal entries of $\tilde{\boldsymbol{L}}$, we get the optimum value $\tilde{\boldsymbol{L}}^{*}$ as

$$
\tilde{\boldsymbol{L}}_{i i}^{*}=\left\{\begin{array}{cl}
-\boldsymbol{A}_{i}^{\top} \nabla g(\boldsymbol{A})_{i}, & \text { if } \boldsymbol{A}_{i}^{\top} \nabla g(\boldsymbol{A})_{i} \leq 0  \tag{60}\\
0, & \text { otherwise }
\end{array}\right.
$$

for $i=1,2, \ldots, N$. This gives

$$
\begin{align*}
& \underset{\tilde{\boldsymbol{Z}} \in \partial \tilde{g}(\boldsymbol{A})}{\arg \min }\|\tilde{\boldsymbol{Z}}\| \\
& \quad \leq \sqrt{\sum_{i=1}^{N} \max \left\{\left\|\left(\boldsymbol{I}-\boldsymbol{A}_{i} \boldsymbol{A}_{i}^{\top}\right) \nabla g(\boldsymbol{A})_{i}\right\|,\left\|\nabla g(\boldsymbol{A})_{i}\right\|\right\}} \\
& \quad=\|\nabla g(\boldsymbol{A})\| \tag{61}
\end{align*}
$$

Here, (61) follows from the fact that $\boldsymbol{I}-\boldsymbol{A}_{i} \boldsymbol{A}_{i}^{\top}$ is the projection matrix for the subspace orthogonal to the unit norm column $\boldsymbol{A}_{i}$. Therefore, $\left\|\left(\boldsymbol{I}-\boldsymbol{A}_{i} \boldsymbol{A}_{i}^{\top}\right) \nabla g(\boldsymbol{A})_{i}\right\| \leq\left\|\nabla g(\boldsymbol{A})_{i}\right\|$. Thus, we have

$$
\begin{align*}
\min _{\tilde{\boldsymbol{Z}} \in \partial \tilde{g}\left(\boldsymbol{A}^{(r, u)}\right)}\|\tilde{\boldsymbol{Z}}\| & =\left\|\left(\boldsymbol{A}^{(r, u-1)}-\boldsymbol{A}^{(r, u)}\right)(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\})\right\|  \tag{62}\\
& \leq C_{2}\left\|\left(\boldsymbol{A}^{(r, u-1)}-\boldsymbol{A}^{(r, u)}\right)\right\| \tag{63}
\end{align*}
$$

where $C_{2}$ is the spectral norm of $\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}$. Also, (62) is due to the definition of $g$ in (8). Hence, Condition (iv) is satisfied for all $u$. Therefore, all four conditions are met, and consequently, the convergence is guaranteed.

## Appendix D <br> Proof of Proposition 3

Proof. From (13) and Proposition 1,

$$
\begin{equation*}
\mathbf{0}=\lim _{u \rightarrow \infty} \boldsymbol{Z}^{(r, u)}=P_{\boldsymbol{A}^{(r)}}\left(\boldsymbol{Y} \boldsymbol{M}^{\top}-\boldsymbol{A}^{(r)} \boldsymbol{\Sigma}\right) \tag{64}
\end{equation*}
$$

Thus, (16) gives

$$
\begin{equation*}
\boldsymbol{Y} \boldsymbol{M}^{\top}-\boldsymbol{A}^{(r)}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\})=\boldsymbol{A}^{(r)} \boldsymbol{L} \tag{65}
\end{equation*}
$$

for some diagonal $L$. Then, the result related to the Nash equilibrium follows from Corollary 1. Further, we have

$$
\begin{equation*}
\nabla g\left(\boldsymbol{A}^{(r)}\right)=-\boldsymbol{A}^{(r)} \boldsymbol{L} \tag{66}
\end{equation*}
$$

Let $\boldsymbol{\Delta}=\boldsymbol{A}-\boldsymbol{A}^{(r)}$, where $\boldsymbol{A}$ is any matrix in $\mathbb{O}$. Then, for $i=1,2, \ldots, N$ we have

$$
\begin{equation*}
1=\left\|\boldsymbol{A}_{i}\right\|^{2}=\left\|\boldsymbol{\Delta}_{i}+\boldsymbol{A}_{i}^{(r)}\right\|^{2}=\left\|\boldsymbol{\Delta}_{i}\right\|^{2}+1+2 \boldsymbol{\Delta}_{i}^{\top} \boldsymbol{A}_{i}^{(r)} \tag{67}
\end{equation*}
$$

Thus, we get $\frac{1}{2}\left\|\boldsymbol{\Delta}_{i}\right\|^{2}=-\boldsymbol{\Delta}_{i}^{\top} \boldsymbol{A}_{i}^{(r)}$, and similarly, expanding $\left\|\boldsymbol{A}_{i}-\boldsymbol{\Delta}_{i}\right\|^{2}$, we get $\frac{1}{2}\left\|\boldsymbol{\Delta}_{i}\right\|^{2}=\boldsymbol{\Delta}_{i}^{\top} \boldsymbol{A}_{i}$. Therefore,

$$
\begin{equation*}
\mathcal{D}\left\{\boldsymbol{\Delta}^{\top} \boldsymbol{A}\right\}=-\mathcal{D}\left\{\boldsymbol{\Delta}^{\top} \boldsymbol{A}^{(r)}\right\}=\frac{1}{2} \mathcal{D}\left\{\boldsymbol{\Delta}^{\top} \boldsymbol{\Delta}\right\} \tag{68}
\end{equation*}
$$

Now, using a Taylor series expansion around $\boldsymbol{A}^{(r)}$, we have

$$
\begin{align*}
g(\boldsymbol{A}) & -g\left(\boldsymbol{A}^{(r)}\right) \\
= & \operatorname{Tr}\left\{\boldsymbol{\Delta}^{\top} \nabla g\left(\boldsymbol{A}^{(r)}\right)+\frac{1}{2} \boldsymbol{\Delta}^{\top} \boldsymbol{\Delta}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\})\right\}  \tag{69}\\
= & \operatorname{Tr}\left\{-\boldsymbol{\Delta}^{\top} \boldsymbol{A}^{(r)} \boldsymbol{L}+\frac{1}{2} \boldsymbol{\Delta}^{\top} \boldsymbol{\Delta}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\})\right\}  \tag{70}\\
= & \frac{1}{2} \operatorname{Tr}\left\{\boldsymbol{\Delta}^{\top} \boldsymbol{\Delta} \boldsymbol{L}+\boldsymbol{\Delta}^{\top} \boldsymbol{\Delta}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\})\right\}  \tag{71}\\
= & \frac{1}{2} \operatorname{Tr}\left\{\boldsymbol{\Delta}(\boldsymbol{L}+\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}) \boldsymbol{\Delta}^{\top}\right\} \tag{72}
\end{align*}
$$

where we use (66) and (68) to get (70) and (71) respectively. Note that the Taylor series expansion is not an approximation here, as our cost function is quadratic. The right hand side of (72) is non-negative if and only if $\boldsymbol{L}+\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}$ is positive semi-definite, and strictly positive if and only if $\boldsymbol{L}+\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}$ is positive definite. Hence, the proof is complete.

## Appendix E <br> Proof of Theorem 2

Proof. The first part of the result directly follows from Proposition 1 and [31, Theorem 4.4.1] (See Theorem 7 in Appendix G.)

To prove the second part, suppose that $\boldsymbol{A}^{(r)}$ is a strict local minimum. Then, for any neighborhood $\mathcal{U}$ of $\boldsymbol{A}^{(r)}$, there exists $\epsilon>0$ such that, in the closed ball $\mathcal{H}_{\epsilon} \subseteq \mathcal{U}$ around $\boldsymbol{A}^{(r)}$, $g(\boldsymbol{A})>g\left(\boldsymbol{A}^{(r)}\right)$ for all $\boldsymbol{A} \neq \boldsymbol{A}^{(r)} \in \mathcal{H}_{\epsilon}$. Here, the closed ball is defined as follows:

$$
\begin{equation*}
\mathcal{H}_{\epsilon}=\left\{\boldsymbol{A} \in \mathbb{O}:\left\|\boldsymbol{A}-\boldsymbol{A}^{(r)}\right\| \leq \epsilon\right\} . \tag{73}
\end{equation*}
$$

Moreover, from Lemma 1, we get

$$
\begin{align*}
\| G(\boldsymbol{A})- & \boldsymbol{A}^{(r)}\|\leq\| G(\boldsymbol{A})-\boldsymbol{A}\|+\| \boldsymbol{A}-\boldsymbol{A}^{(r)} \|  \tag{74}\\
& \leq C_{1}[g(G(\boldsymbol{A}))-g(\boldsymbol{A})]+\left\|\boldsymbol{A}-\boldsymbol{A}^{(r)}\right\|  \tag{75}\\
& \leq C_{1}\left[g(\boldsymbol{A})-g\left(\boldsymbol{A}^{(r)}\right)\right]+\left\|\boldsymbol{A}-\boldsymbol{A}^{(r)}\right\| \tag{76}
\end{align*}
$$

where the last step is because of Proposition 1 which gives $g(\boldsymbol{A}) \geq g(G(\boldsymbol{A})) \geq g\left(\boldsymbol{A}^{(r)}\right)$. From Proposition 3, we know that $\boldsymbol{A}^{(r)}$ satisfies the relation:

$$
\begin{equation*}
\boldsymbol{A}^{(r)} \boldsymbol{L}=\boldsymbol{Y} \boldsymbol{M}^{\top}-\boldsymbol{A}^{(r)}(\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\}) \tag{77}
\end{equation*}
$$

for some diagonal matrix $\boldsymbol{L}$. Following the same steps as (70)(72), we get

$$
0<g(\boldsymbol{A})-g\left(\boldsymbol{A}^{(r)}\right)
$$

$$
\begin{align*}
& =\frac{1}{2} \operatorname{Tr}\left\{\left(\boldsymbol{A}-\boldsymbol{A}^{(r)}\right)(\boldsymbol{L}+\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\})\left(\boldsymbol{A}-\boldsymbol{A}^{(r)}\right)^{\top}\right\} \\
& \leq \frac{\lambda_{\max }}{2}\left\|\boldsymbol{A}-\boldsymbol{A}^{(r)}\right\|^{2} \tag{78}
\end{align*}
$$

where $\lambda_{\text {max }}>0$ is the largest singular value of the matrix $(\boldsymbol{L}+\boldsymbol{\Sigma}-\mathcal{D}\{\boldsymbol{\Sigma}\})$. Thus, from (76),

$$
\begin{equation*}
\left\|G(\boldsymbol{A})-\boldsymbol{A}^{(r)}\right\| \leq \frac{C_{1} \lambda_{\max }}{2}\left\|\boldsymbol{A}-\boldsymbol{A}^{(r)}\right\|^{2}+\left\|\boldsymbol{A}-\boldsymbol{A}^{(r)}\right\|_{\mathrm{7o}} \tag{79}
\end{equation*}
$$

Let $\epsilon^{\prime}>0$ be such that

$$
\begin{equation*}
\max _{\boldsymbol{A} \in \mathcal{H}_{\epsilon^{\prime}}}\left\|G(\boldsymbol{A})-\boldsymbol{A}^{(r)}\right\|=\epsilon \leq\left(\frac{C_{1} \lambda_{\max }}{2} \epsilon^{\prime}+1\right) \epsilon^{\prime} \tag{80}
\end{equation*}
$$

Therefore, for all $\boldsymbol{A} \in \mathcal{H}_{\epsilon^{\prime}}, G(\boldsymbol{A}) \in \mathcal{H}_{\epsilon}$. Now, using the proof technique used in [31, Theorem 4.4.2], we define the set

$$
\begin{equation*}
\mathcal{V}=\left\{\boldsymbol{A} \in \mathcal{H}_{\epsilon}: g(\boldsymbol{A})<\alpha\right\} \subseteq \mathcal{H}_{\epsilon} \tag{81}
\end{equation*}
$$

where $\alpha=\min _{\boldsymbol{B} \in \mathcal{H}_{\epsilon} \backslash \mathcal{H}_{\epsilon^{\prime}}} G(\boldsymbol{B})$ when $\epsilon^{\prime} \leq \epsilon$, and $\alpha=\infty$ otherwise. Note that, when $\epsilon^{\prime} \leq \epsilon, g(\boldsymbol{A}) \geq \alpha$, for all $\boldsymbol{A} \in \mathcal{H}_{\epsilon} \backslash \mathcal{H}_{\epsilon^{\prime}}$, which implies $\mathcal{V} \subseteq \mathcal{H}_{\epsilon^{\prime}}$. Also, when $\epsilon^{\prime}>\epsilon$, $\mathcal{H}_{\epsilon^{\prime}} \supset \mathcal{H}_{\epsilon^{\prime}} \supseteq \mathcal{V}$. Thus, in both cases, $\mathcal{V} \subseteq \mathcal{H}_{\epsilon^{\prime}}$. Hence, for every $\boldsymbol{A} \in \mathcal{V}, G(\boldsymbol{A}) \in \mathcal{H}_{\epsilon}$. By Proposition 1, the sequence $g\left(G^{(u)}(\boldsymbol{A})\right)$ generated by ALS is nonincreasing, and hence

$$
\begin{equation*}
g(G(\boldsymbol{A})) \leq g(\boldsymbol{A})<\alpha \tag{82}
\end{equation*}
$$

Therefore, $G(\boldsymbol{A}) \in \mathcal{V}$ for all $\boldsymbol{A} \in \mathcal{V}$, hence $G^{(u)}(\boldsymbol{A}) \in \mathcal{V} \subseteq \mathcal{U}$ for all $u \in \mathbb{N}$. Thus, stability of the point is guaranteed. Since $\boldsymbol{A}^{(r)}$ is the only strict local minimum of $g$ in $\mathcal{V}$, it follows that $\lim _{u \rightarrow \infty} G^{(u)}(\boldsymbol{A})=\boldsymbol{A}^{(r)}$ for all $\boldsymbol{A} \in \mathcal{V}$, which shows the asymptotic stability of $\boldsymbol{A}^{(r)}$. This completes the proof.

## Appendix F <br> Proof of Proposition 4

Proof. The AM and the ALS procedures along with the update equations of $\boldsymbol{\Gamma}$ ensure that

$$
\begin{equation*}
Q\left(\boldsymbol{\Lambda}^{(r)} ; \boldsymbol{\Lambda}^{(r-1)}\right) \leq Q\left(\boldsymbol{\Lambda}^{(r-1)} ; \boldsymbol{\Lambda}^{(r-1)}\right), \forall r \geq 1 \tag{83}
\end{equation*}
$$

This result immediately follows from Proposition 1 and the fact that (6) maximizes the part of $Q\left(\boldsymbol{\Lambda} ; \boldsymbol{\Lambda}^{(r-1)}\right)$ that depends on $\boldsymbol{\Gamma}_{k}$. Using the properties of EM [48], we have that

$$
\begin{equation*}
T\left(\boldsymbol{\Lambda}^{(r)}\right) \leq T\left(\boldsymbol{\Lambda}^{(r-1)}\right) \tag{84}
\end{equation*}
$$

Since $\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}\right)^{-1}$ is positive definite, from (3), we get

$$
\begin{equation*}
T(\boldsymbol{\Lambda}) \geq \sum_{k=1}^{K} \log \left|\sigma^{2} \boldsymbol{I}+\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\mathrm{T}}\right| \geq K m \log \sigma^{2} \tag{85}
\end{equation*}
$$

Therefore, $\left\{T\left(\boldsymbol{\Lambda}^{(r)}\right)\right\}_{r \in \mathbb{N}}$ is monotonically decreasing and bounded from below. Hence, the sequence of DL-SBL cost function values converges.

## Appendix G <br> Proof of Theorem 3

Before we present the proof of the theorem, we first list a set of results from the literature that are used in the proof.

## A. Toolbox

Definition 3 (Coercive function). A function $T: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is called coercive if $\lim _{\|\boldsymbol{x}\| \rightarrow \infty} T(\boldsymbol{x})=+\infty$.

Lemma 3. The cost function $T(\boldsymbol{\Lambda})$ defined in (3) is a coercive and continuous function of $\boldsymbol{\Lambda}$.

Proof. The proof is adapted from the proofs of [25, Theorem 1, Corollary 1]. We have

$$
\begin{align*}
\lim _{\|\boldsymbol{\Lambda}\| \rightarrow \infty} T(\boldsymbol{\Lambda})= & \lim _{\left\|\boldsymbol{\gamma}_{k}\right\| \rightarrow \infty} \sum_{k=1}^{K}\left(\log \left|\sigma^{2} \boldsymbol{I}+\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}\right|\right. \\
& \left.+\boldsymbol{y}_{k}^{\top}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}\right)^{-1} \boldsymbol{y}_{k}\right)=\infty \tag{86}
\end{align*}
$$

Therefore, $T(\boldsymbol{\Lambda})$ defined in (3) is a coercive function of $\boldsymbol{\Lambda}$, because $\|\boldsymbol{\Lambda}\| \rightarrow \infty$ only if at least one of the entries of $\left\{\gamma_{k}\right\}_{k=1,2, \ldots, K}$ goes to $\infty$, and $\boldsymbol{A}$ belongs to a bounded set.

The continuity of the cost function with respect to $\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}, k=1,2, \ldots, K$ follows from the fact that both the determinant and matrix inverse functions are continuous [49, Theorems 5.18, 5.19]. Further, since $\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}$ is a continuous function of $\boldsymbol{A}$ and $\gamma_{k}, k=1,2, \ldots, K$, the cost function is a continuous function of $\boldsymbol{\Lambda}$.
Theorem 6 ( [48, Theorem 1]). Let $\left\{\Lambda^{(r)}\right\}_{r \in \mathbb{N}}$ be the iterates generated by a generalized EM algorithm. Also, let $G$ be the point-to-set mapping defining algorithm updates: $\boldsymbol{\Lambda}^{(r+1)}=$ $G\left(\boldsymbol{\Lambda}^{(r)}\right)$. Then, all the limit points of $\left\{\Lambda^{(r)}\right\}_{r \in \mathbb{N}}$ are the set of stationary points crit $(T)$ of the cost function $T$, if
(i) $T\left(\boldsymbol{\Lambda}^{(r)}\right)>T\left(\boldsymbol{\Lambda}^{(r-1)}\right)$, for all $\boldsymbol{\Lambda} \notin \operatorname{crit}(T)$.
(ii) $G\left(\mathbf{\Lambda}^{(r-1)}\right)$ is a closed set over the complement of $\operatorname{crit}(T)$.

Theorem 7 ( [31, Theorem 4.4.1]). For any set $\mathcal{G}$ Let $G$ : $\mathcal{G} \rightarrow \mathcal{G}$ be a descent mapping for a smooth cost function $T: \mathcal{G} \rightarrow \mathbb{R}$, and assume that for every $\boldsymbol{\Lambda} \in \mathcal{G}$, all limit points of $\left\{\boldsymbol{\Lambda}^{(r)}\right\}_{r \in \mathbb{N}}$ are stationary points of $T$. Let $\hat{\boldsymbol{\Lambda}} \in \mathcal{G}$ be any limit point of $\left\{\boldsymbol{\Lambda}^{(r)}\right\}_{r \in \mathbb{N}}$ which is not a local minimum of $T$. Further, assume that there is a compact neighborhood $\mathcal{U}$ of $\hat{\boldsymbol{\Lambda}}$ where, for every critical point $\overline{\boldsymbol{\Lambda}}$ of $T$ in $\mathcal{U}, T(\overline{\boldsymbol{\Lambda}})=T(\hat{\boldsymbol{\Lambda}})$. Then, $\hat{\boldsymbol{\Lambda}}$ is an unstable point of $T$.

## B. Proof of Theorem 3

Proof. From Proposition 4, the sequence $\left\{T\left(\boldsymbol{\Lambda}^{(r)}\right)\right\}_{r \in \mathbb{N}}$ generated by the DL-SBL algorithm using ALS procedure converges to a point $T\left(\mathbf{\Lambda}^{*}\right)$. Also, from Lemma 3, we know that $T\left(\boldsymbol{\Lambda}^{*}\right)$ is finite and therefore the set of limit points is compact. Thus, it follows that the iterates $\left\{\boldsymbol{\Lambda}^{(r)}\right\}_{r \in \mathbb{N}}$ admit at least one limit point for $k=1,2, \ldots, K$.

Next, we use Theorem 6 to prove that the iterates converge to the set of stationary points of the cost function. Clearly, Condition (i) of Theorem 6 is satisfied due to Proposition 4 and the properties of E and M steps. To prove Condition (ii), we first note that the AM and the ALS algorithm converge to a closed set, as proved by Proposition 3. Further, since $T(\boldsymbol{\Lambda})$ is a continuous function of $\boldsymbol{A}$ and $\gamma_{k}$, the M-step update always
satisfies Condition (ii) of Theorem 6. Therefore, the algorithm satisfies both conditions, and hence, converges to the set of stationary points.

The last part of the result about the stability follows directly from Proposition 4 and Theorem 7.

## Appendix H

## Proof of Proposition 5

Proof. Under noiseless measurements, the dictionary learning problem reduces to a matrix factorization problem: $\boldsymbol{Y}=\boldsymbol{A} \boldsymbol{X}$. Suppose that $\boldsymbol{X}$ is already known to the algorithm. Then, to uniquely estimate $\boldsymbol{A}$, condition (24) is necessary. Similarly, when $\boldsymbol{A}$ is known to the algorithm, to uniquely recover $\boldsymbol{X}$, (25) is necessary. Otherwise, there exists an $s$-sparse vector $\boldsymbol{z}$ in the null space of $\boldsymbol{A}$ such that $\boldsymbol{z}+\boldsymbol{x}_{k}$ is $s$-sparse for some $k$, and $\boldsymbol{y}_{k}=\boldsymbol{A}\left(\boldsymbol{z}+\boldsymbol{x}_{k}\right)$, i.e., the solution is not unique. Also, for $\boldsymbol{X}$ to have full rank, at least two columns of $\boldsymbol{X}$ must have different supports. Therefore, if $\left|\mathcal{S}_{k}\right|=m$, uniqueness is not guaranteed, which leads to the condition $\left|\mathcal{S}_{k}\right|<m$. Thus, the first part of the result is obtained.

Next, if $\max _{k=1,2, \ldots, K}\left\|\boldsymbol{x}_{k}\right\|_{0}=1$, every nonzero measurement vector is a scaled version of some column of the measurement matrix. The condition (24) guarantees that there is no all-zero row in $\boldsymbol{X}$ and thus, there exists a measurement vector $\boldsymbol{y}_{k}$ corresponding to every column $\boldsymbol{A}_{i}$ of the dictionary such that $\boldsymbol{y}_{k}=\boldsymbol{X}_{i k} \boldsymbol{A}_{i}$ where $\boldsymbol{X}_{i k}$ is the only nonzero entry of the $k^{\text {th }}$ column of $\boldsymbol{X}$. Further, by assumption, the columns of $\boldsymbol{A}$ are unit norm, and hence, given $\boldsymbol{y}_{k}$, the tuple $\left(\boldsymbol{X}_{i k}, \boldsymbol{A}_{i}\right)$ is unique upto the sign of $\boldsymbol{X}_{i k}$. Thus, the solution is unique under (24) and (25).

## Appendix I

## Proof of Theorem 4

Proof. The cost function $T$ in (3) consists of two terms: the logarithm of the determinant of the product of matrices of the form $\sigma^{2} \boldsymbol{I}+\boldsymbol{A}^{*} \boldsymbol{\Gamma}_{k}^{*} \boldsymbol{A}^{* \top}$, and sum of projections of the inverses of the same matrices. Since the second term is positive, the minimum is achieved when the first term goes to minus infinity while maintaining a finite upper bound on the second term. We note that, from (25)

$$
\begin{equation*}
\operatorname{Rank}\left\{\boldsymbol{\Gamma}_{k}^{*}\right\}=\left\|\operatorname{Diag}\left\{\boldsymbol{\Gamma}_{k}^{*}\right\}\right\|_{0}=\left|\mathcal{S}_{k}\right|<m \tag{87}
\end{equation*}
$$

where $\mathcal{S}_{k}$ denotes the support of $\boldsymbol{x}_{k}^{*}$. Further, we get that

$$
\begin{align*}
& \lim _{\sigma^{2} \rightarrow 0}\left|\sigma^{2} \boldsymbol{I}+\boldsymbol{A}^{*} \boldsymbol{\Gamma}_{k}^{*} \boldsymbol{A}^{* \boldsymbol{\top}}\right| \\
& \quad \leq \lim _{\sigma^{2} \rightarrow 0}\left(\hat{\lambda}_{\max }+\sigma^{2}\right)^{\operatorname{Rank}\left\{\boldsymbol{\Gamma}_{k}^{*}\right\}}\left(\sigma^{2}\right)^{m-\operatorname{Rank}\left\{\boldsymbol{\Gamma}_{k}^{*}\right\}}=0 \tag{88}
\end{align*}
$$

where $\hat{\lambda}_{\text {max }}$ is the largest eigenvalue of $\boldsymbol{A}^{*} \boldsymbol{\Gamma}_{k}^{*} \boldsymbol{A}^{* \top}$. Thus, the first term goes to negative infinity. Using arguments similar to those in [29, Theorem 1], we can show that

$$
\begin{equation*}
\lim _{\sigma^{2} \rightarrow 0} \boldsymbol{y}_{k}^{\top}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{A}^{*} \boldsymbol{\Gamma}_{k}^{*} \boldsymbol{A}^{* \boldsymbol{\top}}\right)^{-1} \boldsymbol{y}_{k} \leq \frac{1}{c}\left\|\boldsymbol{x}_{k}^{*}\right\|^{2} \tag{89}
\end{equation*}
$$

Thus, the second term in the cost function is upper bounded by $\frac{1}{c}\left\|\boldsymbol{X}^{*}\right\|_{F}^{2}<\infty$. Hence, $\left(\boldsymbol{A}^{*},\left\{\boldsymbol{\Gamma}_{k}^{*}\right\}_{k=1}^{K}\right)$ achieves the global minimum. Further, it is easy to see that the cost function takes the same value over the set $\left(\boldsymbol{A}^{*} \boldsymbol{P},\left\{\boldsymbol{P} \boldsymbol{\Gamma}_{k}^{*} \boldsymbol{P}\right\}_{k=1}^{K}\right)$, and thus the result is proved.

## Appendix J <br> Proof of Theorem 5

Proof. The goal of DL-SBL is to solve:

$$
\begin{align*}
\min _{\boldsymbol{A} \in \mathbb{O}}\left[\sum_{k=1}^{K} \min _{\gamma_{k} \in \mathbb{R}_{+}^{N}} \log \right. & \left|\sigma^{2} \boldsymbol{I}+\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\boldsymbol{\top}}\right| \\
& \left.+\boldsymbol{y}_{k}^{\top}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{A} \boldsymbol{\Gamma}_{k} \boldsymbol{A}^{\top}\right)^{-1} \boldsymbol{y}_{k}\right] \tag{90}
\end{align*}
$$

For any given $\boldsymbol{A}$, the local minima of the objective function of the sub-optimization problem within the square brackets is at most $m$-sparse [29, Theorem 2]. Hence, the local minima of the DL-SBL cost function are all at most $m$-sparse.
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[^0]:    ${ }^{1}$ We present a version of algorithm that takes the noise variance as an input. A modified version of algorithm which can learn the noise level is provided in [30, Appendix D.11]
    ${ }^{2}$ The AM-based algorithm does not have any associated parameters, and the recovery performance of the ALS-based algorithm is not sensitive to the choice of its parameters.

[^1]:    ${ }^{3}$ With a slight abuse of notation, we define $\boldsymbol{\Gamma}_{k}=\operatorname{Diag}\left\{\boldsymbol{\gamma}_{k}\right\}$, and not the $k^{\text {th }}$ column of the matrix $\Gamma$.

[^2]:    ${ }^{4}$ A similar observation can be found, in the context of sparse signal recovery, in [35]. Iterative reweighted $\ell_{2}$ algorithms are typically slower than iterative reweighted $\ell_{1}$ algorithms, even though the former admits closed form expressions in the iterations.

[^3]:    ${ }^{5}$ We note that we use an extended definition of sub-gradient as the function $\tilde{g}$ is non-convex.

[^4]:    ${ }^{6}$ A matrix is said to be a signed permutation matrix if it has exactly one nonzero entry which is either 1 or -1 in each row and each column.

[^5]:    ${ }^{7}$ A more detailed version of the proof precisely connecting it to the result in [46] is given in [30, Appendix D.12].

