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Quasi-Static and Time-Selective Channel Estimation for
Block-Sparse Millimeter Wave Hybrid MIMO Systems:
Sparse Bayesian Learning (SBL) Based Approaches

Contributions

SBL approaches proposed for channel estimation of mmWave hybrid
MIMO system with MMV under quasi-static and temporally
correlated scenarios.

Online recursive Bayesian Kalman Filter proposed for time-selective
channel estimation.

Cramér-Rao bounds derived for estimation schemes for the two
scenarios.

System Model

Received signal Y = WHHFX + V =
√
PWHHF + V.
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Channel model:

H =

Np∑
l=1

αlaR(θR,l , φR,l)a
H
T (θT ,l , φT ,l)

= ARHbA
H
T ≈ ARHbA

H
T

⇒ y =
√
P(FT ⊗WH)vec(H) + n = Qhb + v

SBL for quasi-static channels: hb ∼ CN (0G2 ,Γ).

Algorithm based on EM proposed to evaluate hb.

Extended to the block-sparse case.
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SBL for temporally correlated channels: hb,M ∼ CN (0MG2 ,Γ⊗ B).

SBL for time-selective channels:

y [n] = Qhb[n] + v [n]

hb[n] ∼ CN (0G2 ,Γ[n])

hb[n] = ρhb[n − 1] +
√

1− ρ2w[n]

Bayesian Kalman Filter proposed for the above.

Design of precoders and combiners based on Ĥ.

Cramér-Rao bounds analyzed for all the proposed estimation schemes.
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Sparse Signal Recovery via Generalized Entropy Functions
Minimization

Contributions

Generalized entropy functions used as regularizers for sparse signal
recovery.

Proved that generalized Shannon entropy with p 6= 1 can lead to
sparser solutions than p = 1.

Non-convex problem converted to a series of `1 problems and solved
with FISTA.

Model

Problem: min
x
‖y− Ax‖22 + λf (x)
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Shannon entropy function:

f (x) = hp(x) = −
N∑
i=1

|xi |p

‖x‖pp
log
|xi |p

‖x‖pp
, p > 0

Rényi entropy function:

f (x) = hp,α(x) =
1

1− α
log

(
N∑
i=1

(
|xi |p

‖x‖pp

)α)
, p, α > 0 &α 6= 1

Sparsity and energy promoting analysis performed for both noisy and
noiseless cases.

It is proved that the local minimas of the entropy functions only occur
at the boundaries of each orthant in RN .
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The regularizers are non-convex and non-smooth.

Recast into a series of reweighted `1 problems and solved using
inexact proximal gradient method (IPGM) and accelerated inexact
proximal gradient method (FISTA).

Choice of λ is analyzed.

Analysis of optimal p and α performed.

Performance of image recovery is compared with OMP, CoSaMP, BP
and IHT.
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Online Forecasting Matrix Factorization

Contributions

Goal is to forecast high dimensional time series data in an online
setting.

Recursive MMSE estimator is derived based on AR model.

System Model

Time series data to be factorized as X = UTV.

X ∈ RM×T ,U ∈ Rd×M ,V ∈ Rd×T , d = rank(X).

At each instant, one column xt of X is observed.
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AR model of order P used:

vt = θ1vt−1 + · · ·+ θPvt−P + nv,t ,

Ut = Ut−1 + nU,t ,

xt = UT
t vt + nx,t .

v =
∑P

p=1 θpvt−p = Ptθ.

θ̂LMMSE is found and used to evaluate v and hence vt .

Fixed Penalty Constraint:

min
Ut ,vt

‖xt −UT
t vt‖22 + ρU‖Ut −Ut−1‖2F + ρv‖vt − v‖22.
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Fixed Tolerance Constraint:

min
Ut ,vt

‖Ut −Ut−1‖2F + ρv‖vt − v‖22

s.t. ‖xt −UT
t vt‖22 ≤ ε.

Zero Tolerance Constraint:

min
Ut ,vt

‖Ut −Ut−1‖2F + ρv‖vt − v‖22

s.t. xt = UT
t vt .

Algorithms proposed for the above problems based on coordinate
descent.
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