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#### Abstract

The construction of binary sensing matrices is one of the active directions in the emerging field of compressed sensing (CS). Due to their sparse structure and competitive performance, they provide multiplier-less and faster dimensionality reduction in applications such as data compression. This letter attempts to relate the notion of extremal set theory to the construction of good CS matrices. In particular, we show that extremal set theory is useful for constructing binary sensing matrices and bounding their maximum column size (i.e., number of columns). We also prove the existence of binary sensing matrices whose column size meets the upper bound. Simulation results show that the constructed matrices outperform Gaussian and Bernoulli random matrices, as well as other deterministic binary and bipolar constructions from the literature.
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## I. Introduction

IN RECENT years, compressed sensing (CS) and sparse representation have become a powerful tool for efficiently compressing and processing data. It has been shown to have tremendous potential for several applications, in areas such as image/signal processing [1]-[5] and numerical computation [6], to name a few. One of the central problems in CS, which is also the focus of this letter, is the construction of sensing matrices $\Phi \in \mathbb{R}^{m \times M}$ such that an arbitrary $s$-sparse vector ${ }^{1} u \in \mathbb{R}^{M}$ can be efficiently reconstructed using the underdetermined linear projection $y=\Phi u$.

In order to state the results in this letter in the right context, we begin by reviewing desirable properties of sensing matrices and the best known bounds on their size. One can find $u$ from its underdetermined linear projection $y=\Phi u$ by solving the following $l_{0}$-minimization problem:

$$
\begin{equation*}
\min _{v}\|v\|_{0} \text { subject to } \quad \Phi v=y \tag{1}
\end{equation*}
$$

[^0]where $\|v\|_{0} \triangleq\left|\left\{i \mid v_{i} \neq 0\right\}\right|$. The $l_{0}$-minimization problem (1) is an NP-hard problem [7]. Chen et al. [7] have proposed the following $l_{1}$-minimization problem in place of $l_{0}$-minimization problem, making it a computationally tractable linear program:
\[

$$
\begin{equation*}
\min _{v}\|v\|_{1} \text { subject to } \quad \Phi v=y \tag{2}
\end{equation*}
$$

\]

where $\|v\|_{1}$ denotes the $l_{1}$-norm of the vector $v \in \mathbb{R}^{M}$.
One of the important breakthroughs in the CS literature is the characterization of the conditions under which problems (1) and (2) admit the same solution. An $m \times M$ matrix $\Phi$ is said to satisfy the restricted isometry property (RIP) [8], [9] of order $s$ with constant $\delta_{s}\left(0<\delta_{s}<1\right)$ if for all vectors $u \in \mathbb{R}^{M}$ with $\|u\|_{0} \leq s$, we have

$$
\begin{equation*}
\left(1-\delta_{s}\right)\|u\|_{2}^{2} \leq\|\Phi u\|_{2}^{2} \leq\left(1+\delta_{s}\right)\|u\|_{2}^{2} . \tag{3}
\end{equation*}
$$

RIP measures the degree to which each submatrix consisting of at most $s$ columns of $\Phi$ is close to being an isometry. The following theorem [7], [10] establishes the equivalence between $l_{0}$ - and $l_{1}$-minimization problems through RIP:

Theorem 1: Suppose an $m \times M$ matrix $\Phi$ has the $(2 s, \delta)$ restricted isometry property for some $\delta<\sqrt{2}-1$, then (1) and (2) have the same solution if (1) has an $s$-sparse solution.

A drawback of the RIP-based sparse vector recovery guarantees is that verifying a given sensing matrix satisfies the RIP property is itself NP-hard. As a consequence, most known constructions of matrices satisfying RIP are random constructions. An alternative, easily computable metric for the goodness of a sensing matrix is the mutual coherence.

The mutual coherence $\mu(\Phi)$ of a given matrix $\Phi$ is the largest absolute inner product between different normalized columns of $\Phi$, that is,

$$
\begin{equation*}
\mu(\Phi)=\max _{1 \leq i, j \leq M, i \neq j} \frac{\left|\phi_{i}^{T} \phi_{j}\right|}{\left\|\phi_{i}\right\|_{2}\left\|\phi_{j}\right\|_{2}} \tag{4}
\end{equation*}
$$

where $\phi_{i}$ is the $i$ th column of $\Phi$. The following proposition [11] relates the RIP constant $\delta_{s}$ and $\mu$.

Proposition 1: Suppose that $\phi_{1}, \ldots, \phi_{M}$ are the unit norm columns of the matrix $\Phi$ with coherence $\mu$. Then, $\Phi$ satisfies RIP of order $s$ with constant $\delta_{s}=(s-1) \mu$, when $\delta_{s}<1$.

As a consequence of the above, one approach in designing good sensing matrices is to construct matrices with low mutual coherence. In the recent years, the construction of binary CS matrices (i.e., containing 0 and 1 as elements) has attracted significant attention. Binary CS matrices are attractive because they can be implemented without the use of multipliers, thereby leading to faster dimensionality reduction. The construction of
binary sensing matrices is an area of active research, and there are several known constructions [12]-[19] using ideas from algebra, graph theory, and coding theory. All of these constructions possess an $(r, k)$-structure.

Definition 1: A matrix $\Phi$ is said to have an $(r, k)$-structure, if every column of $\Phi$ contains $k$ ones and the inner product between any two columns is at most $r$, that is, the mutual coherence of $\Phi$ is at most $\frac{r}{k}$.

The first constructions of binary sensing matrices were developed by DeVore [14]. The constructed matrices are of size $p^{2} \times p^{l+1}$ with coherence $\frac{l}{p}$, where $p$ is any prime power and $1<l<p$. This construction has an $(l, p)$-structure. Li et al. [16] generalized the work in [14] using algebraic curves over finite fields. The size of the matrices constructed is $|\mathcal{P}| q \times q^{\mathcal{L}(G)}$, where $q$ is any prime power and $\mathcal{P}$ is the set of all rational points on an algebraic curve $\mathcal{X}$ over a finite field $\mathbb{F}_{q}$ and $G$ is a divisor of $\mathcal{X}$ such that $\operatorname{deg}(G)<|\mathcal{P}|$. This construction has a $(\operatorname{deg}(G),|\mathcal{P}|)$-structure. Using Euler squares, Naidu et al. [12] constructed binary sensing matrices of size $n k \times n^{2}$ and coherence $\frac{1}{k}$, where $n=p_{1}^{r_{1}} p_{2}^{r_{2}} \ldots p_{l}^{r_{l}}$ and $k=\min \left\{p_{1}^{r_{1}}, p_{2}^{r_{2}}, \ldots, p_{l}^{r_{l}}\right\}-1$ with $p_{i}$ prime and $r_{i}$ any positive integer for $1 \leq i \leq l$. This construction has a $(1, k)$ structure. Li and Ge [17] constructed binary sensing matrices using finite geometry. These matrices possess $(1, q)-,(1, q+1)-$, and $(2, q+1)$-structure for a prime power $q$. All the existing constructions have an $(r, k)$-structure for a particular family of numbers. In the context with the previous discussion, the novel contributions of this work may be summarized as follows:

1) We relate extremal set theory to the problem of constructing matrices with low-mutual coherence. This connection allows us to utilize tools from extremal set theory to construct good binary sensing matrices for CS applications.
2) We derive an upper bound on the column size $M$ of a binary sensing matrix $\Phi_{m \times M}$ in terms of $r, k$, and $m$, which possess $(r-1, k)$-structure.
3) We show that, for every pair of integers $(r, k)$ with $r<k$, there exists a binary CS matrix, which possesses an $(r, k)$ structure, with optimal column size.
This letter is organized as follows. In Section II, we present the basics of extremal set theory and show how they are useful for constructing binary sensing matrices and bounding its maximum column size. Further, we establish the existence of sensing matrices that meet the upper bound on the column size. In Section III, we present the simulation results. In Section IV, we present our concluding remarks.

## II. Extremal Set Theory

Let $r, k$, and $m$ be positive integers such that $r<k<m$ and $X$ an $m$-element set, that is, $X=\{1,2, \ldots, m\}$. Define $2^{X}=$ $\{H, H \subseteq X\}$ and $[X]^{k}=\{H \subseteq X,|H|=k\}$. Any subset $\mathcal{F}$ of $[X]^{k}$ is called a $k$-uniform family.

Definition 2: Any subset $\mathcal{F}_{d}(r, k, m)$ of $[X]^{k}$ is called $r$ dense if any $r$-element subset of $X$ is contained in at least one member of $\mathcal{F}_{d}$.

Definition 3: Any subset $\mathcal{F}_{s}(r, k, m)$ of $[X]^{k}$ is called $r$ sparse if any $r$-element subset of $X$ is contained in at most one member of $\mathcal{F}_{s}$, that is, $\left|F_{i} \cap F_{j}\right| \leq r-1, \forall F_{i}, F_{j} \in \mathcal{F}_{s}$.

Definition 4: Any subset $\mathcal{F}_{S}(r, k, m)$ of $[X]^{k}$ is called a Steiner system if every $r$-element subset of $X$ belongs to exactly one member of $\mathcal{F}_{S}$.

Note 1: Let $m, k, r$, and $\lambda$ be positive integers such that $2 \leq$ $r<k<m$. We say that a set $\mathcal{S}$ of $k$-element subsets of an $m$-element set $X$ is an $r-(m, k, \lambda)$ packing design, if, any $r$ element subset $E$ of $X$ is contained in at most $\lambda$ members of $\mathcal{S}$. In particular, if $\lambda=1$, then $\mathcal{S}$ is $r$-sparse. We say that the set $\mathcal{S}$ is a covering design or a covering, if any $r$-element subset of $X$ is contained in at least one member of $\mathcal{S}$. That is, covering designs are nothing but $r$-dense sets.

A necessary divisibility condition [20] for the existence of Steiner systems is as follows:

$$
\begin{equation*}
\binom{k-i}{r-i} \text { divides }\binom{m-i}{r-i} \forall 0 \leq i \leq r-1 . \tag{5}
\end{equation*}
$$

Clearly, the Steiner system $\mathcal{F}_{S}(r, k, m)$ is a subset of the $r$ sparse set $\mathcal{F}_{s}(r, k, m)$.

## A. Extremal Set Theory for Binary Sensing Matrices

In this section, we discuss how the $r$-sparse sets may be related to the construction of binary CS matrices. Further, we determine the maximum possible column size of $(r-1, k)$-structure binary CS matrix and establish the existence of matrices possessing optimal column size, for every pair of integers $(r, k)$ with $r<k$. The following proposition relates the $r$-sparse sets and binary sensing matrices that possess $(r-1, k)$-structure.

Proposition 2: There is a one-to-one correspondence between the set of all $r$-sparse $k$-uniform families and binary sensing matrices that possess $(r-1, k)$-structure.

Proof: Let $\mathcal{F}$ be an $r$-sparse family of a set $X=$ $\{1,2, \ldots, m\}$. Define the matrix $\Phi=\left\{\phi_{i j}\right\}$ to be the $m \times|\mathcal{F}|$ binary incidence matrix of $\mathcal{F}$, that is, the columns of $\Phi$ correspond to the sets of $\mathcal{F}$. The characteristic vector on each $j$ th set $F_{j}$, gives the $j$ th column in $\Phi$, that is

$$
\phi_{i j}=\left\{\begin{array}{l}
1 \text { if } i \in F_{j}  \tag{6}\\
0 \text { otherwise }
\end{array}\right.
$$

Since $\mathcal{F}$ is an $r$-sparse family, it follows that the cardinality of overlap between any two columns of $\Phi$ is at most $r-1$ and the number of ones in each column is $k$. Hence, the matrix $\Phi$ has $(r-1, k)$-structure and the coherence is at most $\frac{r-1}{k}$.

Suppose $\Phi_{m \times M}$ is a binary sensing matrix with $(r-1, k)$ structure. Define $X=\{1,2, \ldots, m\}, F_{i}=\operatorname{supp}\left(\phi_{i}\right)$, where $\phi_{i}$ is the $i$ th column of $\Phi$ and $\operatorname{supp}\left(\phi_{i}\right)$ is the support vector of $\phi_{i}$. Let $\mathcal{F}=\left\{F_{1}, F_{2}, \ldots, F_{M}\right\}$, clearly $\mathcal{F} \subseteq[X]^{k}$.

Suppose $\mathcal{F}$ is not an $r$-sparse family, which implies that there exists some $T \in[X]^{r}$ and $F_{i}, F_{j} \in \mathcal{F}$ such that $T \subseteq F_{i} \cap F_{j}$. Therefore, $\left|F_{i} \cap F_{j}\right| \geq r$. This is contradiction, as $F_{i}$ and $F_{j}$ are support vectors of $\phi_{i}$ and $\phi_{j}$, respectively, and the cardinality of overlap between any two columns of $\Phi$ is at most $r-1$. Hence, $\mathcal{F}$ is an $r$-sparse family.

Therefore, using $r$-sparse sets, one can construct binary sensing matrices with coherence at most $\frac{r-1}{k}$.

Proposition 3: If $\mathcal{F}$ is an $r$-sparse $k$-uniform family with cardinality $M$ on an $m$-element set $X$, then the incidence matrix $\Phi_{m \times M}$ of $\mathcal{F}$ has coherence at most $\frac{r-1}{k}$ and $\Phi=\frac{1}{\sqrt{k}} \Phi$ satisfies RIP with $\delta_{s}=(s-1)\left(\frac{r-1}{k}\right)$, for any $s<\frac{k}{r-1}+1$.

Proof: Follows from propositions 1 and 2.

## B. Construction of $r$-Sparse Sets

In this section, we give a construction of 2-sparse $k$ uniform family on a set $X=\{0,1,2, \ldots, k p-1\}$ by using polynomials over finite field $\mathbb{F}_{p}=\left\{f_{1}=0, f_{2} \ldots, f_{p}\right\}$, where $p$ is any prime power and $2 \leq k \leq p-1$. For simplicity of notation, let us denote $f_{i}=i$ to form an order among the elements of $\mathbb{F}_{p}$. Let us denote the set of all polynomials of degree at most one over $\mathbb{F}_{p}$ as $\Gamma(x)=\left\{f_{i} x+f_{j}: f_{i}, f_{j} \in\right.$ $\left.\mathbb{F}_{p}\right\}$. Note that $|\Gamma(x)|=p^{2}$. If we consider each polynomial $P(x) \in \Gamma(x)$ as a mapping from $\mathbb{F}_{p}$ to $\mathbb{F}_{p}$ then $P(x) \in$ $\mathbb{F}_{p}, \forall x \in \mathbb{F}_{p}$. Form a $k$-tuple $S_{k}=\{0,1, \ldots, k-1\} \subset \mathbb{F}_{p}$, for $2 \leq k \leq p-1$. Define $P\left(S_{k}\right)=\{P(0), P(1), \ldots, P(k-$ $1)\}$ for all $P(x) \in \Gamma(x)$. Since the degree of the polynomial $P(x)-T(x)$ is at most one for all $P(x), T(x) \in \Gamma(x)$, the set $\mathcal{F}_{\Gamma}=\{\{P(0), P(1)+p, \ldots, P(k-1)+(k-1) p\}$ : $\forall P(x) \in \Gamma(x)\}$ forms a 2 -sparse $k$-uniform family on the set $X=\{0,1,2, \ldots, k p-1\}$. Since there are $p^{2}$ polynomials, it follows that the cardinality of $\mathcal{F}_{\Gamma}$ is $p^{2}$. The above construction procedure may be summarized as follows:

Proposition 4: If $\mathbb{F}_{p}$ is a finite field of order $p$ and $\Gamma(x)$ is the set of all polynomials of degree at most one over $\mathbb{F}_{p}$, then, the set $\mathcal{F}_{\Gamma}$ constructed above is a 2 -sparse $k$-uniform family $\mathcal{F}_{s}(2, k, k p)$ on the set $X$ with cardinality $p^{2}$.

From Propositions 2 and 4, the incidence matrix of $\mathcal{F}_{\Gamma}$ will have a $(2, k)$-structure and size $k p \times p^{2}$. Further, from Proposition 2, it can be observed that any binary sensing matrix $\Phi$ of size $m \times M$ with $(r-1, k)$-structure will fall in the set of all $r$-sparse $k$-uniform families on a set $X$ of cardinality $m$. For example:

1) The binary construction in [14] has an $(r, p)$-structure with size $p^{2} \times p^{r+1}$. This construction falls in the $(r+1)$ sparse $p$-uniform family of the set $X$ with cardinality $p^{2}$, for every pair $(r, p)$ with $r<p$ and $p$ being a prime power. That is, it is an $(r+1)$-sparse set on a set $X=$ $\left\{1,2, \ldots, p^{2}\right\}$.
2) The construction in [12] has a $(1, k)$-structure with size $n k \times n^{2}$. This construction falls in the 2 -sparse $k$-uniform family of the set $X$ with cardinality $n k$, where $n=$ $p_{1}^{r_{1}} p_{2}^{r_{2}} \ldots p_{l}^{r_{l}}$ and $k=\min \left\{p_{1}^{r_{1}}, p_{2}^{r_{2}}, \ldots, p_{l}^{r_{l}}\right\}-1$ with $p_{i}$ a prime for $1 \leq i \leq l$ and $r_{i}$ a positive integer. That is, it is a 2 -sparse set on a set $X=\{1,2, \ldots, n k\}$.
3) The construction in [17] falls in the $r$-sparse families of $\mathcal{F}_{s}\left(2, q, q^{3}\right), \mathcal{F}_{s}\left(2, q+1, q^{3}+1\right)$, and $\mathcal{F}_{s}(3, q+$ $\left.1, q^{2}+1\right)$.
4) The Steiner system $\mathcal{F}_{S}(r, k, m)$ falls in the $r$-sparse family of $\mathcal{F}_{s}(r, k, m)$.
Remark 1: The $r$-sparse family is the superclass of all binary constructions that have an $(r-1, k)$-structure.

## C. Upper Bound on the Column Size

So far, we have discussed how one can construct binary sensing matrices with small coherence using $r$-sparse sets. We also proved that there is a one-to-one correspondence between the set of all $r$-sparse $k$-uniform families and binary sensing matrices. Now, using results from extremal set theory on $r$-sparse sets, we bound the maximum possible column size of these matrices. Katona and Nemetz [21] proved the following result:

Proposition 5: If $\mathcal{F}_{s} \subseteq[X]^{k}$ and $\mathcal{F}_{s}$ is an $r$-sparse family, then

$$
\begin{equation*}
\left|\mathcal{F}_{s}\right| \leq \frac{\binom{m}{r}}{\binom{k}{r}} \tag{7}
\end{equation*}
$$

Therefore, the column size of a binary sensing matrix that possesses $(r-1, k)$-structure is at most $\frac{\binom{m}{r}}{\binom{k}{r}}$, where $m$ is the row size, $k$ is the number of ones each column contains, and $r-1$ is the inner product between any two columns.

Let $n(m, k, r)$ denote the maximum possible cardinality of $\mathcal{F}_{s}$ in Definition 3. The following theorem from [22] establishes the existence of binary sensing matrices with optimal column size.

Theorem 2: $\lim _{m \rightarrow \infty} n(m, k, r) \frac{\binom{k}{r}}{\binom{m}{r}}=1$, for every pair $(r, k)$ with $r<k$.

The proof of the above theorem is based on constructing an $r$-sparse family $\mathcal{F}_{s}(r, k, m)$ with size $M$ using probabilistic methods, such that $M\binom{\binom{k}{r}}{\binom{m}{r}} \in(1-\epsilon, 1+\epsilon)$ for every fixed $r$ and $k$ with $r<k$ and $m$ is sufficiently large, with $\epsilon$ being a small positive number.

Remark 2: For sufficiently large $m$, by using the Rodl construction [22], one can generate $(r, k)$-structure binary sensing matrices with asymptotically optimal column size for any $r$ and $k$ with $r<k$.

A drawback of the Rodl construction is that the row size $m$ does not have an explicit value. However, the recent breakthrough construction on Steiner systems by Keevash [20] gives the explicit value of $m$ for every $r$ and $k$. He proved the following theorem.

Theorem 3: For fixed $r$ and $k$ there exists an $m_{0}(r, k)$ such that if $m>m_{0}(r, k)$ satisfies the divisibility condition (5), then a Stenier system $\mathcal{F}_{S}(r, k, m)$ exists.

Therefore, using the construction in [20] and Proposition 2, we can deduce the following theorem.

Theorem 4: For every pair of integers $(r, k)$ with $r<k$ there exists a binary sensing matrix $\Phi$ of size $m \times M$ having $(r, k)$ structure with optimal column size.

In the above theorem, row size $m$ is a positive integer greater than $m_{0}(r, k)$ that satisfies the divisibility condition (5) and the column size is $M=\frac{\binom{m}{r}}{\binom{k}{r}}$.

Thus, we have established the existence of matrices possessing optimal column size, for every pair of integers $(r, k)$ with $r<k$. In the next section, we illustrate the performance of the proposed binary sensing matrix constructions via simulations.


Fig. 1. Comparison of the reconstruction performances of the matrices constructed from $r$-sparse sets, Gaussian and Bernoulli random matrices, bipolar construction from BCH codes [13], and DeVore's binary construction [14].

## III. Simulation Results

In this section, we compare the sparse vector recovery performance of matrices formed by $r$-sparse sets, the standard Gaussian (with entries drawn from $\mathcal{N}\left(0, \frac{1}{m}\right)$ ), Bernoulli (with entries $\phi_{i j}= \pm \frac{1}{\sqrt{m}}$, each with probability $\frac{1}{2}$ ) random matrices, deterministic bipolar matrices constructed using BCH codes [13], and deterministic binary matrices [14], via numerical simulations. The binary matrix of size $66 \times 121$ is constructed as the incidence matrix of 2-sparse set $\mathcal{F}_{s}(2,6,66)$ using the construction in Section II-B with $p=11$ and $k=6$. To compare with DeVore's binary construction [14] and bipolar construction using BCH codes [13], we generate matrices of size of $64 \times 512$ and $63 \times 512$, respectively, and consider the first 121 columns. It is easy to see that the coherence of the matrix cannot increase by removing columns.

For each sparsity level $s, 2000 s$-sparse vectors $x$ with nonzero indices chosen uniformly at random and the entries drawn from $\mathcal{N}(0,1)$ are considered. The measurements $y=\Phi x$ are constructed using the sensing matrices being compared. The vector $y$ and matrix $\Phi$ are input to the orthogonal matching pursuit (OMP) algorithm [23], and its output is denoted by $\tilde{x}$. For purposes of comparison, the signal-to-noise ratio (SNR) of $x$ is defined as

$$
\operatorname{SNR}(x)=10 \log _{10}\left(\frac{\|x\|_{2}}{\|x-\tilde{x}\|_{2}}\right) \mathrm{dB}
$$

The recovery is considered successful if $\operatorname{SNR}(x) \geq 100 \mathrm{~dB}$. The success probability is plotted against the sparsity level in Fig. 1. From the plot, we observe that the binary sensing matrices constructed from $r$-sparse sets outperform the other constructions considered.

Figure 2 shows the phase transition curves for $r$-sparse, Gaussian and Bernoulli random matrices for different values of $\delta=\frac{m}{M}$ that were given by the matrices of size $m \times M$, where $m$ $=26,39,52,65,78,91,104,117,130$ and $M=169$. The phase transition diagrams depict the largest $k$ (with fixed $m$ and $M$ ) for faithfully recovering $k$-sparse vectors via $l_{1}$-minimization. In Fig. 2, successful reconstruction is not possible in the region above the curve while the recovery is successful in the region


Fig. 2. Comparison of the matrices constructed from $r$-sparse sets with Gaussian and Bernoulli random matrices through phase transition.
below the curve. As mentioned earlier, recovery is considered to be successful if the SNR is greater than 100 dB . Given a set of points $\delta=\frac{m}{M}$, we generate the phase transition curve by finding the largest sparsity $k$ such that the probability of successful recovery is at least $90 \%$. From the plot, we observe that the matrices constructed from the $r$-sparse sets outperform Gaussian and Bernoulli random matrices.
Next, we demonstrate the relative performances of the Gaussian and Bernoulli random measurement matrices and the matrix obtained using $r$-sparse sets in the context of image reconstruction from lower dimensional patches. The image is divided into smaller patches $\left\{I_{l} \mid l=1,2, \ldots, N\right\}$ of equal sizes. For each patch, compressed measurements $I_{l}^{\prime \prime}$ are obtained by multiplying vectorized versions of $I_{l}$ with the product of the sensing matrix and the wavelet transform matrix.

For image recovery, $I_{l}^{\prime \prime}$ and the corresponding binary, Bernoulli, or Gaussian matrix is input to the OMP algorithm, and the resulting higher dimensional sparse vector $I_{l}^{\prime}$ is inverse wavelet transformed to reconstruct the image.

We reconstruct the images from lower dimensional patches with respect to the matrices constructed from the $r$-sparse set $\mathcal{F}_{s}(2,8,32)$, Bernoulli and Gaussian matrices of size $32 \times 64$. The associated reconstruction accuracy in terms of SNR are $15.91,14.55$, and 13.28 dB , respectively. Thus, the matrices constructed from $r$-sparse sets outperform the Gaussian matrix by about 2.63 dB and the Bernoulli matrix by about 1.36 dB .

## IV. Concluding Remarks

In this letter, we showed the utility of extremal set theory for constructing binary sensing matrices with optimal column size. We also presented bounds on the column size as a function of the row size of the matrix, number of ones each column contains and the cardinality of overlap between any two columns. In addition, we showed that there exists a binary sensing matrix with optimal column size for every pair $(r, k)$ with $r<k$. The resulting binary sensing matrix was shown to outperform random Bernoulli and Gaussian sensing matrices of the same size via numerical experiments. These binary constructions are useful because of the computational advantage they offer during the measurement and the reconstruction.
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