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Abstract—In this paper, we aim to determine the multi-hop
route between a Device-to-Device (D2D) source-destination pair
that maximizes the end-to-end throughput, under stochastic
interference constraints imposed by the cellular network and
a target SINR constraint at the destination. We determine the
maximum allowed D2D transmit powers from the interference
constraints and propose a throughput-optimal routing algorithm
under a target SINR constraint at the D2D receivers. Also, using
elementary queuing theoretic analysis, we derive closed form
expressions for throughput and delay under a sequential link
activation scheme. Our simulation results show that consideration
of channel statistics to determine the optimal route gives higher
end-to-end data rates compared to routing based on the path loss
only, and highlights the advantages of using a multi-hop route
over direct link communication.

Index Terms—Device-to-device communication, routing, inter-
ference management.

I. INTRODUCTION

In traditional cellular networks, all the communication be-

tween devices is through the Base Station (BS), even when

they are within the communicating radius of each other. This

has provided an acceptable quality of service for conventional

low data rate mobile services such as voice calling, text

messaging, or email. However, with the increase in use of

high data rate services, often requested by devices in close

proximity, one can achieve significantly better performance by

enabling direct links between devices, in addition to reducing

the inter-cell interference and improving the spectral efficiency

via better frequency reuse. Device-to-Device (D2D) commu-

nication, defined as the direct communication between devices

without traversing the core cellular network, has recently

received much attention in this regard.

One of the open challenges in D2D communications is the

routing of data over multiple D2D relay nodes to arrive at the

destination and obtain maximum throughput while ensuring

that the interference to the core network is kept to a minimum.
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Although it is not explicitly supported in the standard, multi-

hop D2D can be implemented “over the top” in LTE Release

13, by using a User Equipment (UE)-to-Network relay which

switches between being a relay and a remote UE. This makes

it relevant to consider multi-hop routing between D2D nodes,

as it can potentially offer higher data rates when compared to

the single-hop direct communication.

Recent research in D2D communication includes the aspects

of scheduling [1], resource allocation [2], [3], analysis of

interference and coverage [4] and channel modeling [5]. In [6],

the authors proposed a scheme for uplink D2D, where D2D

users listen on a control channel and adjust their operating

parameters such that the interference from D2D communica-

tion to the cellular link is below a maximum allowed level.

In [7], the authors proposed an algorithm in which D2D nodes

are associated with interference-limited regions and resources

are allocated such that there is no cellular user employing the

same resource in these regions.

In practice, when two devices communicate in the D2D

mode, the direct path may not be optimal or may become

infeasible while satisfying the interference constraint imposed

by the cellular network. A higher throughput could be achieved

by routing the data through multiple short-range, high-rate

links. Towards that, [8] and [9] analyzed the energy efficiency

and achievable capacity, respectively, for two-hop D2D com-

munication. In [10], the authors considered multi-hop routing

problem and proposed an algorithm to minimize the hop-count

between source and destination, under a target rate constraint

on the D2D links.

A routing algorithm has been proposed in [11] for downlink-

inband D2D considering the path loss between nodes to control

the interference to the cellular network while achieving a target

SINR at the D2D receivers. However, the routing procedure

does not consider the effect of fading in the channels between

D2D nodes and between the D2D nodes and the cellular

network. This could lead to a sub-optimal route in terms of

the achievable throughput, due to the link outages caused

by channel fading. Moreover, the interference caused to the

cellular network could be higher than that calculated using

the path loss component only.

In this paper, we consider the problem of multi-hop routing

between a given D2D source and destination, under a stochas-

tic interference constraint imposed by the cellular network.978-1-5090-5356-8/17/$31.00 c© 2017 IEEE



Our goal is to determine the route that maximizes the end-to-

end throughput, after accounting for link outages due to fading

between the D2D nodes. We solve this problem, under a fixed

rate communication scheme, in which all the D2D links aim

to achieve the same target rate. A fixed rate of communication

between D2D nodes is desirable for implementation, as it

allows all links to operate using the same modulation and

coding scheme. We compute the probabilities with which the

D2D links achieve a given target data rate, and apply a routing

algorithm on the appropriate cost matrix. Further, under a

sequential link activation scheme, we analyze the achievable

throughput and the delay incurred by the determined optimal

route using elementary queueing theoretic results. The analysis

allows us to find the SINR threshold (equivalently, the per-

link rate) and corresponding route that maximizes the end-

to-end throughput. Finally, using Monte Carlo simulations,

we validate the accuracy of our analysis and illustrate the

significant improvement in throughput that is achievable by

allowing multi-hop D2D communication between nodes.

II. SYSTEM MODEL

We consider a network with N BSs and M D2D users

deployed in an area of interest [11], as illustrated in Fig. 1. We

assume that a D2D source dS wishes to send data to a D2D

destination dD in the uplink-inband D2D mode, where the

D2D communication happens in the uplink frequency bands.

Uplink-inband D2D is more popular than downlink-inband

D2D, as it is known to offer better throughput [12]. In addition

to the distance-dependent path loss component, we assume a

Rayleigh fading channel between a D2D transmitter dt and

D2D receiver dr, and between dt and BS bs, whose channel

fading coefficients are denoted by htr and htbs , and whose

average power gains are denoted by σ2 and σ2
bd, respectively.

To perform optimal routing, we require only the knowledge

of the locations of the BSs and D2D users, and not that of

the cellular users, while satisfying interference constraints im-

posed by the cellular network. In this scenario, the D2D users

need to manage, and contend with, two kinds of interferences:

(a) Interference from cellular users at the D2D receivers

(b) Interference from D2D transmitters at the cellular BSs.

Further, due to the Rayleigh fading nature of the channel, the

observed interference at the BS will exceed any given tolerance

limit with nonzero probability, and this should be accounted

for in the routing phase. Therefore, we impose probabilistic

constraints on the interference caused by the D2D users at the

BS, while the D2D users themselves aim to achieve a certain

target SINR at their respective receivers. Thus, corresponding

to the aforementioned sources of interference, we require that

the D2D users satisfy the following constraints:

(a) Target SINR constraint: Each D2D receiver requires that

its SINR should exceed a threshold γth for successful

data reception. This is because we consider a fixed-rate

communication scheme with target rate log2(1+γth), and

when the SINR ≥ γth, each D2D link can achieve the

desired target rate. Here, γth is a design parameter to be

chosen later.

Base station

Cellular user

D2D source D2D destination

D2D relay
Interference

Cellular/D2D data

Fig. 1. System model with N = 1 BSs and M = 3 D2D users

(b) Interference outage constraint: The interference caused by

a D2D transmitter at all BSs should be below a threshold

γbs dB with probability at least 1−pb, similar to [13]. Here,

0 ≤ pb ≤ 1 is called the interference outage probability.

Both γbs and pb are specified by the cellular network.

Intuitively, there is a tradeoff between γth and the end-to-

end throughput achieved. If γth is too low, the direct path

between the D2D source and destination is feasible with high

probability, but the link achieves low throughput. If γth is very

high, each D2D link achieves higher rate, but the direct path

may become infeasible with high probability, so that a multi-

hop route must be found. However, too many hops in the route

can also negatively impact the end-to-end throughput, since the

available time for communication must be shared between the

hops. Thus, there is an optimal value of γth that maximizes

the end-to-end throughput. Our goal in this paper is to find

the throughput-optimal route for communication between the

given D2D source and destination, and the corresponding

optimal SINR threshold. The optimal route so obtained is used

for sequential link activation based data transmission, which

requires a 1-bit acknowledgment signal from the destination

to the source.

In the next section, we first present a recipe to determine

the maximum allowed transmit powers at the D2D nodes. We

use this to determine the link outage probabilities between the

D2D nodes, which will lead us to an algorithm to find the

throughput-optimal path between the given D2D source and

destination pair.

III. PROPOSED ROUTING ALGORITHM

The first step in determining the optimal route between the

D2D source and destination is to find the maximum power

at which each D2D node is allowed to transmit, given the

interference constraint imposed by the cellular network. This

determines the outage probability of the links when the D2D

nodes attempt to communicate with each other at the target

rate of log2(1 + γth), which sets the average rate achieved

between pairs of D2D nodes. Using this, we construct a rate

matrix between all possible pairs of D2D nodes, which then



allows us to use Dijkstra’s algorithm to find the throughput

optimal route.

A. Determination of maximum allowed transmit power and

link outage probabilities

The following recipe determines the maximum allowed

transmit power at the tth D2D node, denoted by Pmax
t ,

under the interference outage constraint. Next, it uses Pmax
t

to determine the outage probabilities between all pairs of

D2D nodes when they attempt to communicate at the rate

determined by the target SINR γth.

Step 1 The maximum allowed power by the tth D2D trans-

mitter such that the interference outage probability

constraint is satisfied at the bth
s BS is calculated using

the path loss model and the fading channel between

D2D nodes and the BS as follows

Pmax
t =argmax

Pt

{Pr{Pt − 10η logDtbs

+ 20 log(|htbs |) < γbs} ≥ (1− pb)}
(1)

In the above, η denotes the path loss exponent and

Dtbs denotes the distance between the tth D2D node

and base station bs. We require the above constraint to

be satisfied at all BSs s ∈ {1, 2, . . . , N}. Hence, the

maximum transmit power of a D2D transmitter dt is

limited by the interference it causes to its nearest BS,

denoted by bn. Assuming a Rayleigh fading channel,

we obtain the maximum allowed power, Pmax
t , for

every dt, as follows

Pmax
t = 10 log

(

−
10

γbs
10 D

η
tbn

2σ2
bd ln pb

)

. (2)

Step 2 At every D2D receiver dr, the aggregate interference

and noise power, P int
r is measured using an energy or

power meter.

Step 3 The transmit power required at a D2D node dt to meet

the target SINR constraint at the D2D receiver dr is

given by

Pmin
tr =argmin

Ptr

{Ptr − 10η logDtr

+ 20 log(|htr|)− P int
r ≥ 10 log γth}.

(3)

Step 4 The D2D link dt −→ dr is said to be in outage, or

deemed to be infeasible, if Pmin
tr > Pmax

t . Therefore,

again assuming a Rayleigh fading channel, the outage

probability of the link is given by

pout
tr = 1− exp



−
10

Pint
r +10η log Dtr+10 log γth−Pmax

t
10

2σ2



 .

(4)

The time complexity of the algorithm presented above is

O(M2), since we need to compute the maximum allowable

transmit power for each of the D2D nodes and the outage

probability for all pairs of D2D nodes. Having obtained the

outage probabilities with which each of the D2D links can

support the target rate, we proceed to find the optimal multi-

hop path between the source and destination D2D nodes.

B. Finding the throughput-optimal route

We use the outage probabilities determined above to find the

throughput-optimal route between a source dS and destination

dD for a given target SINR threshold γth. The steps given

below are used to determine the route that maximizes the end-

to-end throughput.

Step 1 As determined above, the interference and data outage

constraint together set the reliability of any given D2D

link. That is, the link dt −→ dr supports the target rate

log2(1 + γth) with probability 1− pout
tr . Therefore, the

effective rate of the link is

Rtr = (1− pout
tr ) log2(1 + γth) (5)

Step 2 The inverse rate matrix R ∈ R
M×M associated with

all possible D2D links is computed as:

Rt,r =
1

Rtr

(6)

Also, Rt,t = 0 ∀ t.

Step 3 Since the end-to-end throughput of a series of links

is the scaled harmonic mean1 of the individual link

rates, Dijkstra’s algorithm [14] can be directly applied,

with link weights given by the inverse rate matrix

obtained above. This results in a throughput-optimal

route from dS to dD which minimizes the sum of

inverse rates, and consequently maximizes the end-

to-end throughput.

The time complexity of Dijkstra’s algorithm is also O(M2),
and hence the overall complexity of the proposed routing

algorithm is O(M2).
Thus, an optimal route in terms of achievable end-to-end

throughput is obtained for a given value of target SINR

threshold at the D2D receiver. The above recipe can be used

to perform a one dimensional search over γth to obtain the

globally optimal path and its associated SINR threshold. We

now describe the link activation scheme used to transmit data

over the optimal route, and provide analytical results for the

achievable throughput, delay and system idle probability.

IV. SEQUENTIAL LINK ACTIVATION BASED DATA

TRANSMISSION

In sequential link activation (SLA), each of the links in the

throughput-optimal route is selected in a round-robin fashion,

and is activated repeatedly in successive slots till its packet is

delivered to the next node in the path. Only one D2D link is

activated per slot, which ensures that the interference outage

constraint imposed by the cellular network is always satisfied.

A packet sent from transmitter dt to receiver dr in the optimal

path is successful if Pmin
tr ≤ Pmax

t , which, in turn, depends

on the fading instantiation, as given in Step 3 of the algorithm

in Sec. III-A. Hence, the time taken for a packet to reach the

next node in the path is a geometric random variable with

parameter given by the link outage probability pout
tr . We now

1More precisely, the throughput is the harmonic mean multiplied by the
number of links in the path.



analyze the end-to-end throughput, packet delay and system

idle probability for SLA based data transmission over the

optimal route, when the fading coefficients of the wireless

channels between D2D nodes are independent and identically

distributed Rayleigh random variables.
1) Delay and Throughput: The end-to-end delay in packet

transmission is the sum of the expected number of time slots

taken to transmit a packet successfully from a D2D transmitter,

dt, to the D2D receiver, dr, for each link in the optimal path.

For the link dt → dr, the expected delay, wSLA
tr , is given by

wSLA
tr = (1− pout

tr ) + 2pout
tr (1− pout

tr ) + 3(pout
tr )

2(1− pout
tr ) + · · ·

=
1

(1− pout
tr )

. (7)

The delay due to all the links in the route is then given by

wSLA =
∑

(t,r) ∈ {(S,1),
(1,2),···,(K,D)}

wSLA
tr (8)

where K denotes the number of relays in the optimal route

determined in the previous section. From Little’s law, since

there is at most one packet waiting to be transmitted over

each link, the throughput of the link dt → dr is

Ttr =
1

wSLA
tr

log(1 + γth). (9)

The end-to-end throughput between the D2D source and

destination pair is the scaled harmonic mean of the throughputs

of individual links in the route, leading to the expression

T SLA =
1

wSLA
log(1 + γth). (10)

2) System idle probability: The system is said to be in the

idle state whenever the selected link is found to be infeasible

and so the packet cannot be successfully transmitted through

that link. The idle probability is of interest, as it measures the

spectral reuse by the D2D nodes. Also, a network with a high

system idle probability is likely to yield low end-to-end data

throughput between the source and destination. For example, at

higher values of target SINR threshold, the D2D links become

infeasible more frequently due to the limited transmit power

allowed by the interference outage constraint, which leads to

the system being in idle state more frequently. System idle

probability can thus be used to compare the efficiency of routes

in terms of achievable throughput as well.
First, the probability of the link dt → dr being selected for

data transmission is proportional to the delay introduced by it,

and is given by

psel
tr =

wSLA
tr

wSLA
. (11)

Thus, the system idle probability when the SLA scheme is

used for data transmission is

pSLA
out =

∑

(t,r) ∈ {(S,1),
(1,2),···,(K,D)}

pout
tr p

sel
tr

= 1

wSLA

∑

(t,r) ∈ {(S,1),
(1,2),···,(K,D)}

pout
tr

1−pout
tr

. (12)
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Fig. 2. Comparison of the throughput performance of the proposed algorithm
and algorithm in [11].

This completes the throughput analysis of the routing algo-

rithm. Next, we present simulation results to illustrate its

performance.

V. SIMULATION RESULTS

The simulation setup consists of N = 2 BSs and M =
10 D2D users with channel fading coefficients drawn from

CN (0, 1). The geographical distribution of the D2D users and

BSs are the same as in [11]. The interference threshold at the

BSs, γbs = 3 dB and pb = 0.4. The path loss exponent η = 4
and the reference distance is taken to be 1 m. We determine the

end-to-end D2D throughput as a function of the target SINR

threshold, γth.

We compare the performance of our routing algorithm

against the algorithm proposed in [11], which ignores the

fading in the wireless channel (and only considers the path

loss in the signal). However, to make the comparison fair,

we consider a modified version of the algorithm in [11], by

accounting for the fading in the channel between the D2D

nodes and the BSs in the route design phase. We use the

interference outage constraint, pb, to calculate the maximum

allowed transmit power as given in (1) of Sec. III-A. This

equation replaces the one in Step 4 of the algorithm in [11],

and ensures that the maximum allowed transmit powers of the

D2D nodes are the same in both the algorithms. Hence, the

achieved data rates are comparable to each other.

The results in Figure 2 show that our algorithm achieves

significant throughput gains, i.e., approximately 50%, com-

pared to the algorithm in [11] because the link outages due

to fading in the D2D links have been considered in the route

design. In addition, our algorithm is able to find a feasible

route at higher SINR threshold values too. This is because the

effective rates of the D2D links are nonzero even at higher

target rates, unlike [11], where the source and destination
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Fig. 3. D2D throughput for different values of interference outage probability.

become disconnected at high γth. We also note the perfect

match between the simulated throughput and the theoretical

expression derived in (10).

The results in Figure 3 illustrate the data rates obtained

under different probabilistic guarantees imposed on the inter-

ference constraint. As the cellular network allows for more

interference outages, D2D transmitters exploit the availability

of higher maximum allowed powers. This allows the links to

meet the target SINR constraint more frequently, resulting in

increased data throughput.

To understand the throughput variation with distance be-

tween the D2D source and destination, we use a single-cell

simulation setup where the node locations are varied according

to the angle subtended by them at the BS. Here, the source and

destination are allowed to skirt around the BS with an angular

separation between them while Mr potential D2D relay nodes

are placed uniformly on the circle formed by the skirt radius,

R, for R = 5 and 20 units. The plots in Figure 4 confirm

that the end-to-end throughput is maximum when the nodes

are closest to each other and the direct link is available for

communication. Also, the gain in throughput due to multi-

hop D2D (compared to single-hop D2D) becomes more and

more significant as the angle subtended at the BS increases.

Figure 5 shows the throughput as a function of the SINR

threshold for two different skirt radii. The throughput is higher

at higher R. This is because the maximum allowed power

under the interference outage constraint is higher, allowing

the D2D nodes to achieve higher rates. Also, the target SINR

threshold which achieves maximum throughput decreases with

increase in angular separation and decrease in skirt radius.

In Fig. 6, we illustrate the improvement in D2D throughput

when different numbers of D2D relay nodes (denoted by Mr)

are available in the network. The throughput is improved

due to the availability of more D2D links to choose from to

obtain the throughput-optimal route. The plots reiterate that a

multi-hop route can offer significantly better throughput than
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Fig. 4. Optimized D2D throughput achieved with angle subtended by the
source and destination at the BS.
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Fig. 5. D2D throughput achieved with different angles subtended by the
source and destination at the BS for two different skirt radii.

single-hop D2D (the curve with Mr = 0). To generate these

results, the locations of the BS, source and destination are

kept fixed, and the locations of other D2D nodes are chosen

uniformly at random within an area of interest. The throughput

values are obtained by averaging the results across 100 random

deployments of D2D relay nodes.

Finally, Figure 7 illustrates the behavior of the system idle

probability which increases with increasing target SINR. At

γth = −4 dB, the idle probability drops when the optimal route

changes from direct link communication to a 2-hop path and

increases thereafter, as more links become infeasible under the

interference outage constraint imposed by the cellular network.

Further, the plot verifies the correctness of the theoretical

expression derived in Sec. IV-2.
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VI. CONCLUSION

In this work, we proposed routing algorithms for maximiz-

ing the end-to-end throughput between a given D2D source

and destination pair, under interference constraints imposed

by the cellular network, with a fixed-rate communication

model between D2D nodes in the network. We computed the

effective rates achieved by the links comprising the optimal

path by considering the probabilistic interference constraint

at the BSs and a target SINR threshold at the D2D receiver.

We proposed optimal routing and power allocation algorithms

which are computationally efficient and easy to implement in

practice. We considered a sequential link activation scheme

for data transmission, which adheres to the interference out-

age constraint, and obtained analytical expressions for data

throughput, delay and system idle probability.

Our results showed that multi-hop routing can offer signif-

icantly better throughput compared to single-hop D2D com-

munications. Further, considering the effect of channel fading

in the routing phase leads to better throughput compared

to designs based on the path loss only. We also illustrated

the effect of separation between source and destination D2D

nodes, the distance from the BS, and availability of potential

D2D relay nodes, on the end-to-end data rates, via simulations.

Future work could consider data buffer-aided opportunistic

link activation instead of SLA, where any link that is feasible

in a given slot can be activated, thereby reducing the system

idle probability and improving throughput, at the cost of a

higher average packet delay.
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