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Abstract

Cell-free massive multiple-input multiple-output (CF-mMIMO) systems, where multiple
access points (APs) jointly and coherently serve a large number of user-equipments (UEs)
in a geographical area, offer multi-fold improvement in spectral efficiency (SE) compared
to cellular mMIMO systems. This is because of its unique ability to convert multi-cell
interference of a cellular system to useful information-bearing signals while performing
joint data processing at the central processing unit (CPU). Further, the proximity of the
UEs and the distributed APs improves macro-diversity and link reliability, which in turn
provides a uniform quality of service (QoS) to all the UEs while maintaining a high peak
data rate. However, several signal processing challenges need to be thoroughly understood
and addressed, in order to make CF-mMIMO practically viable. In this regard, this thesis
addresses three problems in CF-mMIMO systems: channel estimation, enabling dynamic
time division duplexing (DTDD), and synchronization.
In CF-mMIMO systems, a natural UE grouping by the serving base stations (BSs) does

not exist, unlike a cellular mMIMO system. Also, in cellular mMIMO, only the serving
BS aims to estimate the channel from a given UE, while in a CF-mMIMO system, all
the APs in the vicinity of a given UE need to obtain good channel estimates. Therefore,
there is a need to revisit the allocation of pilot sequences across UEs to mitigate pilot
contamination in CF-mMIMO systems. We address the problem of channel estimation
from three different viewpoints: (i) design of quasi-orthogonal pilots, (ii) development of
a low complexity algorithm for pilot allocation, and (iii) pilot length minimization while
ensuring that physically proximal UEs do not suffer from pilot contamination. We first
develop a clustering algorithm for APs and UEs and propose a novel mutually unbiased
orthonormal bases (MUOB)-based pilot (quasi-orthogonal) design, where the pilots are
orthogonal within a cluster of APs and UEs and minimally correlated across clusters.
Theoretically, we show that pilot sets forming MUOB minimize inter- and intra-cluster
pilot contamination. The key advantage of MUOB is that, once these AP-UE clusters are
formed, the effect of pilot contamination on the channel estimates is allocation-agnostic
due to the constant correlation properties of the MUOB pilots. We also develop iterative
algorithms for pilot allocation where clustering of APs and UEs is not required. Now,
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Abstract iv

the preceding two schemes are for a predetermined length of pilot sequences. Hence, we
next formulate a pilot length minimization problem and propose a novel pilot design and
allocation algorithm that ensures no pilot contamination among any pair of UEs that are
proximal to a common AP, and this is guaranteed at all APs. Further, our algorithm
procures the pilot allocation with a minimum number of orthogonal pilots being reused
across the UEs. We numerically validate the superiority of the proposed algorithms over
several existing schemes in the literature and also provide a comparative study of our
proposed algorithms.
We next analyze the performance of DTDD-enabled CF-mMIMO systems, where the

uplink (UL) reception and downlink (DL) transmission modes of the half-duplex (HD)
APs can be scheduled based on the local UL/DL traffic load. Thus, a DTDD-enabled CF
system operates like a virtual full-duplex (FD) system that can concurrently serve UL and
DL UEs; however, with HD hardware. However, the sum UL-DL SE is limited by inter-AP
interference (InAI) and inter-UE interference (InUI), commonly referred to as cross-link
interferences (CLIs). We analyze the effects of CLIs on the sum UL-DL SE of DTDD CF
systems. We also develop greedy AP scheduling algorithms and UL-DL power allocation
strategies to maximize the sum UL-DL SE. Our algorithms come with closed-form update
equations and are shown to converge to local optima. Numerical experiments illustrate
that sum SE with DTDD can match and even outperform an FD CF system and also an
FD cellular system with similar antenna density. This is because DTDD can schedule the
APs in UL or DL based on the localized traffic load and achieve better array gain for a
given antenna density. Further, in DTDD, CF has better InAI suppression capability as
only the subset of APs that are operating in DL interferes with the subset of APs that are
operating in UL. In contrast, all the APs contribute to InAI in an FD CF system. Hence,
although DTDD and FD enable the CF system to concurrently serve UL and DL UEs,
DTDD is preferable because it can meet and even outperform FD without requiring IrAI
cancellation hardware.
We next address the synchronization issues in a UL CF-mMIMO system using orthogonal

frequency division multiplexing (OFDM). The distributed nature of the CF system results
in different propagation delays in the signals received at the APs. This delay in receiving
signals from different UEs can exceed the cyclic prefix duration, leading to interference
from adjacent subcarriers and consecutive OFDM symbols. We develop a mathematical
framework to analyze the impact of inter-carrier and inter-symbol interference (ICI and
ISI) in the UL SE of the CF-mMIMO OFDM system. Our analysis shows that ignoring
this crucial aspect leads to a gross overestimation of the achievable UL SE. We also develop
an interference-aware combining scheme to alleviate ISI and ICI in addition to multi-UE
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interference. We then account for the scenario in which each UE performs a timing-
advance with respect to its nearest AP. Numerically, we illustrate that ICI and ISI can
significantly limit the achievable SE, but their impact can be significantly mitigated by
employing the nearest AP-based timing advance and interference-aware combining. In
fact, in many scenarios, the performance is close to that of a time-aligned CF-mMIMO
system.
In summary, in this thesis, we address three aspects of CF-mMIMO systems: channel

estimation, DTDD, and UL synchronization. Overall, the key takeaways are as follows:

• We develop novel pilot design and allocation algorithms for CF-mMIMO systems. In
particular, our algorithm based on vertex-coloring ensures no contamination among
the UEs that are being served by one or more common AP(s) and, at the same time,
procures an optimal allocation with the least number of orthogonal pilots.

• We analyze the sum UL-DL SE of DTDD-enabled CF systems and develop algo-
rithms for APs’ UL/DL mode scheduling and UL-DL power allocation. Our major
finding is that DTDD-enabled CF is more resilient to CLIs and can even outperform
FD cellular as well as FD CF systems with similar antenna densities.

• Finally, we develop a theoretical framework to analyze the effects of asynchronous
reception on the UL SE of the CF-mMIMO systems. Our analysis and experiments
underscore the importance of the proposed interference-aware combining scheme that
is able to mitigate the resulting ICI and ISI considerably, obtaining a near syn-
chronous/ideal performance.

For all the above cases, we benchmark the performances of our proposed schemes with sev-
eral existing comparable methods and validate the superiority of the developed algorithms
in terms of achievable SE, complexity, and convergence.
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Notation

Vectors and matrices are denoted by boldface small and capital letters, respectively. Sets
are denoted by calligraphy letters. The rest of the notation is listed below.

Vectors

[a]i : ith element of a vector a

〈a,b〉 : Inner product between two vectors a and b

‖a‖2 : l2 norm of a vctor a

ei : ith column of identity matrix
0N : All zero vector of length N

Matrices

IN : Identity matrix of dimension N ×N
A = [a1, . . . , aN ] : A matrix A whose columns are a1, . . . , aN
[A]m,n : (m,n)th entry of A

[A]:,n : nth column of A

[A]m,: : mth row of A

AT : Transpose of a matrix A

A−1 : Inverse of a matrix A

A∗ : Conjugation of a matrix A

AH : Conjugate transpose (Hermitian) of a matrix A

tr (A) : Trace of a matrix A

diag(a) : Diagonal matrix with entries of the vector a on the diagonal
0N×N : All zero matrix of dimension N ×N

viii



Notation ix

Field

R : Field of real numbers
C : Field of complex numbers

Probability

E [.] : Expectation of a random variable/vector
var (.) : Variance of a random variable/vector
CN (0,Σ) : Zero mean circularly symmetric complex normal with

covariance Σ
P→ : Convergence in probability

Set

|A| : Cardinality of the set A
A ∪ B : Union of the set A and B
A ∩ B : Intersection of the set A and B
A\B : Set difference: set of elements in A that are not in B
A′ : Complement of the set A
A ⊆ B : A is subset of B
{j} /∈ I : j is not an element of the index set I
∅ : Null set or empty set

Miscellaneous

RN×M : The set of real-valued N ×M matrices
CN×M : The set of complex-valued N ×M matrices
|x| : Absolute value of a complex scalar x
dxe : The smallest integer not less than the scalar x ∈ R
∀x : The statement holds for all x (in the set that x belongs to)
O(.) : Big-O notation or Bachmann–Landau notation
log2(x) : Logarithm of x using the base 2



Thesis-Specific Notation

The following notations are common across chapters. Any notation used only in a specific
chapter is explicitly defined in the corresponding chapter.

M : Number of APs in the system
A : Set of all AP indices
Au : Set of AP indices operating in UL mode
Ad : Set of AP indices operating in DL mode
K : Total number of UEs in the system
U : Set of all UE indices
Uu : Set of UL UE indices
Ud : Set of DL UE indices
N : Number of antennas per AP
fmk ∈ CN : The channel (includes both fast and slow fading) between

: the kth UE to mth AP
hmk ∈ CN : The fast fading channel (CN (0N , IN)) between the kth UE to mth AP
βmk : Slow fading coefficient (includes path loss and shadowing) between

: the kth UE to mth AP
f̂mk ∈ CN : MMSE estimate of the channel fmk
f̃mk ∈ CN : MMSE estimation error of the channel fmk
τp : Length of the pilot signals
τ : Length of the coherence interval
N0 : AWGN variance
Ns : Number of sub-carriers
Ncp : Cyclic-prefix length
No : OFDM symbol duration (time domain)

x



Contents

Acknowledgments i
Abstract iii
Glossary vi
Notation viii
Thesis-Specific Notation x
Chapter 1:- Cellular to Cell-Free: A Paradigm Shift 1

1.1 Cellular Massive MIMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 CF-mMIMO: Benefits and Challenges . . . . . . . . . . . . . . . . . . . . . 3
1.3 Scope and Contributions of the Thesis . . . . . . . . . . . . . . . . . . . . 9

1.3.a Channel Estimation and Pilot Assignment . . . . . . . . . . . . . . 9
1.3.a.i Quasi-orthogonal Pilots with Clustering . . . . . . . . . . 9
1.3.a.ii Orthognal Pilots Allocation without Clustering . . . . . . 11
1.3.a.iii Pilot Length Minimization . . . . . . . . . . . . . . . . . . 12

1.3.b Virtual FD: Enabling DTDD in CF-mMIMO . . . . . . . . . . . . . 13
1.3.b.i DTDD CF versus TDD CF . . . . . . . . . . . . . . . . . 14
1.3.b.ii DTDD CF versus FD Cellular . . . . . . . . . . . . . . . . 16
1.3.b.iii DTDD CF versus FD CF . . . . . . . . . . . . . . . . . . 17

1.3.c Synchronization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.4 List of Publications from this Thesis . . . . . . . . . . . . . . . . . . . . . 21

Chapter 2:- Pilot Design and Channel Estimation 23
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Channel Estimation with Quasi-orthogonal Pilots . . . . . . . . . . . . . . 26

2.2.a Pilot Design from Union of Orthogonal Bases . . . . . . . . . . . . 26
2.2.b MUOB: Uniform QoS . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.c MUOB for CF-mMIMO System . . . . . . . . . . . . . . . . . . . . 31
2.2.d System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.e Minimizing Pilot Contamination . . . . . . . . . . . . . . . . . . . . 35
2.2.f AP-Centric Pilot Assignment . . . . . . . . . . . . . . . . . . . . . 36

xi



CONTENTS xii

2.2.g Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.2.h Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.3 Iterative NMSE Based Pilot Allocation . . . . . . . . . . . . . . . . . . . . 46
2.3.a Channel Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.3.b Iterative Pilot Allocation Algorithm . . . . . . . . . . . . . . . . . . 47

2.4 Pilot Length Minimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.4.a UE-Centric Clustering & Pilot Allocation . . . . . . . . . . . . . . . 52
2.4.b Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

2.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Chapter 3:- Dynamic TDD with Cell-Free: Virtual Full-Duplex 66

3.1 Introduction: What is DTDD? . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.1.a DTDD-Enabled CF: Virtual FD . . . . . . . . . . . . . . . . . . . . 68

3.2 DTDD-enabled CF: SE Analysis with Equal Weighting at the CPU . . . . 71
3.2.a Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.2.b Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.2.c DTDD versus TDD: Numerical Experiments . . . . . . . . . . . . . 75

3.3 Weighted Combing and Optimality Guarantee . . . . . . . . . . . . . . . . 78
3.3.a Statistical CSI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.3.b Trained CSI (TCSI) . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.4 Greedy AP Mode (UL/DL) Selection . . . . . . . . . . . . . . . . . . . . . 86
3.5 Benefits of SINR Optimal Weighting: Numerical Validations . . . . . . . . 88
3.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

Chapter 4:- Can DTDD Cell-Free Outperform Full-Duplex Cellular? 92
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.1.a Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.1.b Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.1.c Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.2 System Model and Problem Statement . . . . . . . . . . . . . . . . . . . . 98
4.2.a Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.2.b Signaling Model: UL and DL Data Transmissions . . . . . . . . . . 100

4.3 Spectral Efficiency Analysis: MRC & MFP . . . . . . . . . . . . . . . . . . 101
4.4 Sum Rate Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.5 Performance Analysis: MMSE & RZF . . . . . . . . . . . . . . . . . . . . 111
4.6 Full-Duplex Multi-cell Systems . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.7 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

4.7.a Performance comparison with MRC & MFP: . . . . . . . . . . . . . 118
4.7.b Performance comparison with MMSE & RZF: . . . . . . . . . . . . 124



CONTENTS xiii

4.8 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Chapter 5:- Can DTDD Cell-Free Outperform Full-Duplex Cell-Free? 128

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.1.a Literature review . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.1.b Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.2.a Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.2.b Channel Estimation and Pilot Allocation . . . . . . . . . . . . . . . 137

5.2.b.i DTDD CF . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.2.b.ii FD CF . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

5.3 Spectral Efficiency Analysis: CF DTDD . . . . . . . . . . . . . . . . . . . 139
5.3.a Analysis with MMSE combiner & RZF precoder . . . . . . . . . . . 139
5.3.b Analysis with ZF combiner & precoder . . . . . . . . . . . . . . . . 143

5.4 Joint Scheduling and Power Control . . . . . . . . . . . . . . . . . . . . . . 146
5.4.a AP-scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.4.b Uplink power control . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.4.c Downlink power control . . . . . . . . . . . . . . . . . . . . . . . . 151
5.4.d Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 157

5.5 FD CF MIMO System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5.6 Orthgonal Pilots and Fixed Power Allocation: A Special Case . . . . . . . 161

5.6.a SE Analysis: DTDD . . . . . . . . . . . . . . . . . . . . . . . . . . 161
5.6.b SE Analysis: FD . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

5.7 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
5.8 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

Chapter 6:- Modeling & Analysis of Asynchronism in UL Cell-Free Systems
174

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.2 Signal and Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
6.3 Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

6.3.a Interference Aware Combining . . . . . . . . . . . . . . . . . . . . . 184
6.3.b Spectral Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

6.4 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

Chapter 7:- Conclusion 190
7.1 Summary of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195



CONTENTS xiv

Chapter A:- Appendix to Chapter 2 197
A.1 Derivation of MMSE Channel Estimate . . . . . . . . . . . . . . . . . . . . 197
A.2 Proof of Theorem 2.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
A.3 Proof of Theorem 2.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

A.3.a UL SINR Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
A.3.b DL SINR Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

A.3.b.i Useful Lemma . . . . . . . . . . . . . . . . . . . . . . . . 208
Chapter B:- Appendix to Chapter 3 209

B.1 Proof of Theorem 3.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
B.2 Proof of Theorem 3.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

Chapter C:- Appendix to Chapter 4 211
C.1 Proof of Theorem 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
C.2 Proof of Theorem 4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
C.3 Proof of Theorem 4.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

Chapter D:- Appendix to Chapter 5 217
D.1 Proof of Lemma 5.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
D.2 Proof of Lemma 5.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
D.3 Proof of Proposition 5.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
D.4 Proof of Corollary 5.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
D.5 Numerical experiments on the convergence of Algorithm 7 and Algorithm 9 219

Bibliography 222



List of Figures

1.1 Illustration of a CF-mMIMO set-up. The dashed lines connecting the APs
and the CPU depict the front-haul links. . . . . . . . . . . . . . . . . . . . 4

2.1 CCDF of the channel estimation variance of OPR and MUOB with different
pilot lengths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2 Convergence of Jain’s fairness index. The pilot length equals the number
of UEs per cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3 Convergence of max-min fairness index. The pilot length equals the number
of UEs per cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4 Per UE UL-plus-DL achievable sum-throughput vs. SNR. . . . . . . . . . 31
2.5 A realization of the system model. The blue squares denote the AP posi-

tions, and solid circles denote the UEs. . . . . . . . . . . . . . . . . . . . 39
2.6 CCDF of NMSE of the estimated channels with K = 40. . . . . . . . . . . 44
2.7 CDF of Jain’s Index and fairness variation with UE load. . . . . . . . . . . 45
2.8 Pilot length optimized SE vs. UE load (K). . . . . . . . . . . . . . . . . . 46
2.9 CDF of the achievable sum UL-DL SE under the pilot allocation obtained

from Algorithm 3. Here, K = 100, τp = 25, Niter = 1000, and pilot SNR
= 20 dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.10 CF-MIMO system model. Here, pilot signals ϕk,ϕn, and ϕu are mutually
orthogonal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.11 Bipartite graph coloring view of the pilot allocation problem. . . . . . . . . 55
2.12 Uncolored AP-UE connections: the lines between the APs and UEs denote

the clusters formed by ro. . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.13 Graph formed by connecting UEs (vertices) that share common AP(s). . . 58
2.14 Colored AP-UE connections: Distinct colors correspond to distinct or-

thonormal pilot sequences. . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.15 All lines emerging from a UE have the same color, and all the lines merging

into an AP have distinct colors. . . . . . . . . . . . . . . . . . . . . . . . . 59

xv



LIST OF FIGURES xvi

2.16 NMSE in the channel estimate as a function of pilot SNR and comparison
with existing approaches. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.17 Scaling of pilot length with number of UEs (K). Algorithm 4 requires less
than 20 pilots for the assumed choice of ro, which is 4% of the total UEs at
K = 500. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

2.18 Sum UL-DL SE vs. the number of UEs. Our proposed algorithm outper-
forms (see the shaded region forM = 128) the use of orthogonal pilots as the
number of UEs increases. The acronyms are: OP: orthogonal pilots across
UEs, Proposed: our proposed algorithm, RPA: Random pilot assignment.
Normalized MSE based greedy assignment corresponds to Algorithm 3 [33],
and rate-based greedy assignment corresponds to [19,48]. . . . . . . . . . . 63

2.19 CDF of the sum UL-DL SE with K = 80 and M = 64 under different
pilot allocation schemes. This experiment illustrates the superiority of the
proposed scheme over several existing methods. Here, the legends H. Liu
et al., A. Lozano et al., and Y. Zhang et al. correspond to the methods
proposed by the authors in [46], [49], and [31], respectively. . . . . . . . . . 64

3.1 DTDD-enabled CF system. . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2 The accuracy of the greedy algorithm for AP scheduling consideringK = 40

data and pilot SNRs 10 dB. . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.3 Validation of the derived sum UL-DL SE. We observe that the sum UL-DL

SE derived in Theorem 3.1 closely matches with the simulation. . . . . . . 78
3.4 Performance of DTDD based CF-mMIMO and canonical TDD CF-mMIMO,

with K = 40, and MN = 512. DTDD considerably outperforms the TDD
protocol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.5 Rate region comparison of DTDD against TDD in CF-mMIMO system with
K = 80. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.6 Rate region comparison of DTDD enabled CF-mMIMO system against
TDD based canonical cellular system. . . . . . . . . . . . . . . . . . . . . . 80

3.7 Signal flow in the UL of a CF-mMIMO system. The APs are connected to
the CPU via error-free backhaul links. . . . . . . . . . . . . . . . . . . . . 81

3.8 Validation of the greedy algorithm with (M = 8, K = 16, N = 8). . . . . . 89
3.9 90%-sum UL-DL SE with (M = 64, N = 4, K = 40). . . . . . . . . . . . . 90
3.10 Comparison of the weighted combiner/precoder with [19], with K = τp = 40. 91

4.1 DTDD utilizes the same time-frequency resources for simultaneous UL and
DL data transmission by different HD UEs/APs, unlike TDD, where time
is partitioned between the UL and DL UEs. . . . . . . . . . . . . . . . . . 102



LIST OF FIGURES xvii

4.2 Sum UL-DL SE (bits/slot/Hz) vs number of AP-antennas for different num-
bers of APs. This plot shows the effectiveness of the sub-modular algorithm.112

4.3 The 90%-likely sum UL-DL SE vs. data SNR with K = 100. This figure
validates the derived theoretical expressions of the sum SE with Monte
Carlo simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

4.4 Performance comparison of MMSE-type precoder/combiner with MRC/MFP
with K = 32. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

4.5 CDF of the sum UL-DL SE of DTDD CF-mMIMO and TDD CF-mMIMO
with different AP/antenna configurations. . . . . . . . . . . . . . . . . . . 118

4.6 CDF of the sum UL-DL SE of DTDD CF-mMIMO and TDD enabled cel-
lular mMIMO. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

4.7 CDF of the sum UL-DL SE of a DTDD CF-mMIMO and a cellular FD-
mMIMO system with K = 32 UEs. . . . . . . . . . . . . . . . . . . . . . . 120

4.8 90%-likely sum UL-DL SE vs. UL and DL data SNR, with K = 60 UEs. . 120
4.9 The 90%-likely sum UL-DL SE vs. the number of UEs, with τp = 30, τ = 200.122
4.10 The 90%-likely sum UL-DL SE vs. the number of UEs, with τp = K, τ = 200.122
4.11 The average UL sum SE vs residual BS-BS/AP-AP CLI power. CF-mMIMO

system with HD APs and DTDD is more resilient to CLI. . . . . . . . . . . 123
4.12 Rate region between 90%-likely UL sum SE vs. 90%-likely DL sum SE. We

observe that more APs with smaller antennas provides larger rate regions
compared to cellular FD systems. . . . . . . . . . . . . . . . . . . . . . . . 123

4.13 Comparison of DTDD CF-mMIMO and TDD based CF-mMIMO. . . . . . 125
4.14 CDF of the sum UL-DL SE achieved via DTDD CF-MIMO and FDmMIMO

systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.1 DTDD CF MIMO system: the overall system can serve UL and DL UEs
simultaneously, forming a virtual FD system. . . . . . . . . . . . . . . . . . 135

5.2 FD-enabled CF system: each AP can serve both UL and DL UEs; however,
the APs suffer from IrAI. . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5.3 Optimal weighting at the CPU. . . . . . . . . . . . . . . . . . . . . . . . . 141
5.4 UL sum SE under the proposed power control algorithm and comparison

with existing approaches [104, 105]. Optimal weighting at the CPU along
with FP-based power control yields the best performance. . . . . . . . . . . 167

5.5 DL sum SE under the proposed power control algorithm and comparison
with an existing approach [106]. This figure illustrates the improvement in
DL sum SE that can be attained via our algorithm. . . . . . . . . . . . . . 168



LIST OF FIGURES xviii

5.6 Performance comparison of DTDD and FD systems with various antenna
and AP densities. We consider K = 40. Each HD AP is equipped with
N = 8 antennas. InAI and IrAI strengths are taken as −40 dB. . . . . . . 169

5.7 Effect of intra-AP interference (IrAI) on the performance of the FD system
while InAI is maintained the same for both DTDD and FD systems. . . . . 170

5.8 Sum UL-DL SE as a function of IrAI. DTDD can outperform FD even
though the latter has double the antenna density . . . . . . . . . . . . . . 171

5.9 Effects of inter-AP interference (InAI) on the sum UL-DL SE. We observe
that DTDD is more resilient to InAI. . . . . . . . . . . . . . . . . . . . . . 172

5.10 Effect of IrAI on the sum UL-DL SE with MMSE combiner in the UL and
RZF precoder in the DL. InAI strength is taken as −40 dB, and we consider
K = 20,M = 64, N = 8, Ntx = Nrx = N/2 (i.e., similar antenna density.) . 173

6.1 Different delay profiles with respect to the kth UE at different APs. . . . . 178
6.2 ICI and ISI resulting from delays in receiving the uplink signals at the mth

AP due to the third UE (UE3) whose signal arrives beyond the CP duration.183
6.3 Plot of the SE vs. symbol SNR.We observe that in a time-mismatched (TM)

system, the impact of ICI and ISI is significant, and the SE saturates at a
lower value compared to the time-aligned (TA) system. . . . . . . . . . . . 186

6.4 The CDFs of the uplink SE under different combining schemes. The figure
underlines the effectiveness of interference aware combining along with the
nearest AP-based timing-advance. (Acronym: TM + TD.) . . . . . . . . . 187

6.5 The behavior of SE with increasing CP duration under interference-aware
combining. We observe a trade-off between the ICI suppression capability
of an increased CP length and the rate loss incurred by it. . . . . . . . . . 188

D.1 Rate of convergence of UL power control coefficients . . . . . . . . . . . . . 220
D.2 Rate of convergence of the equivalent cost given in (5.20) . . . . . . . . . . 220
D.3 Rate of convergence of DL power control coefficients . . . . . . . . . . . . . 221
D.4 Rate of convergence of the equivalent cost, i.e., f(κ,$d). . . . . . . . . . . 221
D.5 Convergence of the UL cost function for two different initializations. The

legends indicate the initial power allocation. . . . . . . . . . . . . . . . . . 222
D.6 Convergence of the AO of sum UL-DL SE (cost function) for two different

initializations. The legends indicate the initial power allocation . . . . . . . 223
D.7 Rate of convergence of overall alternating optimization with different num-

ber of UEs in the system. . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
D.8 Rate of convergence of overall alternating optimization with different num-

ber of APs in the system. . . . . . . . . . . . . . . . . . . . . . . . . . . . 225



List of Tables

2.1 Symbols used in AP-centric clsutering and MUOB-based pilot design. . . . 33
2.2 Existing algorithms and our proposed method: a comparative survey. . . . 51
2.3 Complexity of various pilot assignment schemes. Here, M , K, and τp corre-

spond to the number of (UL and DL) APs, (UL and DL) UEs, and the pilot
length. Here, NMSE based method corresponds to Algorithm 3 described
in the preceeding section. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.1 Symbols related to MMSE channel estimation. . . . . . . . . . . . . . . . . 99

5.1 Comparative view of the results presented in this thesis. . . . . . . . . . . 131

xix



1 Cellular to Cell-Free: A Paradigm
Shift

Chapter Highlights
This chapter reviews the state-of-the-art cellular wireless systems that use massive multiple-

input multiple-output (mMIMO) technology. Within the purview of mMIMO, several different
topologies, such as coordinated multipoint (CoMP) access, virtual MIMO, small-cell/ultra-dense
network, etc., have evolved in the last decade to improve the spectral efficency (SE), coverage,
and quality of service (QoS) of cellular systems. However, there are two fundamental limitations
of cellular mMIMO deployments, even with cooperation among the base stations (BSs): (a) inter-
cell interference and (b) poor signal-to-noise ratio (SNR) of the cell-edge UEs. Procuring uniform
QoS along with a high peak data rate for all the UEs in a geographical area requires an altogether
different topology that can reap the benefits of mMIMO and, at the same time, the advantages of
joint signal processing like a CoMP system. In this regard, cell-free mMIMO (CF-mMIMO) has
emerged as a potential candidate where distributed access points (APs) jointly and coherently
serve the UEs in a given area. Since the UEs communicate with multiple distributed APs, a CF
system offers a much higher degree of macro-diversity compared to its cellular counterpart. This,
in turn, can be exploited to obtain higher spatial-multiplexing gains, mitigating the detrimental
effects of path loss and shadow fading; and eventually offering multi-fold improvement in the SE.
Here, we survey the current literature on CF-mMIMO systems, discuss various signal processing
challenges, and summarize the major contributions of this thesis in providing new and novel
techniques, especially related to channel estimation, duplexing scheme, and synchronization, in
the context of CF systems.

1
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1.1 Cellular Massive MIMO

Massive multiple-input multiple-output (mMIMO) technology, where the base stations

(BSs) are equipped with a large number of antennas and are capable of serving multiple

user-equipments (UEs) in the same time-frequency resource via aggressive spatial multi-

plexing, has evolved from being an ambitious academic idea [1–3] to become a key enabler

for the cellular 5G new radio (NR) [4]. Two immediate effects of massive antennas at

the BS are the so-called channel hardening [5]1 and favorable propagation2, which makes

linear precoding and receive combining near-optimal, significantly reducing the complexity

of power and resource allocation and, in turn, making mMIMO scalable compared to the

conventional multi-user MIMO (MU-MIMO) systems. Further, the array gain in mMIMO

improves linearly with the number of BS antennas, while the number of independent inter-

fering signals does not, leading to a multi-fold improvement in the spectral efficiency (SE)

compared to MU-MIMO systems.

However, mMIMO in its cellular form does not provide uniform quality of service (QoS)

due to the significant path loss encountered by the UEs near the cell edge. Inter-cell inter-

ference further deteriorates the achievable SEs for these UEs. One way to reduce inter-cell

interference and boost the cell-edge signal-to-noise ratio (SNR) is to consider cooperation

among the neighboring BSs. An alternative is to deploy several pico or micro BSs in each

cell. In the last two decades, these architectures promoted a plethora of new technologies,

such as coordinated multipoint (CoMP) [7], virtual MIMO [8], and distributed antenna

array (DAA) [9], all under the umbrella of network MIMO [10]. However, although net-

work MIMO improves the overall SE compared to conventional cellular MIMO, it comes

at the cost of exchanging the instantaneous channel state information (CSI) among the

1Channel hardening refers to the phenomenon where the fluctuation between the instantaneous and
average channel gain is negligible. Formally, suppose h is a N dimensional channel vector. We say that
the channel hardens if ‖h‖22/E

[
‖h‖22

] P→1 as N →∞ [6].
2Due to large number of antennas at the BS, the UEs’ channels become approximately orthogonal,

which in turn reduce multi-user interference and facilitate spatial multiplexing [3].
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cooperating BSs, imposing a high front-haul load and detrimentally affecting the system

latency. Further, the SE attained via cooperation among BSs is still limited to a finite

value even if the transmit power is infinite and the power of out-of-cluster interfering BSs

scales with that of the in-cluster (cooperating BSs) signals [11]. Another way to improve

achievable SE is via cell densification along with CoMP. In this case, a large macro cell is

partitioned into smaller pico or micro-cells, which reduces the relative distances between

the BSs and the UEs and mitigates the limiting effects of path loss. Such deployments

are known as small cells or ultra-dense networks, which can even be aided with CoMP via

small-cell clustering. Ideally, the network capacity should grow proportionally to the num-

ber of small-cell BSs. However, the SE gain drastically reduces after a certain threshold

of cell densification due to inordinately high inter-cell interference [12]. The fundamental

drawback of all these variants of cellular mMIMO is that they fail to turn the outer-cell in-

terference or outer-cluster interference (for CoMP) into useful information-bearing signals

that can improve the SE via joint data processing.

Now, to overcome the above limitation of cellular MIMO and provide uniformly high SE

throughout the geographical area, the next generations of wireless systems need to be built

on an altogether new premise. A promising candidate for this is the cell-free mMIMO (CF-

mMIMO) network [13], a new paradigm that enjoys the benefits of mMIMO, CoMP, and

also ultra-dense networks; and naturally eliminates inter-cell interference.3

1.2 CF-mMIMO: Benefits and Challenges

CF-mMIMO refers to a network topology where distributed access points (APs)4, con-

nected to a central processing unit (CPU) via front-haul links, jointly and coherently

3Here, “no inter-cell interference” does not imply the absence of multi-UE interference. The suppression
of multi-UE interference depends on the choice of combiners and precoders. However, via joint processing,
CF-mMIMO takes the data streams of all other UEs into account while decoding the data stream of a
particular UE, enabling it to largely overcome multi-UE interference effects.

4In this thesis, following the convention and for clarity of understanding, we use the term AP for the
distributed antenna arrays in CF systems and BS for the centralized antenna arrays in cellular systems.
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AP

Figure 1.1: Illustration of a CF-mMIMO set-up. The dashed lines connecting the APs
and the CPU depict the front-haul links.

serve the UEs using the same time-frequency resources in a geographical area [14]. The

model is illustrated in Figure 1.1. The APs in the CF system are typically equipped with

fewer antennas than a central BS in the cellular mMIMO system. However, the collective

spatial antenna density of the APs is more than the density of UEs; thus, the overall archi-

tecture is referred to as CF massive MIMO. Indeed, with multiple distributed antennas,

the CF system inherits the benefits of mMIMO, such as favorable propagation and channel

hardening [15]. The proximity of the UEs and the APs improves the macro-diversity and

inherently offers near-uniform SNR and hence QoS across UEs [16]. It has been reported

that with practical system parameters of comparable settings, the CF-mMIMO procures

an SNR of 24.5 dB at 95% of all UE locations, while mMIMO only guarantees 6.5 dB [17].

Further, a consequence of joint signal processing by multiple APs is that the inter-cell in-

terference is now turned into useful/information-bearing signals, substantially improving

the accuracy of the joint data detection at the CPU. This is analogous to how MIMO
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interference channels can be turned into multiple access channels via the cooperation of

the distributed antennas [18]. As a result, per-UE SE improves, and initial experiments

in [19] reported tenfold enhancement in 95%-liekly SE in the CF system compared to the

small cell counterpart.

We note that signal processing tasks such as channel estimation, combining and precod-

ing, and data detection can either be fully orchestrated by the CPU or shared among the

APs and the CPU. In the former case, the APs act as relays, and the instantaneous CSI of

all AP UE links is communicated to the CPU via front-haul links. On the other hand, in

the latter case of distributed processing, the APs combine the UL signals based on locally

available CSI and transmit the combined signal to the CPU; and the CPU performs joint

data detection. Similarly, in DL, the CPU sends the precoded data symbols to the APs

for joint DL transmission. In this setting, the CPU does not require knowledge of instan-

taneous CSI between every UE and every AP. Hence, compared to the fully centralized

system, distributed processing incurs considerably less front-haul load, which is essential

for the scalable implementation of CF systems. One can also consider a semi-centralized

system, where the CPU has the global knowledge of the statistical CSI, which is utilized

along with the combined soft symbols from the APs for data detection. We will evaluate

the performance with various levels of signal processing under different duplexing schemes

later in the thesis. Finally, we note that local combining and precoding capabilities at

the AP make CF systems scalable compared to network MIMO, where the BSs need to

exchange the individual cell-level CSI and data vectors among themselves to facilitate joint

combining, precoding, and interference management.

Thus, in a nutshell, the key aspects of CF-mMIMO are:

i. Low variation in the SNRs across UEs, leading to uniform QoS.

ii. Superior interference management capability via joint and coherent data processing.

iii. Inherits the benefits of mMIMO with dense AP deployment.
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iv. Distributed signal processing between APs and the CPU makes the system scalable.

Having discussed the promise of CF-mMIMO systems, we next discuss the signal pro-

cessing challenges that need to be understood and addressed in making CF-mMIMO prac-

tically deployable. Broadly speaking, they include channel estimation, choice of duplexing

scheme, joint AP-UE clustering, constraints on the front-haul load, high mobility sup-

port, hardware impairment and calibration, synchronization, etc. A few of these issues

can be resolved with a slight variation in the established signal processing tools originally

developed for cellular systems. On the other hand, several of these problems are more

challenging than cellular systems and demand special attention and separate analysis. We

next discuss three such signal processing challenges in CF-mMIMO: channel estimation,

choice of duplexing scheme, and synchronization, which form the core of this thesis.

First, the interference management capability of the overall CF system largely depends

on the choice of precoders and combiners, which in turn depend on the CSI available at

the APs and the CPU. The choice of the channel estimator and underlying pilot allocation

technique dictates the quality of the available CSI. Now, channel estimation in a distributed

mMIMO system fundamentally differs from that of a cellular mMIMO system. In a cellular

system, each BS/cell is interested in estimating the channels of the UEs connected to it. If

we randomly allocate orthogonal pilots in each cell and reuse them across cells, this naive

pilot allocation scheme of complexity O(1) can eliminate intra-cell pilot contamination.

However, in a CF system, it is not just the nearest AP that is interested in estimating

the channel of a given UE; all the (nearby) APs need to estimate the channel in order

to combine the signals from all the UEs correctly. Here, allotting orthogonal pilots to all

UEs (the equivalent of allocating orthogonal pilots across all cells rather than per cell)

in the entire geographical zone could lead to an inordinately high pilot overhead, as the

length of orthogonal pilots scales linearly with the total number of UEs. On the other

hand, randomly reusing a set of orthogonal pilots can result in pilot-sharing UEs being in

proximity, leading to high pilot contamination, which can erase or even negate the benefits
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of CF systems. An exhaustive search-based pilot allocation is computationally prohibitive.

Hence, there is a need to revisit the problem of pilot allocation across UEs in the context

of CF systems.

Second, wireless systems for 5G NR and beyond are required to serve heterogeneous de-

vices with diverse QoS requirements. This can only be met by supporting highly flexible

UL-DL resource allocation schemes that adapt to diverse and rapidly changing require-

ments for UL and DL access from the UEs. Thus, for CF-mMIMO to become the next-

generation physical layer solution for meeting the heterogeneous data demands from the

UEs, we need to rethink the underlying duplexing scheme that can enable a CF system to

serve UL and DL data load simultaneously. Most of the works in CF-mMIMO consider

time division duplexing (TDD) [19–22], where in a given slot, either all the APs operate

in UL or all the APs operate in DL. Needless to say, TDD CF-mMIMO cannot serve UL

and DL UEs concurrently, and a limitation that can be overcome by equipping the APs

with full-duplex (FD) capabilities. However, the critical challenge for FD deployment is

self-interference (SI) or intra-AP interference (IrAI) caused by the signal leakage from the

transmit antenna arrays to the receive antenna arrays of an AP [23]. Now, IrAI can-

celation often entails additional signal processing overhead and power-hungry hardware.

Further, the use of FD transceivers gives rise to additional sources of interference, termed

as cross-link interference (CLI), i.e., the interference received by the receiving antennas of

one AP from the transmitting antennas of all the other FD APs, as well as the interference

received by a DL UE from other UL UEs. In the sequel, we term the former as inter-AP

interference (InAI) and the latter as inter-UE interference (InUI). It has been shown in

the literature that if SI is not mitigated satisfactorily, the sum UL-DL SE of FD can even

fall below that attained by a TDD-based HD-CF mMIMO system [24]. Suitable signal

processing techniques and resource allocation strategies need to be developed to mitigate

SI and CLI, making it a nontrivial challenge to attain SE improvement in FD CF-mMIMO
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compared to the conventional half-duplex (HD) CF-mMIMO. Hence, it is pertinent to in-

vestigate whether it is possible to develop a duplexing scheme that can enable the overall

CF system to serve UL and DL UEs simultaneously without incurring SI, in other words,

using HD hardware.

Third, a critical challenge of the CF-mMIMO system is synchronization, which is es-

sential for joint and coherent transmission/reception. We note that clock synchronization

among the APs and CPU is relatively straightforward and can be done using network syn-

chronization techniques such as precision time protocol (PTP) [25], satellite-based global

positioning system (GPS), or even using an inexpensive 802.11-grade clock via over-the-

air endogenous synchronization techniques [26]. However, the key challenge is the joint

synchronization of the APs and UEs. Essentially, due to the distributed nature of the

system, the UL(/DL) transmitted signals from the UEs(/APs) experience different delays

and arrive at the APs(/UEs) at different time instants. Now, for instance, if we consider a

UL CF-mMIMO system using orthogonal frequency division multiple (OFDM), then due

to relative distances between the APs and UEs, propagation delays at a subset of APs can

exceed the cyclic prefix (CP) duration. In turn, this could break the orthogonality of the

subcarriers, resulting in inter-carrier interference (ICI) and inter-symbol interference (ISI).

Here, we note that cellular networks such as 4G Long Term Evolution (LTE) use a mech-

anism called timing advance (TA) that mandates the UEs to advance the transmission of

its signal based on the propagation time between the BS and the UEs so that the received

signals at the BS arrive in the correct time-frequency resource according to the frame

structure at its connected base station. However, such a TA mechanism will not work for

a CF system because a UE is served not only by the nearest AP but also by all other APs

in its vicinity. Hence, timing mismatch is inevitable in CF, and the established cellular

TA techniques cannot ensure the time-synchronous reception of a given UE’s signal at

all the nearby APs. Thus, to make CF-mMIMO practically viable, we need to quantify

and analyze the effect of timing mismatch on the achievable SE and develop combining
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schemes that take this mismatch into account.

As mentioned earlier, there are other challenges involved in a CF-mMIMO system, such

as mobility management and finite front-haul capacity effects, to name a few. However,

considering the scope of this thesis, we refrain from detailed discussions on these topics.

Interested readers are referred to the excellent survey on CF-mMIMO in [27].

We next introduce, without delving into mathematical details, the research problems ex-

plored in this thesis and our original contributions regarding the methodologies developed

to address them. More elaborate discussions are relegated to the dedicated chapters.

1.3 Scope and Contributions of the Thesis

This thesis focuses on three central themes: channel estimation and pilot allocation,

analysis of various duplexing schemes, and synchronization, all within the context of the

CF-mMIMO system. Here, we give a brief overview of each of these and highlight our

main contributions.

1.3.a Channel Estimation and Pilot Assignment

As alluded to earlier, finding a suitable pilot allocation with limited-length orthogonal

pilots is a challenging problem for CF systems. Further, due to distributed architecture, we

cannot directly apply the centralized (BS-centric) algorithms available for cellular systems.

Thus, we need to revisit the problem of pilot allocation and develop new techniques suitable

for CF systems. In this regard, Chapter 2 of this thesis explores the pilot design and

allocation problem from three different viewpoints, as summarized below.

1.3.a.i Quasi-orthogonal Pilots with Clustering

Random allocation of pilots can lead to a scenario where UEs in proximity share the same

orthogonal pilot sequence. This will lead to high pilot contamination at all the nearby

APs, which in turn can eliminate the advantages of joint processing. Here, we note that the
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convenience of random allocation is that it is the least complex; however, it could perform

poorly compared to a greedy or iterative algorithm that systematically allocates pilots

based on a suitable design criterion. Thus, we first analyze the best performance that

can be achieved via random allocation. We design pilot codebooks such that the channel

estimates are allocation-agnostic, as is the case with orthogonal pilot sequences. However,

given a pilot length, say τp, we can only generate τp orthogonal sequences. Thus, we

consider a quasi-orthogonal pilot design, where each pilot codebook consists of τp mutually

orthogonal pilot sequences, and inter-codebook pilots are non-orthogonal but have a fixed,

low cross-correlation. Next, if we can form AP-UE clusters and then assign one quasi-

orthogonal pilot codebook to each cluster, i.e., pilots within each cluster are orthogonal,

and all outer-cluster pilots have a fixed low correlation, then, even if we allocate pilots

randomly within each cluster, we can eliminate intra-cluster pilot contamination, and the

strength of outer-cluster pilot contamination becomes nearly allocation-agnostic.

This idea motivates us to develop a pilot design and allocation scheme using mutually

unbiased orthonormal bases (MUOB) that enables us to generate quasi-orthogonal pilot

codebooks, with the property that pilot sequences within each codebook are orthogonal

and the cross-correlation between the pilot sequences of two different codebooks is inversely

proportional to the square root of the length of the pilots. It can also be shown that

this is the minimum cross-correlation that can be attained. We present the construction

of MUOB pilot codebooks in Section 2.2 of Chapter 2. Now, we summarize our main

contributions in that part of this thesis.

i. We pose the problem of pilot design that minimizes the maximum pilot contamina-

tion across APs and for all UEs. We derive a lower bound on the mean squared pilot

contamination power in a CF-mMIMO system with non-orthogonal pilots under arbi-

trary pilot assignment. We show that pilots drawn from a MUOB codebook achieve

this lower bound. This proves the optimality of the MUOB codebook design and is

the main theoretical result of Section 2.2 of Chapter 2.
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ii. We also develop a low complexity AP-centric UE clustering algorithm for pilot allo-

cation to the UEs. For comparison purposes, we provide an adaptive orthogonal pilot

reuse (OPR) algorithm that improves the performance of OPR with fixed-duration

pilots at the cost of additional pilot length.

Our numerical results reveal that MUOB-based pilots can achieve better system through-

put as well as fairness across users, compared to the adaptive OPR method. The takeaway

from Section 2.2 of Chapter 2 is that MUOB pilots can minimize the effects of pilot con-

tamination in a CF-mMIMO system for a given pilot length with a very low computational

cost since we can assign pilots to the UEs in each cluster in an arbitrary manner. This is in

contrast with OPR, where, even after AP-UE clustering, complex algorithms are required

to ensure that cluster edge UEs do not share the same pilot sequences.

1.3.a.ii Orthognal Pilots Allocation without Clustering

The above-mentioned analysis of MUOB-based pilot allocation reveals the best that can

be achieved via quasi-orthogonal pilots. Also, the attractive aspect of MUOB is that once

the AP-UE clusters are formed, the power of the interference due to pilot contamination

is agnostic to the pilot allocation among the UEs. However, an initial AP-UE clustering is

required for designing appropriate MUOB pilots. Hence, we revisit the channel estimation

procedure from a different perspective. We consider orthogonal pilots of fixed length, and

we develop algorithms where the pilot reuse strategy does not require AP-UE clustering,

unlike MUOB-based allocation or adaptive OPR. However, we incur complexity in the

allocation of pilots across UEs. Such techniques provide an idea of how, and by how

much, we can improve over random and adaptive OPR. This is presented in Section 2.3.

Key features of the proposed algorithm are:

i. It reuses orthogonal pilots among UEs to iteratively refine the locally available channel

estimates at the APs. Essentially, the algorithm minimizes the normalized mean

squared error (NMSE) of the estimated channels across APs.
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ii. This algorithm does not require extra signaling overhead in terms of inter-AP coor-

dination and also requires only the large-scale fading coefficient information. Thus,

the allocation needs to be executed in the time scale of large-scale fading coefficients,

which generally remain constant for several coherence intervals.

We empirically validate the superiority of the proposed method over random OPR and

report substantial improvement in performance in terms of achievable SE.

Now, we note that the theory and algorithmic development for channel estimation so

far assumes a fixed pilot length. This is also the case with most of the works available

in literature; a summary of existing pilot assignment methods for CF-mMIMO systems is

presented in Table 2.2. Thus, next, we look at the problem of pilot length optimization.

1.3.a.iii Pilot Length Minimization

As noted earlier, we cannot afford to allocate orthogonal pilots to all the UEs because

it leads to inordinately long pilot sequences, reducing the time duration available for data

transmissions. Thus, although the channel estimation is simplified because the channels

are pilot contamination-free, the achievable SE can degrade substantially if the pilot length

becomes comparable to the coherence duration of the channel. Therefore, we should look

at algorithms that not only reduce pilot contamination but also do so by using the least

number of orthogonal pilots. This idea is thoroughly developed in Section 2.4. Our main

contributions are:

i. We propose a UE-centric clustering of APs and formulate a pilot length minimization

problem with the constraint that intra-cluster UEs (i.e., the UEs connected to a

common AP) are allocated orthogonal pilots. Also, the clustering algorithm presented

in Section 2.4 gives us the flexibility to optimally decide the cluster size so that if the

number of UEs in the system is small, the algorithm can generate a fully connected

bipartite graph, implying orthogonal pilot allocation across all the UEs. Thus, the
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algorithm in this section is more general than the clustering algorithm in 1.3.a.i, where

the cluster size and the pilot length were fixed.

ii. We recast the problem as a graph-vertex coloring problem and solve it via a low-

complexity algorithm known to be optimal for all bipartite graphs. Unlike existing

solutions, our algorithm does not require additional signaling overhead, e.g., signal-

to-interference plus noise ratio exchanges, for pilot assignment.

Our numerical results show that the proposed algorithm outperforms existing random

or greedy pilot allocation methods in terms of the minimum mean squared error (MMSE)

of the estimated channels and the achievable SE. Finally, the algorithm is attractive for

practical deployment as it only requires the locations (path losses) of the UEs for pilot

allocation and not the instantaneous channel states.

At this point, we switch our attention from channel estimation to the UL and DL data

transmission phases, which can either be partitioned orthogonally in time or frequency

or executed simultaneously using the same time-frequency resource. Consequently, the

achievable sum UL-DL SE depends on the choice of the duplexing scheme, which is the

main focus of Chapter 3, Chapter 4, and Chapter 5 in this thesis.

1.3.b Virtual FD: Enabling DTDD in CF-mMIMO

As noted earlier, traditional TDD-based CF-mMIMO cannot simultaneously serve UL

and DL UEs. While FD CF-mMIMO can simultaneously serve UL and DL traffic at the

APs, SI/IrAI cancelation demands power-hungry hardware and additional signal process-

ing overhead. We explore an alternative strategy to FD that can simultaneously serve

the UL and DL UEs using the same time-frequency resources using only HD hardware,

thereby obviating the need for IrAI cancelation. Specifically, a duplexing scheme that en-

ables an HD CF mMIMO with concurrent UL/DL data processing capability is dynamic

TDD (DTDD). In a DTDD CF-mMIMO system, the APs are HD; however, unlike TDD,

it is not necessary that the APs must be scheduled to either all operate in the UL mode
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or all operate in the DL mode, in a given time slot. The UL and DL modes of the APs

can be scheduled independently, based on the local UL and DL traffic load in the vicinity

of an AP (or a subset of nearby APs), so that a reasonable utility metric such as the sum

UL-DL SE can be maximized. Here, we note that similar to an FD CF system, DTDD

also encounters InAI and InUI; however, the latter has a better interference management

capability. This is because, in a DTDD CF system, only the subset of APs scheduled

in DL contribute to InAI, whereas all the neighboring APs contribute to InAI in an FD

CF system. Therefore, adopting DTDD along with CF-mMIMO can offer the benefits of

FD operation without incurring its hardware and signal processing complexity; hence, the

name virtual FD.5

This thesis explores the benefits of DTDD CF systems, and addresses signal processing

challenges involved, such as AP scheduling, combiner, precoder design, UL and DL power

control, etc. In Chapter 3, we begin by developing an AP-scheduling algorithm under the

perfect CSI and perfect CLI cancelation assumptions, in order to expose the fundamental

design challenges involved in the UL-DL mode scheduling problem. Then, in subsequent

chapters, we consider more practical situations, addressing the effects of statistical CSI,

pilot contamination, and imperfect InAI cancelation on the system performance. We also

address the problem of optimal combining and precoder design, and UL-DL power control.

Further, under all these scenarios, we derive closed-form expressions for the sum UL-DL

SE and comment on the optimality of the AP-scheduling algorithm. We finally benchmark

the performance of DTDD with TDD and FD cellular and TDD and FD CF systems. Our

major theoretical contributions and findings on DTDD CF systems are as follows:

1.3.b.i DTDD CF versus TDD CF

Chapter 3 introduces the concept of DTDD-enabled CF mMIMO systems. In Section 3.2,

we present the UL and DL sum SEs considering the scenario in which the APs locally

5The term virtual FD has previously been used in a completely different context in [28], where the
authors consider a multi-hop HD relay network to achieve FD performance.
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estimate channels to all the UEs using orthogonal pilots and use maximal ratio combin-

ing (MRC) in the UL and matched filter precoding (MFP) in the DL. Then, we develop

a greedy algorithm for scheduling the UL and DL modes of the APs, where, at each it-

eration, an AP is activated in either UL or DL if that AP offers the highest incremental

gain (among all the remaining APs) in the sum UL-DL SE. This pragmatic approach

circumvents the exponential complexity (2M , M is the number of unscheduled APs) of

exhaustive search-based AP mode selection and determines the UL/DL AP schedule in

linear time (O(M)). We numerically validate the efficacy of the greedy algorithm and

observe that the sum UL-DL SE attained via the greedy algorithm matches with that

achieved via a brute force search over all possible UL and DL AP schedules.

Although the algorithm presented in Section 3.2 solves the scheduling problem in poly-

nomial time, there is no guarantee regarding the optimality of the solution, i.e., the set of

scheduled UL and DL APs, in terms of the sum UL-DL SE. It turns out that the naive6

joint data detection scheme at the CPU considered in Section 3.2 is the bottleneck: it

does not exhibit tractable properties in the overall sum UL-DL SE that can be leveraged

to establish the optimality of the scheduling algorithm. We overcome this limitation in

Section 3.3, where we consider optimal weighted combining and precoding. With weighted

combining and precoding, we are able to provide guarantees regarding the optimality of

the AP scheduling algorithm by exploiting the monotonicity and submodular properties of

the signal-to-interference-plus-noise ratio (SINR) and the sum UL-DL SEs. In summary,

our contributions are:

i. We analyze the UL SINR and sum UL SE with MRC at the APs and an SINR-

maximizing weighted combining scheme at the CPU. We prove that, under a weighted

combining scheme, UL SINR is a monotonically non-decreasing modular function of

the activated AP set, and the sum UL SE is a sub-modular function of the activated

6Here, we refer to the classical joint decoding scheme where all the locally combined or estimated data
streams from all the APs are given equal weightage at the CPU.



Chapter 1. 16

AP set. A similar weighted precoding scheme is developed for DL, which leads us to

prove that sum DL SE, and hence sum UL-DL SE, is a sub-modular function of the

scheduled UL and DL AP sets.

ii. We leverage the sub-modularity property to theoretically prove that the algorithm

developed in Section 3.2 is guaranteed to achieve within (1 − 1/e) of the sum SE

attained via a full-complexity brute-force search, under SINR-maximizing weights

applied at the CPU. Our analysis holds for perfect, statistical, and trained CSI.

We empirically show that DTDD-enabled CF-mMIMO nearly doubles the sum of UL-

DL SE compared to the canonical TDD-based system. Essentially, DTDD CF-mMIMO

exploits both the joint signal processing of a CF system and the adaptive UL-DL slot

selection at the APs based on local traffic demands, leading to better and more efficient

time resource utilization than TDD CF systems.

1.3.b.ii DTDD CF versus FD Cellular

In developing the theory in Chapter 3, two major assumptions are orthogonal pilot allo-

cation across UEs and perfect InAI cancelation. Although the robustness of the proposed

algorithms is numerically verified with imperfect InAI cancelation, it is critical to evolve

the theory further, accounting for the effects of pilot contamination and imperfect CLI

cancelation. This is the main focus of Chapter 4. Further, we theoretically compare the

performance of DTDD CF systems with FD cellular systems. Our main contributions are:

i. We first derive closed-form expressions for the sum UL-DL SE considering the effects

of pilot contamination and imperfect InAI cancelation with MRC and MFP.

ii. We argue that the achievable sum UL-DL SE is a monotonic nondecreasing function

of the set of scheduled APs, even with pilot contamination and imperfect InAI cance-

lation. Then, we observe that the dependence of the sum UL- DL SE on the scheduled

AP-set is non-linear in nature (a consequence of pilot contamination), and therefore
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proving properties such as sub-modularity becomes mathematically intractable. To

circumvent this difficulty, we derive the following results:

(a) We lower bound the sum UL-DL SE and prove that maximizing the lower bound

is equivalent to maximizing the product of the SINRs.

(b) We prove that the product of the SINRs of all UEs is a sub-modular set function

of the APs scheduled in the system. This leads us to develop a greedy algorithm

for AP scheduling.

(c) We numerically illustrate the efficacy of the scheduling algorithm, by showing

that the sum UL-DL SE obtained via exhaustive search over all UL-DL AP-

configurations and considering the effects of CLIs matches closely with that ob-

tained via the greedy algorithm based on the sub-modularity of the lower bound.

Our further experimental results show that DTDD CF-mMIMO substantially enhances

the system performance compared to an FD cellular mMIMO system. This is because

DTDD CF-mMIMO exploits the joint signal processing benefits of a CF system coupled

with the adaptive scheduling of UL-DL slots based on the localized traffic demands at

the APs. Another key advantage of DTDD CF over the FD cellular system is that we no

longer need additional hardware at each AP to cancel the SI or InAI.

1.3.b.iii DTDD CF versus FD CF

The theoretical and numerical results discussed so far considered fixed power allocation

in UL and DL and considered MRC and MFP. However, power control is needed for better

interference management. This is addressed in Chapter 5. Also, we explore whether DTDD

CF can outperform an FD CF system and analyze the role of InAI, IrAI, and InUI on the

overall system performance. Our major findings are as follows:

i. We analyze the sum UL-DL SE considering distributed MMSE combiners and RZF

precoders. We also derive closed-form expressions for the sum UL-DL SE with ZF



Chapter 1. 18

combiners and precoders. These expressions uncover the effects of InAI, IrAI, and

InUI on the UL-DL SEs and how power control and UL/DL scheduling of the APs

(for DTDD) dictate the strengths of these CLIs. Also, in the UL, we present an

SINR optimal weighting scheme, which ensures that the received SINR at the CPU is

maximized.

ii. Next, we focus on the sum UL-DL SE maximization with set constraints on the UL/DL

APs and transmit power constraints on the APs and UEs. This problem of joint AP

scheduling and power control is non-convex and NP-hard. We decouple it into two

sub-problems. Our proposed solutions enjoy the following computational as well as

theoretical advantages:

(a) We use fractional programming (FP) to solve the UL and DL power control prob-

lem. FP convexifies the non-convex cost function such that the optimal solution

of the surrogate cost function and the original cost function are the same.

(b) Our algorithms admit closed-form updates for UL and DL power control and all

auxiliary variables, which are derived using the alternating direction method of

multipliers (ADMM) in the DL and augmented Lagrange multiplier in the UL.

Furthermore, the resulting algorithms for each sub-problem are shown to converge

to local optima.

(c) Our proposed FP-based algorithms are precoder/combiner scheme agnostic and

require only a few auxiliary variables, which makes our solutions scalable to large

distributed systems.

(d) For AP scheduling, we develop a greedy AP mode (UL/DL) selection algorithm,

where, at each iteration, we select the AP and the corresponding mode such that

the incremental gain in the sum UL-DL SE (with optimal power control) is maxi-

mum. This pragmatic low-complexity approach solves an otherwise exponentially

complex scheduling algorithm in polynomial time.



Chapter 1. 19

(e) Our algorithms need to be applied in the time scale of large-scale fading, which

remains constant for several coherence intervals. In contrast, instantaneous CSI-

based approaches require the scheduling of APs and the computation of the UL

and DL power control coefficients in every coherence interval.

We perform extensive numerical experiments that reveal the superiority of the UL/DL

power control algorithms over several existing schemes. Surprisingly, our results show that

for the same number of APs and antenna density, DTDD procures a better sum UL-DL

SE compared to an FD CF system. Further, we observe that even with double the antenna

density, the performance of the FD system can be limited by InAI and IrAI, while DTDD is

more resilient to InAI. Thus, we can obtain the benefits of FD via DTDD itself, obviating

the need for IrAI suppression at the APs.

1.3.c Synchronization

In the last part of the thesis, we switch gears and address a critical issue in the practical

viability of CF-mMIMO systems, namely, synchronization. Almost all the existing works

in CF-mMIMO assume that every AP receives the transmitted signals from all the UEs

at the same time. This is not feasible due to the different relative distances between

the APs and the UEs. Thus, the propagation delays between the APs and UEs can

potentially exceed the CP duration for an OFDM-based CF system. This breaks the

orthogonality among the subcarriers, eventually leading to ICI and ISI. For instance, 5G

NR supports 30 kHz subcarrier spacing with the OFDM symbol duration being 33.3 µs

and the CP duration being 2.3 µs. Thus, the propagation delay at an AP that is at

an excess distance (relative to its nearest AP to a UE) of 750 m will be 2.5 µs, which

exceeds the CP duration. Further, for 60 kHz subcarrier spacing and 1.2 µs CP duration,

propagation delay at an AP at an excess distance of more than even 360 m will exceed the

CP duration. Thus, the performance gain attained by CF-mMIMO with OFDM over the

cellular setup with the assumption of synchronous reception at the APs is an overestimate
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of the actual performance. Hence, it is crucial to account for the effects of propagation

delays in the system performance while deriving the SINR at the CPU, and then develop

techniques to mitigate the additional interferences arising due to asynchronous reception.

Chapter 6 considers the impact of asynchronous reception in the UL CF-mMIMO system

using OFDM. Our main contributions are:

i. We develop a mathematical framework that captures the relative propagation delays

between the APs and UEs, manifesting as ICI and ISI in the UL SE.

ii. We analyze a scheme where each UE time-advances its transmit signal with respect to

the time reference at its nearest AP. This ensures that for every UE, there is no delay

on the received signal in the nearest AP and also reduces the propagation delays on

the subsequent APs that are farther away. The effectiveness of the scheme is validated

via numerical experiments.

iii. We derive the achievable per-UE SE with MRC and ZF combining. We extend our

analysis to design an ICI and ISI-aware combiner that minimizes the mean squared

error (MSE) between the transmitted and the estimated symbols at the CPU.

Our numerical experiments show that ICI and ISI can severely limit the performance

of a CF system. Increasing the CP length mitigates the ICI; this, however, reduces the

fractional symbol duration. Further, an interference aware combining with nearest AP-

based timing-advance can reduce the effects of ICI and ISI and offer a performance that

almost matches the time-aligned CF system. Hence, it is essential to perform appropriate

timing-advance and ICI and ISI-aware signal processing at the CPU in order to mitigate

the loss in SE due to ICI and ISI.
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2 Pilot Design and Channel
Estimation

Chapter Highlights
This chapter investigates the problem of pilot design and pilot allocation in a CF-MIMO set-up

considering quasi-orthogonal and orthogonal pilots with different utility matrices. In contrast to
a cellular system where only the serving BS/AP requires CSI from a given UE, in CF systems,
accurate CSI is required at all the APs in the vicinity of the UE, rendering the pilot design and
allocation problem a more challenging task.
The first part of this chapter presents a novel MUOB-based pilot (quasi-orthogonal) design and

its performance compared to conventional OPR. Specifically, we propose to use pilots that are not
only orthogonal within a cluster of APs and UEs but also minimally correlated across clusters.
Theoretically, we show that pilot sets forming MUOB minimize inter- and intra-cluster pilot
contamination. Following this, we develop an AP-centered clustering algorithm that facilitates
the pilot allocation across clusters from MUOB pilot codebooks. The advantage of MUOB is
that, once these AP-UE clusters are formed, the channel estimation is allocation agnostic due to
the constant correlation properties of the MUOB pilots.
Then, we look at the problem of pilot allocation from a different viewpoint and develop al-

gorithms for pilot allocation where no clustering of APs and UEs is required. Specifically, we
propose an iterative algorithm and show that the method substantially improves the performance
over random OPR and other existing schemes..
Finally, we note that the preceding pilot allocation schemes are for a predetermined number

of pilot sequences (i.e., a predetermined pilot length.) Thus, finally, we formulate a pilot length
minimization problem and propose a novel pilot allocation algorithm that ensures no pilot con-
tamination among the UEs near one AP or a subset of APs. At the same time, our algorithm
procures the pilot allocation with a minimum number of orthogonal pilots being reused across
the UEs. We numerically validate the superiority of the proposed algorithms over several existing
schemes in the literature and also provide a comparative analysis of our proposed algorithms.

23
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2.1 Introduction

CF-mMIMO systems offer excellent macro-diversity and uniformly good SE compared to

canonical co-located or cellular MIMO systems. However, the benefits of the CF mMIMO

system critically depend on the quality of the estimated channel at the APs, which in turn

depends on the underlying pilot design and allocation scheme. One can assign orthogonal

pilots to all UEs per cell in a cellular system, ensuring zero intra-cell pilot contamination.

In contrast, in a CF system, multiple APs jointly serve multiple UEs. Hence, ensuring no

pilot contamination across all the APs in the vicinity of every UE demands practically in-

feasible pilot length, resulting in a corresponding reduction of data duration per coherence

block, reducing the data rate, and potentially erasing the benefits of CF MIMO. Hence,

the pilot assignment problem in a CF MIMO system fundamentally differs from cellular

MIMO systems.

Almost all the works on CF-mMIMO consider orthogonal pilots for channel estimation.

If we randomly assign pilots to the UEs, the same pilots can be reused by UEs in proximity,

resulting in high pilot contamination in all nearby APs. Thus, although the random pilot

assignment is the least complex solution, it can lead to severe degradation in the SE. To

this end, the authors in [22] proposed an iterative algorithm to allocate pilots to maximize

achievable sum SE across UEs. On a similar track, the authors in [19] and [29] proposed

a greedy pilot assignment strategy that iteratively refines the allocation of pilots based

on the worst achievable SE and overall sum SE of the system, respectively. The method

presented in [30] further improved the iterative search method to reduce the complexity

of finding the pilot reuse strategy. However, all these pilot allocation techniques require

the exchange of SINR of every AP and UE pair even before the actual data transmission

phase. On the other hand, the algorithms available in current literature that require only

UE locations for pilot allocation [31–33] do not consider pilot length optimization.

In this thesis, we address the pilot assignment in a CF-mMIMO from three different
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viewpoints, as follows:

1. Keeping in mind that random pilot allocation is the least complex, we first ask

whether we can design pilot codebooks that can procure good channel estimates

across APs via random allocation. We consider a quasi-orthogonal pilot design,

where each pilot codebook consists of τp mutually orthogonal pilot sequences, and

inter-codebook pilots are non-orthogonal with a fixed cross-correlation. Now we

note that if we can form AP-UE clusters and then assign one quasi-orthogonal pilot

codebook to each cluster, i.e., pilots within each cluster are orthogonal, and all outer-

cluster pilots have a fixed low correlation; then even if we allocate pilots randomly

within each cluster, we can eliminate intra-cluster pilot contamination and control

the outer-cluster pilot contamination. This notion is developed in Section 2.2.

2. Next, we switch our attention to OPR1 and ask the question of whether we can de-

velop an algorithm for OPR that can improve the performance over random alloca-

tion without incurring heavy signal processing overhead in terms of SINR exchanges

among the APs and CPU and also can rule out the need for initial AP-UE clustering.

This is addressed in Section 2.3. This is in contrast with Section 2.2, wherein the

complexity was primarily due to the clustering, and then the channel estimates were

allocation agnostic. Now, we incur complexity in allocating the orthogonal pilots;

however, we do not need AP-UE clustering and show substantial improvement over

random OPR.

3. Finally, we consider the problem of pilot length minimization, in contrast to the the-

oretical development in the preceding sections, where the algorithms were developed

for a predetermined length of pilots. We present a low-complexity (again without

requiring SINR exchanges) yet effective pilot allocation scheme that ensures no con-

tamination among the subset of APs in the vicinity of every UE and also attains

1Here, we recapitulate from Section 1.3.a.i, that OPR refers to a scheme where we reuse a set of
orthogonal pilots across UEs. Hence the name orthogonal pilot reuse (OPR).
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such an allocation while minimizing the required pilot length. This is addressed in

Section 2.4.

Next, we present our developed algorithms and compare performance with several exist-

ing benchmark schemes. We also study the relative performances of the proposed schemes.

2.2 Channel Estimation with Quasi-orthogonal Pilots

One way of looking at the problem of pilot allocation in CF-mMIMO systems is to allocate

pilots from a set of non-orthogonal yet distinct sequences (in the sequel, we will refer to

these as quasi-orthonormal sequences) to minimize the effect of pilot contamination. It

has been shown that MUOB [34] can be used to generate pilot sequences satisfying this

property. We first briefly show that in cellular mMIMO systems, the use of MUOB pilots

can deliver uniform QoS irrespective of the underlying pilot assignment strategy [35], which

will later motivate and help us build the clustering algorithm for the CF-mMIMO system.

2.2.a Pilot Design from Union of Orthogonal Bases

We begin with a brief introduction to MUOB and how such vectors can be constructed.

Definition 2.1. (Mutually Unbiased Orthonormal Bases [36]) A collection of orthonormal

bases {Bj}j=1,...,n of the Hilbert space CK are said to be mutually unbiased if and only if

|〈φ,ψ〉|2 = 1/K for φ ∈ Bl and ψ ∈ Bk, with l 6= k.

Theorem 2.1. [34] Let q = pn, where p is an odd prime and n is a positive integer, and

Fq is a field with q elements. Let Φl , {ϕl,m|m ∈ Fq} be the set of vectors given by

ϕl,m =
1√
q

[ωTr(lx2+mx)
p ]x∈Fq , (2.1)

where, for α ∈ Fq, Tr(α) , α+ α2 + . . .+ αq−1. Then, the standard basis and the sets Φl,

with l ∈ Fq, form a set of q+1 mutually unbiased bases of Cq. Here, ωk , exp(
√
−1(2π/k))

denotes the k-th primitive root of unity.
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The construction of MUOBs is not limited to odd prime power-based design. For thor-

ough treatments of existing constructions, readers are referred to [34,36] and the references

therein. ZC sequences with different roots have been found to be efficient implementations

of MUOB and have been employed in 3GPP LTE and 5G NR [37, 38]. In this chapter,

our goal is to evaluate the utility of these constructions as pilots to mitigate pilot con-

tamination so that a uniform QoS can be provided to all UEs, which is a consequence of

the mutual unbiasedness ensures that the interference power due to pilot contamination

decreases inversely with the length of the pilot sequence.

2.2.b MUOB: Uniform QoS

We present expository numerical experiments manifesting the benefits of MUOB-based

pilots in a cellular MIMO system. Detailed theoretical developments are available in [35].

These results motivate us to develop an AP-centric clustering algorithm (analogous to

inherent BS-UE clusters per cell; however, here, APs jointly serve the UEs) for the CF-

mMIMO system, which will be discussed afterward.

We consider a multi-cell system consisting of one central hexagonal cell surrounded by

6 neighboring cells and with a wrap-around of interference. The distance from the cell

center to a corner point of the cell is assumed to be 1 km. The BSs are deployed at

the cell center, and the UEs are randomly dropped within each cell, keeping a reference

distance of 100 m. The carrier frequency and the signal bandwidth are 2 GHz and 1 MHz,

respectively, with Nyquist rate sampling at the BS. The path loss exponent is assumed

to be 3.76 [39]. We assume path loss inversion-based power control, and therefore, the

received SNR at the BS to which they are attached is 10 dB for all UEs, irrespective of

their locations.

In Figure 2.1, we plot the CCDF of MMSE channel estimation variances for different

levels of pilot contamination. We consider 101 UEs in each cell and take 105 random

UE instantiations for computing the empirical CDF. We observe that when the pilot
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Figure 2.1: CCDF of the channel estimation variance of OPR and MUOB with different
pilot lengths.

length equals a number of UEs/cell, estimated channel variance with OPR ranges between

[0.3, 0.95], and with MUOB pilots, it lies within [0.65, 0.75]. Therefore, MUOB pilots lead

to channel estimates of similar quality for all UEs and neither as good as the best UEs nor

as bad as the worst UEs under OPR. We next consider the case when the available pilot

length is double the number of UEs/cells. We notice a striking improvement (estimated

channel variance in the range [0.85, 0.95]) in the performance of MUOB pilots because of

its inverse scaling of mutual cross-correlation with pilot lengths. Also, even with longer

pilots, pilot contamination from cell edge UEs in neighboring cells still affects the overall

estimation of some UEs under OPR. Finally, we consider pilots lengths less than the

number of UEs per cell. In such cases, MUOB outperforms OPR because the latter is

much more affected by intra-cell pilot contamination than MUOB. Also, note that as the

pilot length increases, the variance of the MMSE estimator improves (becomes close to 1),

and, correspondingly, the variance of the error in the estimated channel decreases.

Remark 2.1. The pilot lengths used in Figure 2.1 are prime numbers because we follow

the basis design according to (2.1). However, there are several methods for constructing
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unbiased bases using finite fields with odd and even prime powers.

Next, to compare the fairness of OPR and MUOB-based pilot transmission schemes

across UEs, we present the two most commonly used fairness measures, namely, Jain’s

index and max-min index [40]. For a set of input values X = (x1, . . . , xN), Jain’s fairness

index is defined as J (X ) =
(
∑N

l=1 xl)
2

|X |∑N
l=1 x

2
l

. When the input values are all equal, Jain’s index

equals one. For our experiment, we generate random UE locations at each instantiation,

measure their respective channel variances, and numerically evaluate Jain’s index. We

observe in Figure 2.2 that in the case of MUOB, even for a small number of instantiations,

the Jain’s index converges to a value ≥ 0.99, and with an increasing number of UEs, it

saturates to a value ≥ 0.996 with less than 500 Monte-Carlo realizations. However, in a

conventional OPR scheme, Jain’s index never crosses 0.96, and the convergence to 0.955

happens only after 6000 realizations. This reveals that, on average, MUOB pilots achieve

equal quality of channel estimates almost irrespective of where the UEs are located. In

OPR, the relative placement of UEs and their pilot assignments plays a critical role in

obtaining good channel estimates.

Next, we consider the max-min fairness metric, defined at the center cell as Umax-min =
mink(σ

2
jk)

maxk(σ2
jk)

, where σ2
jk is the estimated channel variance at the jth BS for the kth UE.

The large difference between MUOB and OPR in terms of the max-min fairness is evident

from Figure 2.3. For example, with 101 UEs/cell, the max-min fairness metric converges to

0.755 with MUOB and 0.234 with OPR. A simple calculation based on this shows that, in

the case of MUOB, the worst channel estimate will deviate from the best possible estimate

by at most 24.5%. However, with OPR, there exists a UE whose channel estimate at the

BS is 76.62% worse than the best-estimated channel. Note that Jain’s index requires

estimated channel variances of all UEs to quantify the overall fairness achieved by the

system. On the other hand, the max-min index reveals to what extent the best-estimated

channel deviates from the worst one.
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Figure 2.2: Convergence of Jain’s fairness index. The pilot length equals the number of
UEs per cell.

As the BS chooses its precoding vectors based on the estimated channels, pilot contam-

ination has a direct effect on the achievable spectral efficiency. We examine the per-UE

UL-DL sum rates achieved by these MUOB and OPR for different pilot lengths. We

consider 101 UEs/cell and a coherence interval of 600 channel uses. (At a UE velocity

of 100 m/sec, the Jakes’ correlation coefficient is 0.99 after each coherence interval [41]).

We define the “best case” as the rate of the UE, which achieves the highest rate, and

the “worst case” as the rate of the UE, which achieves the lowest rate, in the center cell.

From Figure 2.4, we see that the best achievable rate is obtained by the OPR scheme with

τp = 101. This is intuitive in the sense that using a pilot length that equals the number of

UEs balances the trade-off between pilot overhead and data transmission duration. The

crucial point to note is that the gap between the highest achievable rate and the lowest

in OPR is much larger than that obtained using MUOB pilots. This also corroborates

our observations about the behavior of the empirical cumulative distributions and fairness

metrics. Therefore, to provide uniformly good service across all UEs in a cell, pilot con-

struction via MUOB is a promising choice compared to OPR, especially when the pilot

length is limited.

These numerical experiments motivate us to consider MUOB-based pilots for CF-mMIMO
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Figure 2.3: Convergence of max-min fairness index. The pilot length equals the number
of UEs per cell.

Figure 2.4: Per UE UL-plus-DL achievable sum-throughput vs. SNR.

systems, which we discuss in the next section.

2.2.c MUOB for CF-mMIMO System

Now, note that UEs in cellular mMIMO systems are naturally clustered based on the
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BS serving them. However, no such clusters exist in the distributed MIMO case since

all the APs can potentially serve all the UEs. Hence, we need to appropriately cluster

the UEs before pilot allocation, making the CSI acquisition problem more challenging in

CF-mMIMO systems than their cellular counterparts. The current state of the art [42–44]

in CF-mMIMO systems considers the use of OPR among different UE clusters. One issue

with this approach is that a large amount of pilot contamination can potentially be incurred

if adjacent cluster-edge UEs from two physically proximal clusters share the same pilot

sequence. This, in turn, substantially degrades the quality of the channel estimates for that

UE at all nearby APs. However, this problem can be circumvented via suitably designing

non-orthogonal pilots. To the best of our knowledge, the problem of channel estimation

with non-orthogonal pilots (and, in particular, mutually unbiased orthogonal bases pilots)

has not yet been explored in the context of a CF-mMIMO system. Therefore, our goal in

this chapter is to analyze the performance of CF-mMIMO systems with quasi-orthogonal

pilots and to develop a strategy for pilot allocation to the UEs that can minimize the

effects of pilot contamination.

Our main contributions are:

1. We first derive a lower bound on the mean squared pilot contamination power in a

CF-mMIMO system with non-orthogonal pilots and arbitrary pilot assignment. We

show that pilots drawn from an MUOB codebook achieve this lower bound. (See

Theorem 2.2.)

2. We develop a low complexity AP-centric UE clustering algorithm for pilot allocation

to the UEs (See Algorithm 1.). The algorithm aims to minimize the pilot contami-

nation across the UEs for a given pilot length.

3. We derive the achievable UL and DL rates for this system. (See Theorem 2.3.)

Note that these expressions are developed for arbitrarily correlated pilots and are

applicable for both MUOB and OPR.
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Notation Description
Contmk Pilot contamination in the kth UE’s channel estimated at the mth AP
U Set of all UE indices
Ok Set of UE indices whose pilots are orthogonal to the kth UE’s pilot
Um Indices of the UEs clustered with mth AP
Ũm Indices of the UEs whose data is processed by the mth AP
Ak Indices of the APs that jointly process the kth UE’s data

Φ
The set of all pilot sequences with the kth sequence (column)
ϕk ∈ Cτp being allocated to the kth UE

Table 2.1: Symbols used in AP-centric clsutering and MUOB-based pilot design.

4. Via numerical simulations, we validate our derived results and prescribe parame-

ter values that optimize the achievable rates in the system under study. We also

benchmark the performance of MUOB against the OPR-based channel estimation

technique, which has previously been used in [42,43]. We observe that MUOB pilots

with a pilot length 13 achieve a Jain’s fairness index value of above 0.999 for a 50

UE CF-mMIMO system, which is comparable to the case with no pilot contamina-

tion, i.e., pilot length 50 (see Figure 2.7). Also, with optimized pilot length, both

cluster-wise MUOB and unclustered MUOB uniformly outperform adaptive OPR as

well as unclustered OPR in terms of the achievable rates (see Figure 2.8).

The key takeaway of this work is that MUOB pilots can minimize the effects of pilot

contamination in a CF-mMIMO system for a given pilot length. Also, we can arbitrarily

allot pilots to UEs within each cluster, and do not require computationally expensive pilot

allocation algorithms. Furthermore, optimizing the pilot length significantly improves the

throughput achievable with MUOB pilots due to the inverse scaling of the correlation

between non-orthogonal pilots. Such properties make MUOB-codebooks an attractive

choice as training signals in distributed systems such as CF-mMIMO.

Notation: The key notations used throughout this section are described in Table 2.1.
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2.2.d System Model

We consider a TDD CF-mMIMO system consisting of M APs equipped with N an-

tennas each, jointly serving K single antenna UEs. The channel vector between the

mth AP and kth UE is modeled as fmk =
√
βmkhmk ∈ CN , where the path loss com-

ponent βmk is assumed to be constant for several coherence blocks, and the fast fading

channel, hmk ∼ CN (0, IN), is estimated at the start of each coherence interval. Let

U = {1, 2, . . . , K} be the index set of all the UEs, and let their corresponding set of pilot

sequences be Φ , {ϕ1,ϕ2, . . . ,ϕK}, with the pilot sequence ϕk ∈ Cτp allocated to the

kth UE, such that 〈ϕk,ϕk〉 = 1 [42]. Without loss of generality, we group the K pilot

sequences (correspondingly, UEs) into L clusters, with each cluster containing at most τp

sequences, such that any pair of pilots within a cluster are mutually orthogonal. Thus,

τpL ≥ K. Note that L = 1 if all the pilot sequences are orthogonal (this requires τp ≥ K),

while L = K if none of the pilot sequences are orthogonal. In the sequel, for simplicity

of presentation, we assume that the pilot sequences can be grouped into L clusters, each

containing τp mutually orthogonal pilots such that τpL = K.

Let the kth UE transmit the pilot signal with an energy Ep,k. Also, let the index set of

UEs whose pilots are orthogonal to the pilot transmitted by the kth UE be denoted as

Ok. That is, Ok , {k′ : 〈ϕk,ϕk′〉 = 0, k′ ∈ U}.

All the APs use the received pilot symbols to obtain minimummean square error (MMSE)

estimates of the channel vectors to the corresponding UEs. Let f̂mk be the estimate of fmk,

such that fmk = f̂mk+ f̃mk, with f̃mk ∼ CN (0, (βmk−α2
mk)IN) being the channel estimation

error orthogonal to ĥmk, where

α2
mk ,

Ep,kβ2
mkτp

N0 + Ep,kβmkτp + Contmk
. (2.2)
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Here Contmk represents the amount of pilot contamination in the kth UE’s channel esti-

mate, and is given as

Contmk =
∑

j∈U\{Ok∪k}
τpEp,jβmj|〈ϕj,ϕk〉|2. (2.3)

A detailed proof for (2.2) and (2.3) are available at Appendix A.1. Next, we formulate the

pilot design problem as one of min-max optimization based on the contamination derived

in (2.3).

2.2.e Minimizing Pilot Contamination

The contribution of pilot contamination to the channel estimation error is minimized

when the inner product term |〈ϕj,ϕk〉|2 is uniformly zero. However, this is not possible in

a system with τp < K. Hence, we seek to minimize the maximum inter-pilot correlation

to minimize (2.3), that is,

P : min
Φ

max
k∈U ,

j∈U\{Ok∪k}

|〈ϕj,ϕk〉|2. (2.4)

We have the following theorem.

Theorem 2.2. For a given pilot length τp satisfying
√
K ≤ τp < K and for τpL = K, the

optimal value of P is
1

τp
, and is attained when distinct MUOB-pilot codebooks are allocated

across clusters and the chosen pilot length τp is either a prime number or a power of a

prime number.

Proof. See Appendix A.2. �

Also, from [34], τp distinct orthogonal pilot codebooks can be constructed and allotted

to τ 2
p UEs using MUOB-codebooks. In practice, we can choose the smallest prime or

prime-powered τ̇p, for a given number of UEs, such that τp ≥ τ̇p and τ̇ 2
p ≥ K. This way,

we can generate sufficiently many pilot sequences of length τ̇p to allot to all K UEs.
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We note that for prime values of τp, ZC sequences allow for a fast implementation of

MUOBs [38]. Since sequences generated by circular shifts of a ZC sequence are orthogonal

to each other for a given root, and since a ZC sequence of length τp has τp − 1 roots, we

can generate τ 2
p − τp MUOB pilots using ZC sequences. These τ 2

p − τp sequences coupled

with the columns of the τp × τp identity matrix form τ 2
p distinct pilots for the given pilot

length.

Using the correlation structure of MUOB pilots, we can write the overall pilot contami-

nation at the kth UE as

Contmk =
∑

j∈U\{Ok∪k}
Ep,jβmj. (2.5)

For comparison, the overall pilot contamination in a system that uses OPR-based pilot

assignment is given as

Contmk = τp
∑

j s.t.〈ϕk,ϕj〉=1

Ep,jβmj. (2.6)

Note that the contamination power in (2.6) scales with the number of clusters (also τp)

in this case, as opposed to (2.5). The latter is due to the fact that the mutual correlation

of non-orthogonal MUOB pilots scales inversely as √τp.

Having developed a technique for the optimal design of pilot codebooks, in the next

section, we present an AP-centric UE-clustering algorithm for pilot assignment to the

UEs.

2.2.f AP-Centric Pilot Assignment

We note that the natural UE grouping by associating each UE to its nearest base sta-

tion (BS) of a cellular mMIMO system is not appropriate in a CF system, as multiple APs

cooperatively process each UE’s signal. Consequently, AP-centric clustering is necessary to

minimize the pilot contamination among geographically close UEs. Thus, we now discuss

our proposed AP-centric UE clustering strategy, with each AP forming non-overlapping
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clusters with at most τp UEs.2 Hence, given M APs we set L = M . Our proposed strat-

egy is summarized in Algorithm 1, with dmk being the distance between the mth AP and

the kth UE. We declare an AP as available if the associated cluster size is less than τp,

and as overloaded if the cluster size exceeds τp. In each iteration of this algorithm, we

associate unclustered UEs with the nearest available APs and ensure that none of the APs

is overloaded. The outputs of this algorithm are index sets Um,m ∈ {1 . . .M}, containing

UE indices clustered with the corresponding AP.

Remark 2.2. MUOB pilot codebooks are generated via ZC-sequences with τp being a prime

number satisfying τp ≥ max{M − 1, K/M}. We cluster UEs into M groups, each con-

taining at most τp UEs. Now, since τp ≥ K/M , the UEs within a cluster can be assigned

orthonormal pilots. This avoids intra-cluster pilot contamination. Also, since τp ≥M −1,

we can assign a distinct block of pilots to each cluster.

Following this, the UEs within each cluster are assigned pilot sequences that are randomly

chosen from a unique block of MUOB pilots without replacement. For OPR, a set of

orthonormal pilots are assigned to UEs within a cluster and repeated across the clusters [35,

42, 43]. We then employ the largest large-scale fading (LLSF) based AP selection [45] to

find the set of the UE indices whose data will be processed by the mth AP, denoted by Ũm.

This is a superset of the mth AP’s pilot cluster. The cardinality of the set Ũm is controlled

by a threshold parameter denoted by δ ∈ [0, 1]. Setting δ = 1 leads Ũm = U ,∀m. Following

this, using Ũm,∀m, we can easily find Ak, the set of AP indices associated with the kth

UE. As an example, we demonstrate the clusters formed for one given UE distribution,

in Figure 2.5, such that each distinctly colored cluster is assigned pilots from one distinct

MUOB-pilot codebook. We observe that the UE of interest (as indicated) is jointly served

by two APs.

2The association/clustering is used only for assigning pilot sequences to the UEs. In a cell-free system,
the APs collaboratively serve all UEs.
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Algorithm 1: AP-centric UE clustering
Input: τp, M , K, dmk,∀m & ∀k
Initialization: Ām = {1, 2, ...,M}, Ū = {1, 2, ..., K}, Ui = ∅, ∀i ∈ Ām.
Check: τp ≥ max{M − 1, K/M}.

[1]: while (|Ū | 6= 0) do
[2]: for i ∈ length(Ū) do
[3]: Find: m′ = minm∈Ām

dmi

[4]: Update: Um′ = Um′ ∪ {i}, Ū = Ū \ {i}
[5]: end

/* Manage the overloaded APs */
[6]: for j ∈ Ām do
[7]: if |Uj| > τp then
[8]: Retain only the τp nearest UEs in Uj
[9]: Move the dropped UEs back to Ū

[10]: Update the available APs: Ām = Ām \ {j}
[11]: end
[12]: end
[13]: end

Output: Um: UEs associated with mth AP, ∀m.

Remark 2.3. The clusters formed according to Algorithm 1 are used to allocate MUOB

pilots across clusters. Due to the constant correlation (i.e., 1/τp) among the inter-cluster

UEs, the contamination strength is independent of how we assign pilots from each MUOB

codebook to the UEs within a given cluster. Therefore, the UEs within each cluster are ran-

domly assigned pilot sequences drawn from one block of MUOB pilots without replacement.

Then, there is no pilot contamination from UEs within a cluster and a fixed contamination

from UEs in other clusters, regardless of how the pilot sequences are assigned to the UEs

within each cluster. This is a key advantage of MUOB, namely, that we completely obviate

the need to solve a pilot assignment problem based on inter-cluster UE distances.

Now, in CF mMIMO systems, OPR may lead to poor performance because each UE

is served by multiple APs. Due to this, using τp � K may result in multiple UEs being

served by the same AP using the same pilot sequence, leading to severe pilot contamination
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Figure 2.5: A realization of the system model. The blue squares denote the AP positions,
and solid circles denote the UEs.

and loss of performance. Therefore, for a fair comparison with OPR-based pilot allocation,

we allow the pilot length with OPR to exceed τp and propose a technique for generating

pilot sequences in Algorithm 2, which we call adaptive OPR. The algorithm ensures that

if any UE is being jointly served by more than one AP, then the assigned pilot of that

particular UE is orthogonal to all the other UEs being served by the corresponding APs.

We note that the threshold parameter δ acts as a trade-off between the amount of pilot

contamination and the pilot length (τ ′p).

Remark 2.4. Note that in the case of adaptive OPR, the parameter δ also controls the

pilot length τ ′p, unlike MUOB, where τp is independent of δ.

Remark 2.5. The worst case order of our proposed clustering Algorithm 1 is O(K2M).

However, this clustering only needs to be performed in the time scale over which the large-

scale fading coefficients change. Further, Algorithm 1 is sufficient to allocate MUOB pilots
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Algorithm 2: Adaptive OPR
Initialization: Φ̇j = ∅, ∀j = 1, 2, . . . ,M

[1]: Find τ ′p = max{|Ũ1|, |Ũ2|, . . . , |ŨM |}
[2]: Define I = {i1, . . . , iM} s.t. |Ũi1| ≥ |Ũi2| ≥ . . . |ŨiM |
[3]: if τ ′p > τp then
[4]: Generate: New pilot codebook: Φ̄ ∈ Cτ ′p×τ ′p

[5]: else
[6]: Set: Φ̄ = Φ ∈ Cτp×τp (initial codebook)
[7]: end
[8]: for j = 1 : length(I) do
[9]: Find the UEs in Ũij , if any, to which pilots have been assigned in the previous

iteration(s)
[10]: Store those pilots in Φ̇j

[11]: Randomly assign pilots to the remaing UEs in Ũij from Φ̄\Φ̇j without
replacement

[12]: end

because of the constant correlation property as discussed in Remark 2.3. For adaptive OPR,

we need Algorithm 2 to mitigate inter-cluster pilot contamination, which has worst-case

order complexity of O(M). Therefore, with a very low complexity, the clustering algorithm

can procure the benefits offered by MUOB codebooks.

2.2.g Performance Analysis

In this section, we analyze the throughput of the proposed system. Our analysis is

applicable to any choice of pilot codebooks, including pilots from MUOB codebooks and

pilots allocated using OPR. Let the kth UE’s transmitted symbol be su,k (E[|su,k|2] = 1)

with energy Eu,k. The UL signal transmitted by the kth UE is processed by the APs whose

indices are included in the index set Ak. Each AP processes these UL signals via maximal

ratio combining. Therefore, the processed kth stream of the received signal at the CPU

becomes
∑

m∈Ak

∑

i∈U

√
Eu,if̂Hmkfmisu,i +

∑

m∈Ak

f̂Hmkwm,
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with wm ∼ CN (0, N0IN).

Similarly, let the DL symbol indented for the kth UE be denoted by sd,k, with E[|sd,k|2] =

1. In the DL, the mth AP serves the UEs whose indices are contained in the index set

Ũm. For simplicity, we assume equal power distribution among the APs, and let ρd be

the maximum normalized (as a multiple of the noise variance N0) power transmitted by

each AP [45]. Assuming reciprocity-based matched filter precoding in the DL, the signal

transmitted by the mth AP can be expressed as

rd,m =
∑

i∈Ũm

√
ρdζmif̂

∗
misd,i,

where the power control coefficients, ζmk, ∀k ∈ Ũm, are designed such that E [‖rd,m‖2] ≤ ρd.

Also since, f̂∗mi ∈ CN (0, α2
miIN),

∑

i∈Ũm

ζmiE
[
‖f̂∗mi‖2

]
≤ 1 =⇒

∑

i∈Ũm

ζmiα
2
mi ≤

1

N
. (2.7)

Optimally solving (2.7) is beyond the scope of this chapter, however, considering each AP

to transmit at the maximum allowable power, we can set ζmk = 1/(N
∑

i∈Ũm α
2
mi),∀k ∈ Ũm.

We consider that a fraction λ (λ ∈ [0, 1]) of data transmission duration, i.e., (τ − τp), is

allotted for UL.

Theorem 2.3. The achievable rate of the kth UE can be expressed as

Rk =
(

1− τp
τ

) [
λ log2(1 + γuk ) + (1− λ) log2(1 + γdk)

]
,

where

γuk =
NEu,k(

∑
m∈Ak

α2
mk)

2

N CohIuk + NCohIuk +N0

∑
m∈Ak

α2
mk

, (2.8a)

γdk =
N2ρd(

∑
m∈Ak

√
ζmkα

2
mk)

2

N2 CohIdk +N NCohIdk + 1
, (2.8b)
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with the respective terms are evaluated as

CohIuk ,
∑

i∈U\{k}

Eu,i|ϕHk ϕi|2
(∑

m∈Ak

α2
mk

√
Ep,i
Ep,k

βmi
βmk

)2

, (2.9a)

NCohIuk ,
∑

i∈U

Eu,i
∑

m∈Ak

α2
mkβmi, (2.9b)

CohIdk ,
∑

i∈U\{k}

ρd|ϕHi ϕk|2
(∑

m∈Ai

α2
mi

√
ζmi

√
Ep,k
Ep,i

βmk
βmi

)2

, (2.9c)

NCohIdk , ρd
∑

i∈U

∑

m∈Ai

α2
miζmiβmk. (2.9d)

Proof. The proof is available in Appendix A.3. �

We observe that the choice of pilot sequences controls the coherent interference power in

the UL and the DL, i.e., CohIuk and CohIdk, that in turn determines the achievable rates.

We have earlier shown that for any given pilot length, MUOB pilot codebooks minimize

the coherent interference regardless of the underlying pilot assignment strategy, hence

maximizing the achievable rate.

Remark 2.6. We note that the results in Theorem 2.3 are based on the channel hardening-

based bounds, commonly known as use-and-forget bound. It has been experimentally vali-

dated in the literature that the use-and-forget bounds are close to the ergodic capacity under

hardening propagation environments (i.e., the independent Rayleigh channels, which is the

case with our analysis), even when the number of APs is small. Further, we underscore

the fact that hardening-based analysis helps us find insightful closed-form UL and DL SE

expressions that, in turn, reveal the interdependence of various system parameters.

2.2.h Numerical Results

We use the setup in Figure 2.5 with M = 8 APs, each equipped with N = 32 antennas.

The UEs are deployed uniformly at random over a square area of size 1 km2, and we

consider 105 realizations of the channels. The path loss exponent and the reference distance
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with respect to each AP are taken as 3.76 and 10 m, respectively [42]. We assume a

coherence block to consist of 200 channel uses, corresponding to a coherence time of 1

ms [42, 46]. The pilot and data SNRs are taken as 10 dB, with λ being 0.5. We compare

the proposed MUOB pilot codebook-based channel estimation with the established OPR

technique as presented in [42]. We also compare the performance of MUOB with adaptive

OPR where the pilot contamination between inter-cluster UEs is mitigated as described

in Section 2.2.f. We now state the three schemes of pilot allocation and data processing

employed in our experiments:

1. Cluster Wise MUOB [τp = x, δ = y]: We form the clusters using Algorithm 1 setting

τp = x, and then assign pilots from a distinct MUOB codebook at each cluster. Then,

we apply an LLSF-based AP section with δ = y for joint data processing.

2. Cluster wise OPR [τp = x, δ = y] : We form the clusters using Algorithm 1 with

τp = x, and reuse a single set of orthogonal pilots across clusters. After that, we use

the LLSF-based AP section method with δ = y to find the APs that jointly process

the data of each UE.

3. Adaptive OPR [δ = y]: We first form the cluster using Algorithm 1. Next, we

apply LLSF-based AP section with δ = y to find the sets Ũm,∀m. Then we assign

pilots using Algorithm 2 which will result in a pilot length τ ′p ∈ [x, |U|] depending

on δ.

We first evaluate the effectiveness of MUOB pilots for channel estimation against cluster-

wise OPR and adaptive OPR. We do this by plotting the complementary cumulative

distribution functions (CCDFs) of the NMSE of estimated channels in Figure 2.6. For

each of the three schemes, we measure the NMSE of a particular UE at the APs that are

involved in joint processing, and average the error variances over the number of associated

APs. Thus, the x-axis of Figure 2.6 is
1

|Ak|
∑

m∈Ak
(1−α2

mk/βmk), ∀k ∈ U . We can observe

that MUOB pilots render channel estimates with considerably lower error variance as
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Figure 2.6: CCDF of NMSE of the estimated channels with K = 40.

compared to cluster-wise OPR. As adaptive OPR reduces contamination by increasing

the pilot length, for certain UEs, it can achieve better channel estimates. However, the

probability that the NMSE is greater than −3.5 dB with MUOB is almost zero, whereas

the NMSE under adaptive OPR exceeds −3.5dB at least in 20% of the cases even with

δ = 0.85. We also observe that if the pilot length is increased, as in adaptive OPR, MUOB

significantly outperforms adaptive OPR. Therefore, a simple clustering-based algorithm

can attain better channel estimates with MUOB pilots.

Next, in Figure 2.7, we compare the fairness offered by these pilot allocation schemes via

Jain’s utility index [35], which is defined as J(α) = (
∑K

k=1 α
2
mk/βmk)

2 / K
∑K

k=1(α2
mk/βmk)

2.

For δ = 1, Algorithm 2 generates orthogonal pilot codebooks (i.e. τ ′p = K) for all the UEs,

which results in a Jain’s index of unity for all UEs. We observe that MUOB pilots can

achieve nearly the same fairness as a system with no pilot contamination. Furthermore,

even as the number of UEs increases, MUOB pilots retain overall fairness.

We observe that the pilot length represents an important trade-off between the amount of

pilot contamination and the usable frame duration. We observe in Theorem 2.3 that CohIuk

and CohIdk are dependent on |〈ϕk,ϕi〉|2 which scales as 1/τp under MUOB. However, if τp
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Figure 2.7: CDF of Jain’s Index and fairness variation with UE load.

becomes comparable with coherence interval (τ), the pre-log factor (1 − τp/τ) degrades

the SE. Thus, the right choice of the pilot length with MUOB is important for obtaining

optimal performance. Although optimally solving for τp in Theorem 2.3 is beyond the

scope of this work, we numerically solve the following problem:

max
τp

∑

k∈U

Rk, (2.10)

subject to τp ∈





[x, τ ],Cluster wise OPR & Cluser wise MUOB

[τ ′p, τ ],Adaptive OPR,
(2.11)

where x and τ ′p are as defined at the beginning of this section. We plot the average

optimized SE against the UE load in Figure 2.8. We observe that MUOB pilot codebooks

with optimized pilot lengths substantially improve the average throughput compared to

adaptive OPR. Also, with increasing δ, more APs contribute to joint data processing, which

improves the per UE rate. Furthermore, at optimal pilot length, the coherent interference

is also minimized under MUOB-pilot books, unlike any OPR technique, where both the

interference and the effective channel gain increase linearly with the pilot length.
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Figure 2.8: Pilot length optimized SE vs. UE load (K).

In summary, our numerical results reveal that MUOB-based pilots can achieve better

system fairness as well as throughput compared to conventional OPR.

Now, we note that, although MUOB benchmarks the best that can be done via random

allocation and with quasi-orthogonal pilots, we require an initial AP-centric UE clustering

for the pilot assignment. On the other hand, although the proposed adaptive OPR im-

proves the performance over random OPR, it incurs additional pilot overhead. Thus, the

question we next ask is whether we can improve over random allocation, however, without

AP-centric clustering and without incurring additional pilot overhead. We will address

this next.

2.3 Iterative NMSE Based Pilot Allocation

We note the algorithm developed in the previous section requires an AP-UE clustering

algorithm, and we have shown that MUOB pilots with the clustering algorithms offer

superior performance compared to random and adaptive OPR. Now, we look at the pilot

allocation algorithm, where we can improve the performance of OPR without the need for
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an initial clustering algorithm. This is the main focus of this section.

2.3.a Channel Estimation

The channel estimation procedure remains the same as discussed in Section 2.2.d. How-

ever, for notational convenience, we rewrite α2
mk in (2.2) as follows: f̂mk∼CN (0, α2

mkIN),

where,

α2
mk = cmkτpEp,kβ2

mk, (2.12)

and

cmk , (τpEp,kβmk + τp
∑

n∈Ip\k

Ep,nβmn +N0)−1. (2.13)

The estimation error, denoted by f̃mk , fmk − f̂mk, is distributed as CN (0, ᾱ2
mkIN), with

ᾱmk ,
√
βmk − α2

mk. Here, we denote the indices of the UEs employing the pth pilot

sequence by the set Ip. Note that the cardinality of Ip indicates the repetition factor of

the pth pilot sequence, such that
∑τp

p=1 |Ip| = K. This notation will later come helpful

in Chapter 4.

2.3.b Iterative Pilot Allocation Algorithm

Now, a UE with a good channel estimate at the mth AP has a high α2
mk = cmkτpEp,kβ2

mk,

where cmk accounts for pilot contamination. As the distance between kth and nth (k, n ∈

Ip) UEs decreases, the values of α2
mk and α2

mn decrease, resulting in worsening of the

channel estimates for both UEs. Hence, we first arbitrarily allocate pilots to all the K

UEs, and then we find the UE k? with the least value of αmk to its nearest AP, that is,

k? = arg mink αmk, where m is the index of the AP closest to UE k. If φk? is the associated

pilot for this UE, we reallocate a new pilot sequence to this UE from {φ1, . . . ,φK}\φk?

so that αmk? is maximized. We repeat this iterative process either up to a predetermined

number of iterations or if no other pilot sequence from {φ1, . . . ,φK}\φk? improves αmk? ,

or if αmk? exceeds a certain threshold for all UEs. The overall recipe is presented in
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Algorithm 3: Iterative Pilot Allocation
Initialization: Ip for 1 ≤ p ≤ τp, Number of iterations = Niter, Set: i = 0

Calculate: dmk for all k ∈ U , m ∈ A
Define: m?

k = arg min
m

dmk

Calculate: αm?
kk

for all k ∈ U
Initialization: αq = max

k
αm?

kk

[1]: αmin = min
k
αm?

kk

[2]: while (αmin < αo) && (αmin < αq) && (i ≤ Niter) do
[3]: k? = arg min

k
αmk

[4]: αq = αmin

[5]: for 1 ≤ p ≤ τp do
[6]: Ip = Ip ∪ {k?}
[7]: ap = αm?

kk

[8]: end
[9]: p? = arg max

p
ap

[10]: Reallocate k to Ip?
[11]: Update: αmin = min

k
αm?

kk

[12]: Set: i = i + 1

[13]: end

Algorithm 3.

Remark 2.7. Here, we have assumed that the knowledge of the path loss coefficients

is available at the APs, which is a common assumption in CF-literature [16, 19, 21, 47].

Essentially, the path loss coefficients are slow-fading components and remain constant over

several coherence intervals; therefore, at the beginning of each coherence interval, only the

fast-fading components are estimated at the APs. Also, when a UE “registers” with the

enB/network, it must exchange the primary/secondary synchronization signals with the

APs to perform the random access channel (RACH) procedure and then register itself with

the AP/core network. During this process, in the RACH message, the UE can include

information about its large-scale fading and path loss coefficient. In this way, the APs

can be aware of the path loss coefficients before allocating the pilot and training. The
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randomness in the path loss coefficients depends on the UE distribution, and therefore,

the estimation of such parameters requires scholastic geometry-based analysis, which is a

completely different line of work in contrast with our current model.

We illustrate the effectiveness of the proposed algorithm in Figure 2.9. In the cell-based

allocation scheme, since τ − p = 25, we consider 4 equal-sized cells in the system, assign

each UE to its nearest cell center, and allot orthogonal pilots to the UEs within each cell. In

case the number of UEs in any cell exceeds the pilot length, we set the pilot length to equal

the maximum group size, thus maintaining the orthogonality of the pilots within each cell.

This reduces pilot contamination within each cluster of UEs and, therefore, outperforms

random pilot allocation. However, we see that pilot allocation according to Algorithm 3

significantly improves the overall SE compared to both cell-based grouping and random

pilot allocation schemes. The advantage of our pilot allocation algorithm is that it can be

executed without the knowledge of UL/DL SINRs. Later, when we introduce a based CF

system, we shall see that an algorithm that can allocate pilots without the requirement

for exchange of UL and DL SINRs can help us decouple the problem of pilot assignment

and AP scheduling.

Now, we note that both the MUOB-based pilot design and the associated AP-centric

clustering and the iterative pilot allocation algorithm proposed in Section 2.3.b consider a

predetermined length of pilot signals. Hence, we next consider the channel estimation for

CF-mMIMO while minimizing the required pilot length. Also, we develop a UE-centric

clustering algorithm, unlike AP-centric clustering (see Algorithm 1) in the preceding sec-

tion, which is scalable with any number of APs and UEs.

2.4 Pilot Length Minimization

Until now, we have developed algorithms with a pre-determined length of pilot signals.

Even this is the case with most of the existing algorithms in CF-mMIMO literature, as

alluded to in Section 2.1. For the reader’s immediate reference, we provide a catalog of
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Figure 2.9: CDF of the achievable sum UL-DL SE under the pilot allocation obtained
from Algorithm 3. Here, K = 100, τp = 25, Niter = 1000, and pilot SNR = 20 dB.

the notable works on channel estimation in CF-mMIMO in Table 2.2. In contrast to the

existing works, where algorithms are designed for predetermined pilot length, we posed

a pilot length minimization problem and presented a low-complexity yet effective pilot

allocation scheme that ensures no contamination among the subset of APs in the vicinity

of every UE and also attains such an allocation while minimizing the required pilot length.

We viewed the pilot assignment as a vertex (representing the UEs) coloring problem where

the vertices connected by an edge (implying that UEs share a common AP) are colored

distinctly using a minimum number of colors and solved this NP-complete problem via an

algorithm that procures optimal coloring for bipartite graphs, which is the case for our

problem. The advantage of our pilot allocation strategy is that, we do not incur additional

signal processing overhead in terms of SINR exchange between APs and CPU, and we can

decouple the problem of pilot allocation and AP scheduling, which makes our solution

attractive from an implementation perspective.

In summary, our key contributions are:
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Ref. Problem considered Pilot length
minimization

Overhead (front-haul load) Method

Greedy [19,48] Maximize the worst
UE’s rate

No SINR exchanges are required Iterative method (no
convergence guarantee)

Greedy [33] Minimize the worst
UE’s MSE at all APs

No Only UE locations/large scale
information

Iterative method (no
convergence guarantee)

Pilot Reuse [22] Maximize sum UL rate No SINR exchanges are required Either pilot reuse criteria is met or
or when all pairs of users are tested

Structured [49] Maximize the distance
between copilot UEs

No Only UE locations/large scale
information

Cluster of UEs based on
k-means algorithm

Tabu-search [30] Maximize UL rate No SINR exchanges are required Iterative method (best solution
depends on maximum iteration)

Scalable CF [50] Distributed pilot
assignment

No Only UE locations/large scale
information

Dynamic cooperation clustering

Pilot power [32] Minimising maximum
NMSE

No Only UE locations/large scale
information

Pilot power control over random
allocation

Proposed
Scheme

Pilot length
minimization and joint
AP-UE clustering

Yes Only UE locations/large scale
information

Algorithm procures
optimal result for bipartite graph

Table 2.2: Existing algorithms and our proposed method: a comparative survey.

1. We propose an AP-UE clustering method and formulate a pilot length minimization

problem with the constraint that intra-cluster UEs (i.e., the UEs connected to a

common AP) are allocated orthogonal pilots.

2. We recast the above problem as a vertex (representing the UEs) coloring problem

where the vertices connected by an edge (implying that UEs share a common AP)

are colored distinctly using a minimum number of colors. We then solve this NP-

complete problem via an algorithm called DSATUR, which procures optimal coloring

for bipartite graphs, which is the case for our problem.

Our numerical results show that the proposed algorithm outperforms the random or

greedy pilot allocation methods in terms of the minimum mean squared error (MMSE) of

the estimated channels and the achievable SE.

Next, we discuss our clustering and pilot length minimization problem and, subsequently,

our proposed solutions.
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Figure 2.10: CF-MIMO system model. Here, pilot signals ϕk,ϕn, and ϕu are mutually
orthogonal.

2.4.a UE-Centric Clustering & Pilot Allocation

As mentioned earlier, in CF systems, APs jointly serve the UEs. Thus, physically proxi-

mal UEs should not reuse the same pilot sequences even if their nearest APs are different.

On the other hand, assigning pilot sequences so that the received signals at all the APs

are contamination-free requires a pilot length at least equal to the number of UEs, which

in turn reduces the duration available for data transmission. However, we note that al-

though all the APs can serve all the UEs, only a subset of APs within the vicinity of a UE

receive a signal with sufficient strength for decodability. In other words, at a given AP,

the pilot contamination caused by a UE located far away is minimal due to path loss and

shadowing. This is illustrated in Figure 2.10. Here, although all the APs can potentially

serve all the UEs, due to path loss, the pilot contamination due to ϕk,ϕn, and ϕu is

negligible at the jth AP’s received signal. However, with respect to m and m′th AP, all

three marked UEs are in proximity; thus, reusing pilots among these UEs results in severe

pilot contamination.

Hence, we consider a UE-centric clustering and ensure that given any UE, the received

signals at the APs within its cluster are contamination-free. We emphasize that all the
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APs can still participate in data processing to/from all the UEs; we enforce orthogonality

within the clusters only for the purpose of pilot allocation. This is illustrated in Figure 2.12,

where the kth UE is connected to the mth and m′th AP. Thus, the pilot assigned to the

kth UE should be orthonormal to all the UEs served by both the mth and the m′th APs.

Next, we discuss how to form such clusters.

We define the following sets:

Uk , {m s.t. ‖uk − am‖ ≤ ro,∀m ∈ A} , ∀k ∈ U (2.14a)

Am , {k s.t. ‖uk − am‖ ≤ ro,∀k ∈ U} , ∀m ∈ A, (2.14b)

where U and A are the set of UE and AP indices, uk ∈ R2 and am ∈ R2 are the locations

of the kth UE and mth AP, respectively, and

ro , max

{
max
k∈U

dmkk, dSNRo

}
, (2.15)

where mk is the AP index closest to the kth UE, i.e., if dmk = ‖uk − am‖ denotes the

distance between the mth AP and the kth UE, then dmkk = min {dmk,∀m ∈ A}. Also,

dSNRo is the distance from any UE where the received SNR is at least γmin, i.e.,

dSNRo = max
d

{
NEpβ(d)

N0

≥ γmin

}
,

with β(d) = (d/d0)−PL, d0 is the reference distance, and PL is the path loss exponent.

Here, N accounts for the array gain. This choice of ro ensures that:

1. There is no UE that is not connected to any AP. In particular, every UE is connected

to at least one AP even if the received signal strength to its nearest AP is below

γmin, i.e., if maxk∈U dmkk > dSNRo .

2. Every UE is connected to all APs where the received signal strength is ≥ γmin. How-

ever, in a dense deployment where maxk∈U dmkk < dSNRo , unnecessary connections of

UEs to APs where the received signal strength is below γmin are avoided.
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With the clusters as defined above, our pilot length minimization problem is

min τp

subject to 〈ϕl(k),ϕl(k′)〉 = 0,∀k, k′ ∈ Am, ∀m ∈ Uk. (2.16)

The constraint above ensures that any two UEs that are connected to a common AP are

assigned orthogonal pilot sequences, thereby avoiding pilot contamination at APs where

it is important to form high-quality estimates of the channel from that UE. Note that

the above pilot assignment is only based on the UEs’ and APs’ locations and not on the

channel state instantiations.

We recast (2.16) as a graph coloring problem. We define a graph G = {V , E}, where the

vertex set V represents the UEs, i.e., U , and edge set is defined as

E , {ekk′ s.t. Uk ∩ Uk′ 6= ∅;∀k, k′ ∈ U} .

Thus, if two UEs, indexed by k and k′, are connected to at least one common AP, there

is an edge between them. A color assigned to a vertex represents the pilot sequence

assigned to that UE. Then, to satisfy the constraint in (2.16), we must ensure that any

two connected vertices have distinct colors. On the other hand, if two vertices are not

connected by an edge, they can potentially reuse the same color (pilot sequence). Now, let

C be the set of distinct colors, and C(k) indicate the color assigned to the kth UE. Then,

the equivalent coloring problem becomes

min |C|

subject to C(k) 6= C(k′), if ekk′ ∈ E , ∀k, k′ ∈ U . (2.17)

From the above arguments, we have the following proposition.

Proposition 2.1. The pilot length minimization problem in (2.16) and the graph coloring

problem in (2.17) are equivalent.
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Figure 2.11: Bipartite graph coloring view of the pilot allocation problem.

Proof. Let P = {ϕ1,ϕ2, . . . ,ϕτp} be a set of orthonormal pilots. Every color in the set

C can be mapped to an orthonormal pilot sequence in P . Thus, minimizing τp, i.e., the

cardinality of P , is equivalent of minimizing the cardinality of C. The constraint in (2.16)

says that any two UEs connected to at least one AP are assigned orthonormal pilots.

Now, while forming the graph, we connect two vertices (UEs) if and only if both UEs are

connected to at least one common AP (say, the mth AP). Thus, requiring that any two

vertices connected by an edge be colored differently is equivalent to requiring that any two

UEs in the set Am be assigned orthonormal pilots. �

The coloring problem in (2.17) is NP-complete [51, Chapter 3]. Now, we observe that the

existing algorithms cannot be directly applied as a solution to our problem, nor are they

directly comparable as the involved problems are different (see second column of Table 2.2).
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Therefore, to solve (2.17), we first recast the problem in (2.17) as a bipartite graph coloring

problem, where there are two sets of nodes representing APs and UEs, and edges between

them represent the connections defined by (2.14). That is, we have an edge between

the kth UE and the mth AP if the distance between them is ≤ ro. This is illustrated

in Figure 2.11. This bipartite graph coloring problem can be solved efficiently using low

complexity greedy techniques, such as the DSATUR algorithm [52]. We summarize the

solution in Algorithm 4.

The DSATUR algorithm procures optimal coloring for all bipartite graphs [52] in terms

of minimizing the number of distinct colors. In each iteration, Algorithm 4 operates as

follows. It first selects the vertex among the uncolored vertices based on the number of

connected colored or uncolored vertices. Once a vertex is chosen, it is assigned a color that

has not been assigned to the vertices connected to it and has been reused the least number

of times. If no such color is available, a new color is assigned, and the set C is updated.

Finally, we generate |C| orthonormal pilot sequences each of length |C| and assign pilot

sequences to UEs based on the UE-to-color mapping returned by the algorithm.

The attractive features of Algorithm 4 are: the algorithm does not require an exchange of

instantaneous UL/DL SINRs for pilot allocation, unlike existing algorithms [22,29,30]. As

a consequence, apart from time-division duplex (TDD), this algorithm is applicable for a

wide range of duplexing schemes, including dynamic TDD [33] and full-duplex [23,24,53],

where channel estimation is often performed at the beginning of each coherence interval,

and the DL precoder is designed based on reciprocity.

Complexity Analysis: We note that complexity of Algorithm 4 is O(K2), which is sub-

stantially less compared O(τKp ), complexity of an exhaustive search. The complexity of

the greedy methods presented in [19] and [33] are O(MK), and random search is O(K).

In the section, we empirically show that Algorithm 4 uniformly outperforms both [33]

and random allocation, and even fully orthogonal allocation at a high UE load. Further

comparisons are provided in Table 2.3.
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Algorithm 4: Pilot Allocation via Graph Coloring
Input: Ū = {1, 2, . . . , K}, C = ∅

[1]: while Ū 6= ∅ do
/* Stage 1: Select the uncolored vertex */

[2]: Select the k ∈ Ū that has the maximum number of distinct colored vertices
connected to it.

[3]: If there is more than one such vertex, choose the k ∈ Ū within the subset of
vertices with the maximum number of distinct colors with the maximum
number of vertices connected to it.

[4]: Choose any k ∈ Ū at random if there is more than one such vertex.
/* Stage 2: Assign the least used color from the set of

available colors */
[5]: Assign color c(k) to kth vertex such that

c(k) = min c(p) ∈ C
subject to c(k′) 6= c(p),

∀k′ ∈ {l s.t. ekl ∈ E} . (2.18)

/* Stage 2a: Assign a new color */
[6]: if c(k) = ∅ then
[7]: Assign a new color c(k) to vertex k
[8]: Update: C ← C ∪ c(k)

[9]: end
[10]: end

Method Complexity Method Complexity
Random assignment O(K) A. Lozano et al. [49] O(MK(Kτp + 1))

Greedy (rate based) [19,48] O(KM) Y. Zhang et al. [31] O(KM(τp + 2)

Greedy (NMSE based) [33] O(KM) H. Liu et al. [46] O(K(K + 2M) +KM log2M)

Exhaustive O(τKp ) Proposed O(K2)

Table 2.3: Complexity of various pilot assignment schemes. Here,M ,K, and τp correspond
to the number of (UL and DL) APs, (UL and DL) UEs, and the pilot length. Here, NMSE
based method corresponds to Algorithm 3 described in the preceeding section.
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Figure 2.12: Uncolored AP-UE connections: the lines between the APs and UEs denote
the clusters formed by ro.

Figure 2.13: Graph formed by connecting UEs (vertices) that share common AP(s).

Remark 2.8. The key difference between Algorithm 1 and the clustering rule presented

in Section 2.4.a is that the former is an AP-centric clustering and applies for only a
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Figure 2.14: Colored AP-UE connections: Distinct colors correspond to distinct orthonor-
mal pilot sequences.

Figure 2.15: All lines emerging from a UE have the same color, and all the lines merging
into an AP have distinct colors.
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pre-determined pilot length. However, the joint AP-UE clustering in Section 2.4.a is UE-

centric and thus more suitable for CF-mMIMO. Further, the cluster sizes can be optimized

by choosing ro in (2.15) for a given pilot length and coherence duration.

2.4.b Numerical Results

Here, we present a few experimental results based on the algorithm developed in the

previous section to illustrate the efficacy of our pilot allocation scheme. We consider a

square area of side 1 km where UEs are dropped uniformly at random locations. The APs

are placed on a square grid for uniform coverage [33]. We take 5, 000 random channel

instantiations for Monte Carlo averaging. The large scale fading between the mth AP and

the kth UE is modeled as βmk = 10

PLmk + αsh.zmk
10 , where the path loss PLmk follows the

three-slope model in [19], αsh. = 6 dB, and zmk ∼ N (0, 1). The system bandwidth and

noise figure are taken as 20 MHz and 9 dB, respectively, which gives a noise variance of

−92 dBm. The coherence interval (denoted by τ) consists of 200 channel uses [20].

In Figure 2.12, Figure 2.13, Figure 2.14, and Figure 2.15, we illustrate the AP-UE con-

nectivity and the pilot assignment via an example. To understand the allocation on a small

scale, we take 8 APs over a 500 square meter area. Figure 2.13 illustrates the formation

of the uncolored graph where two vertices (UEs) are connected if they share at least one

common AP as per Figure 2.12. Figure 2.14 shows the assignment of the pilot sequences

via the corresponding colors of the UEs. Next, Figure 2.15 demonstrates the outcome

of the algorithm via a bipartite graph, where the nodes on the left-hand-side represent

APs, and the right-hand-side nodes are for UEs. There is an edge if an AP and UE are

connected via the set Am. We observe that all the edges emanating from an AP have

distinct colors, which implies that all UEs connected to that AP are assigned orthonormal

pilots. On the other hand, all the edges emanating from a UE have the same color, i.e., a

single orthonormal pilot sequence is used by a UE.

We compare the proposed algorithm with the greedy pilot allocation presented in [33].
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Figure 2.16: NMSE in the channel estimate as a function of pilot SNR and comparison
with existing approaches.

We also compare against a random pilot allocation scheme.3 In Figure 2.16, we compare

the performance of the pilot allocation scheme in terms of the NMSE in channel estimation

at the APs as a function of pilot SNR. The pilot allocation returned by Algorithm 4 leads

to considerably lower NMSE than the greedy method. Also, as we increase the value of

ro, the cardinality of Uk in (2.14a) increases. This leads to a higher value of pilot length,

and hence, the NMSE decreases even further. Figure 2.17 illustrates the minimum pilot

length required for a given UE density and ro. Even with a large number of UEs, say 500,

the pilot length is only one-tenth that required for allocating fully orthonormal pilots.

Next, in Figure 2.18, we illustrate the effect of the pilot allocation rendered by Algo-

rithm 4 on the sum UL SE of a time-division duplex (TDD) based CF-MIMO system

3For both the greedy and random allocation schemes, we take the pilot length returned by our algorithm
and assign that many pilots across the UEs.
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Figure 2.17: Scaling of pilot length with number of UEs (K). Algorithm 4 requires less
than 20 pilots for the assumed choice of ro, which is 4% of the total UEs at K = 500.

considering zero-forcing combining. We also plot the sum UL SE attained via orthogo-

nal pilot allocation. The sum UL SE is evaluated as
τ − τp
τ

K∑
k=1

log2 (1 + SINRu,k), where

the UL signal to noise plus interference ratio (SINR) of the kth UE is given in (2.19).45

Observe that, in the case of orthogonal pilots, SE does not suffer from coherent interfer-

ence (see (N − τp)
∑

i∈Pl(k)\k Eu,i

(∑M
m=1 α

2
mi

)2

in (2.19)), unlike the case where pilots are

being reused. However, for orthogonal pilots, as τp = K, the beamforming gain is also

reduced by a factor (N −K). Further, the pre-log factor
τ − τp
τ

can substantially degrade

the SE as K becomes comparable to τ , as K gets large. This trade-off is noticeable in

Figure 2.18, where, as the UE load increases, the SE attained when we use the Algorithm 4

4The derivation of the UL SINR for TDD case is a generalization of what is presented in Chapter 5 in
the sense that SINRu,k can be obtained considering only UL APs and UL UEs in the system.

5Here, Eu,k is the UL transmit power of the kth UE. All the UEs transmit at the same power, with
Eu,k/N0 = 20 dB for all k ∈ U .
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Figure 2.18: Sum UL-DL SE vs. the number of UEs. Our proposed algorithm outperforms
(see the shaded region for M = 128) the use of orthogonal pilots as the number of UEs
increases. The acronyms are: OP: orthogonal pilots across UEs, Proposed: our proposed
algorithm, RPA: Random pilot assignment. Normalized MSE based greedy assignment
corresponds to Algorithm 3 [33], and rate-based greedy assignment corresponds to [19,48].

is considerably higher than the SE under orthogonal pilots. This underlines the utility of

pilot reuse in a CF-MIMO system. Further, in Fig. 2.19, we plot the CDFs achieved via

different pilot allocations and observe that our proposed algorithm uniformly outperforms

existing iterative and greedy methods [31,46,49].

Remark 2.9. As the graph coloring-based algorithm procures the best results compared to

the previous algorithms, we use it in the subsequent chapters for pilot allocation.

2.5 Chapter Summary

The benefits of CF-mMIMO rely heavily on the locally available CSI quality at the APs.
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Figure 2.19: CDF of the sum UL-DL SE with K = 80 and M = 64 under different pilot
allocation schemes. This experiment illustrates the superiority of the proposed scheme
over several existing methods. Here, the legends H. Liu et al., A. Lozano et al., and Y.
Zhang et al. correspond to the methods proposed by the authors in [46], [49], and [31],
respectively.

SINRu,k =
(N − τp)Eu,k

(∑M
m=1 α

2
mk

)2




∑K
k′=1 Eu,k′

∑M
m=1 α

2
mk(βmk′ − α2

mk′)

+(N − τp)
∑

i∈Pl(k)\k Eu,i

(∑M
m=1 α

2
mi

)2

+N0

∑M
m=1 α

2
mk



. (2.19)

This chapter explored three separate approaches towards the issue of channel estimation

and pilot allocation for CF-mMIMO systems. We first tackled the CSI-acquisition problem

via quasi-orthonormal pilots and UE clustering in Section 2.2. We demonstrated that, in

CF-mMIMO systems, pilots from MUOB codebooks minimize coherent interference among
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the set of quasi-orthogonal pilot sequences. Next, we pointed out that ZC-sequences could

be adopted to construct MUOB pilot matrices that comply with the 5G-NR standard. Ad-

ditionally, we developed an AP-centric clustering algorithm for the pilot assignment. Our

numerical findings illustrated that, in comparison to OPR, MUOB-based pilots procured

superior throughput and fairness.

Next, we developed an iterative pilot allocation algorithm (see Algorithm 3) that obviated

the need for initial AP-centric clustering. We have numerically illustrated the performance

of the proposed algorithm in comparison with OPR and other comparable schemes.

Finally, we observed that the above two methods and also the existing works on channel

estimations in CF-mMIMO literature focus on pilot design or pilot allocation given a pre-

determined length for the pilot sequences. Hence, in Section 2.4, we minimized the number

of pilots required to ensure orthogonality among the UEs in close proximity via formulating

an equivalent graph coloring problem, with the constraint that connected vertices (i.e., the

UEs that are connected to a common AP) are allotted distinct colors (orthogonal pilots).

Although the problem is NP-hard in general, it can be optimally solved for bipartite graphs

(as is the case in our problem) via a low complexity greedy algorithm (see Algorithm 4),

thereby minimizing the number of colors (i.e., the pilot length). We empirically showed

that Algorithm 4 substantially improves the NMSE of the estimated channels compared

to existing methods. Also, clustering aids in reducing the pilot length, keeping a balance

between the data duration and pilot contamination.



3 Dynamic TDD with Cell-Free:
Virtual Full-Duplex

Chapter Highlights
In this chapter, we examine the sum UL-DL SE performance of a CF-mMIMO system, where

each AP can operate either in the UL or DL mode in each slot, corresponding to DTDD across
the APs. We derive the sum UL-DL SE of the system considering equal weighting as well as an
optimal weighted combining of the signals received at the CPU. Our analyses start with a simple
case where the perfect CSI is available at the APs and the CPU and then extend to a more
practical scenario where statistical or trained CSI is used to derive the sum UL-DL SE. We show
that the sum SE is a sub-modular function of the subset of active APs under weighted combining
at the CPU, and the results hold true for perfect, statistical, and trained CSI. We exploit this
to develop a novel, low-complexity, greedy algorithm for choosing the mode of operation of the
APs, which is guaranteed to achieve within (1 − 1/e) of the sum UL-DL SE attained via a full-
complexity brute-force search. We numerically illustrate the efficacy of the greedy algorithm
and benchmark the performance of DTDD-enabled CF-mMIMO against TDD-based CF systems
where all APs simultaneously operate in the UL or DL modes. Our results show that DTDD with
greedy AP mode selection can nearly double the sum SE compared to a TDD-based CF-mMIMO
system where all APs operate in the UL or DL modes simultaneously. This is because DTDD
offers additional degrees of freedom in terms of the APs’ UL and DL mode selection based on
the local traffic load in the system. Thus, it is a promising duplexing scheme for beyond 5G
communications.

66
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3.1 Introduction: What is DTDD?

DTDD refers to a duplexing scheme where the UL reception and DL transmission modes

of the HD APs in a geographical area can be dynamically scheduled based on the local

UL and DL traffic load around each or a subset of APs. This is in contrast with the

traditional static TDD systems, where all the APs operate either in UL or in DL in any

given slot, and thus the UL/DL frame structures are fixed across all APs. Now, the traffic

load in a wireless system is inherently asymmetric and heterogeneous in the sense that

not every UE requires an equal amount of UL and DL data (asymmetric); and neither do

all UEs demand UL or DL data at the same time (heterogeneous). In such a scenario,

adaptive and flexible UL and DL frame allocation across APs leads to better and more

efficient resource utilization. Further, it has been argued in the literature that traffic-

adaptive UL/DL frame scheduling reduces latency compared to the static TDD case [54].

Extensive field measurements have revealed the superiority of DTDD over static TDD for

cellular use cases. Hence, it has been included in the LTE standard, where it is referred

to as enhanced interference mitigation and traffic adaptation (eIMTA) for LTE-Advanced

(LTE-A) in Release 12 [55]. Like LTE, 5G NR supports DTDD [56,57].

However, DTDD introduces two additional interferences: interference between a DL-

scheduled AP to a UL-scheduled AP, i.e., InAI, and interference from UL UEs to the DL

UEs, i.e., InUI. InAI and InUI are commonly referred to as CLI1, and the performance im-

provement by DTDD is heavily dependent on satisfactory CLI mitigations. Now, we note

that the current DTDD standards and studies are for cellular MMO systems, where CLI

mitigation often demands cooperation and information exchange among the BSs, which

incurs additional signal processing overhead. Further, the algorithms involved in small-cell

BS clustering for joint beamforming and resource allocation across cells are prohibitively

complex. An excellent survey of CLI mitigation algorithms can be found in [58]. Also, it

1Here, we recapitulate that acronyms InAI, InUI, and CLI stand for inter-AP interference, inter-UE
interference, and cross-link interference, respectively.
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is important to note that irrespective of how sophisticated the interference management

techniques are, cellular deployments inevitably suffer from multi-cell interference. Thus, a

fundamentally novel aspect that we would like to explore in this chapter is the combination

of flexible duplexing in conjunction with CF mMIMO operation. This offers the best of

both worlds, allowing the system to manage interference effectively via joint processing

at the CPU while meeting diverse and asymmetric UL and DL data requirements from

the UEs. Further, we note that cellular DTDD does not fully cater to heterogeneous data

demands within the cells. That is, a UE with UL data demand will still have to wait for a

slot where its serving BS is operating in the UL mode in order to complete its transmission;

similarly for a UE with DL data demand. On the other hand, in a CF-mMIMO system,

since the UEs are not associated with a particular AP, if the APs can dynamically select

the slots where they operate in UL and DL modes, any UE with a specific data demand

can find some nearby APs operating in the corresponding mode in the same slot.

3.1.a DTDD-Enabled CF: Virtual FD

In a DTDD-enabled CF system, the subset of HD APs operates in UL, and its comple-

mentary subset operates in DL. The sizes of the UL and DL scheduled AP sets depend

on the UL and DL data traffic in the given geographical area. How to schedule an AP in

UL or DL will be discussed in detail in the succeeding sections. Now, given a set of UL

and DL AP schedules, we illustrate the system in Figure 3.1 indicating InAI and InUI. We

observe from Figure 3.1 that in CF DTDD, any UL (or DL) UE can always be served by a

subset of nearby UL (or DL) scheduled APs. This is in contrast with the cellular DTDD

system, where in a given slot, if a BS is scheduled in UL(/DL), the DL(/UL) UEs in that

cell cannot be served by the same BS at that slot. Thus, DTDD-enabled cellular systems,

although they offer superior performance compared to TDD, cannot serve both UL and

DL UEs in a cell simultaneously, only with HD BSs. However, as evident from Figure 3.1,

the DTDD-enabled CF can serve all the UL and DL UEs simultaneously with HD APs;
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Figure 3.1: DTDD-enabled CF system.

hence, we call DTDD-enabled CF a virtual FD system. We emphasize that all APs in

DTDD-enabled CF are HD; therefore, SI cancelation is completely avoided, which is a

serious challenge for an FD-enabled system. Additionally, in a DTDD-enabled CF sys-

tem, the amount of InAI can potentially be less compared to the conventional FD CF

system. This is because only a subset of APs scheduled in DL contribute to InAI, whereas

in the FD CF system, all the APs contribute to InAI. The effect of CLI on the system

performance and a comparative study of DTDD versus FD cellular and CF systems will

be presented in later chapters. This chapter provides an initial exposure to the SE analysis

of DTDD-enabled CF with equal combining at the CPU Section 3.2. Subsequently, we

develop SINR-optimal combining at the CPU and an AP-scheduling algorithm Section 3.3

with optimality guarantees. Throughout this chapter, we consider either perfect CSI or
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orthogonal pilots and perfect InAI cancelation. Later, in Chapter 4, we relax these con-

straints and present theoretical results considering pilot contamination and imperfect InAI

cancelation. In summary, the major contributions of this chapter are:

1. We first derive the UL and DL rates achievable by a DTDD-enabled CF-mMIMO

system with MRC and MFP. We consider equal weighting at the CPU for UL and

equal power allocation for the DL. We show that the overall sum UL-DL SE across

UEs depends on the underlying UL/DL AP schedule.

2. Following this, we present a greedy algorithm for scheduling the modes of operations

of the APs to maximize the achievable sum SE. Each iteration of this algorithm adds

a single AP to the schedule, allotting it either UL or DL mode of operation. The

choice of the AP and its corresponding mode of operation depends on the incremental

sum rate achieved. This is presented in Algorithm 5.

3. We next argue that an equal weighting-based scheme is sub-optimal for a CF sys-

tem, and the performance of DTDD can be further improved via optimal combining

at the CPU. We analyze the UL/DL SINRs and SE under an SINR-maximizing

weighted combining scheme at the CPU. We then prove that, under a weighted

precoding/combining scheme introduced in this work, UL and the DL SINRs are

monotonically non-decreasing modular functions of the activated AP set, and the

sum UL-DL SE is a sub-modular function of the activated AP set. The analysis in

this paper holds for perfect, statistical, as well as trained CSI.

4. We leverage the sub-modularity property to obtain optimality guarantees from an

iterative algorithm presented as Algorithm 5 in the sequel.

5. We empirically show that DTDD enabled CF-mMIMO almost doubles the sum UL-

DL SE compared to a canonical TDD-based system. Essentially, DTDD-enabled CF-

mMIMO exploits both the joint signal processing of a CF system and the adaptive
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UL-DL slot selection at the APs based on local traffic demands.

This leads us to conclude that DTDD, in conjunction with the CF-mMIMO system

with appropriately scheduled APs, is a promising solution to meet heterogeneous traffic

demands in next-generation wireless communication systems.

3.2 DTDD-enabled CF: SE Analysis with Equal Weight-
ing at the CPU

We consider a CF-mMIMO system with M HD-APs jointly and coherently serving K

single-antenna UEs. Each AP is equipped with N antennas and is connected to a CPU

via an ideal back-haul link. The channel from kth UE to the mth AP is modeled as

fmk =
√
βmkhmk ∈ CN , where βmk is the path loss coefficient and hmk

i.i.d.∼ CN (0, IN)

is the fast fading component. Note that βmk remains unchanged over several coherence

intervals and is assumed to be known to the APs and the CPU. Also, under a quasi-static

fading model, hmk remains constant over one coherence interval and takes independent

values from the same distribution in subsequent coherence intervals.

The simultaneous UL and DL traffic results in inter-AP and inter-UE CLIs, in addition

to the multi-user interference. The inter-AP channels are typically slowly varying and

can be assumed to remain unchanged over several coherence intervals. Additionally, the

transmitted DL data vectors are known at the CPU. Therefore, the known data vectors

can be used to estimate the inter-AP channels accurately, and the InAI can be eliminated

at the CPU. In Chapter 4, we consider imperfect estimates of inter-AP channels and

analyze their effect on the system performance and AP scheduling. In order to capture

the inter-UE CLIs, we model the channel between nth UL UE and the kth DL UE as

gnk ∼ CN (0, εnk), and is independent across all UE pairs.

3.2.a Problem Statement

Let Uu and Ud be the index sets containing the UE indices demanding UL and DL access,
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respectively. Let A be the set of AP indices, with M = |A|. Let the indices of the APs

scheduled in UL and DL modes be contained in the index sets Au and Ad, respectively.

Then, for each distinct choice of Au and Ad, we obtain a distinct value of the sum UL-DL

SE, denoted by Rs(Au,Ad). Therefore, the CPU needs to suitably schedule the APs to

maximize Rs(Au,Ad) over all possible choices of Au and Ad, i.e.,

max
Au,Ad

Rs(Au,Ad)

s.t. Au,Ad ⊆ A, Au ∩ Ad = ∅, Au ∪ Ad = A. (3.1)

We observe from (3.1) that searching over all possible UL/DL configurations requires

the evaluation of the sum SE corresponding to 2M choices, making exhaustive search

computationally expensive. This motivates us to develop a low complexity AP-scheduling

algorithm that can solve (3.1) in polynomial time. To this end, we first derive an analytical

expression for Rs in the next section.

3.2.b Performance Analysis

We assume that out of the total τ channel uses per coherence interval, the first K are

reserved for UL channel estimation. During these K channel uses, all the UEs transmit

mutually orthogonal pilot sequences to the APs. The APs use the received pilot sequences

and obtain local estimates of the AP to UE channels. Let the pilot sequence of the

kth UE be denoted as φk and Ep,k be the corresponding pilot power. Then using the

theory developed in Section 2.3.a, we can easily show that the MMSE estimate of fmk,

f̂mk ∼ CN (0, α2
mkIN), with α2

mk =
τpEp,kβ2

mk

τpEp,kβmk +N0

. Let the estimation error, orthogonal

to f̂mk, be denoted by f̃mk, such that f̃mk ∼ CN (0, ᾱ2
mkIN), with ᾱmk =

√
βmk − α2

mk.

Let the kth UE transmit the symbol su,k in the UL. The data symbols transmitted by

each UE are assumed to be zero mean, unit variance, and uncorrelated with the symbols

sent by the other UEs. Then, the UL signal received at the mth AP (m ∈ Au) can be



Chapter 3. 73

expressed as

yu,m =
√
Eu,kfmksu,k +

∑

n∈Uu\k

√
Eu,nfmnsu,n + wu,m,

where Eu,n is the UL energy associated with the nth UE, and wu,m ∼ CN (0, N0IN). Now,

considering the maximal ratio combining (MRC) at the AP, the kth stream of the UL

combined signal at the CPU can be expressed as

ru,k =
√
Eu,kE

[∑

m∈Au

f̂Hmkfmk

]
su,k + zu,k, (3.2)

with the effective noise zu,k given by

zu,k =
√
Eu,k

(∑

m∈Au

f̂Hmkfmk − E

[∑

m∈Au

f̂Hmkfmk

])
su,k

+
∑

m∈Au

∑

n∈Uu\k

√
Eu,nf̂

H
mkfmnsu,n +

∑

m∈Au

f̂Hmkwu,mk.

It is easy to show that

E
[
|zu,k|2

]
= Eu,kvar

(∑
m∈Au

f̂Hmkfmk

)

+
∑

m∈Au

∑

n∈Uu\k

Eu,nE
[∣∣∣f̂Hmkfmn

∣∣∣
2
]

+
∑

m∈Au

E
[∣∣∣f̂Hmkwu,mk

∣∣∣
2
]

= N
∑

n∈Uu

Eu,n

∑

m∈Au

α2
mkβmn +NN0

∑

m∈Au

α2
mk.

Next, considering the jth DL AP, let Ed,j be the total radiated DL power and κjn be the

fraction of power dedicated by the jth AP to the nth DL UE (n ∈ Ud). Then, under the

assumption of perfect channel reciprocity, the signal received by the nth (n ∈ Ud) DL UE

can be expressed as

rd,n =
∑

j∈Ad

κjn
√
Ed,jE

[
fTjnf

∗
jn

]
sd,n + zd,n, (3.3)
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with zd,k being the effective DL noise and interference with

zd,n =
∑

j∈Ad

κjn
√
Ed,j

(
fTjnf

∗
jn − E

[
fTjnf

∗
jn

])
sd,n

+
∑

k∈Uu

√
Eu,kgnksu,k +

∑

j∈Ad

∑

q∈Ud\n

κjq
√
Ed,jf

T
jnf
∗
jqsd,q + wd,n,

where wd,n ∼ CN (0, N0) is the additive noise at the nth DL UE. We can show that

E
[
|zd,n|2

]
= N

∑

q∈Ud

∑

j∈Ad

Ed,jκ
2
jqβjnα

2
jq +

∑

k∈Uu

Eu,kεnk +N0.

We can now evaluate the achievable UL and the DL SEs, and hence the sum throughput

of the network.

Theorem 3.1. The sum SE of the system is given by2

Rs(Au,Ad) =
τ − τp
τ

[∑

k∈Uu

Ru,k(Au) +
∑

n∈Ud

Rd,n(Au)

]
. (3.4)

Here, the achievable UL SE for the kth UE is Ru,k = log(1 + ηu,k(Au)), where ηu,k(Au) is

the UL SINR, which equals

NEu,k

( ∑
m∈Au

α2
mk

)2

∑
n∈Uu

Eu,n

∑
m∈Au

α2
mkβmn +N0

∑
m∈Au

α2
mk

.

The achievable DL SE for the nth UE is Rd,n(Ad) = log(1 + ηd,n(Ad)), where ηd,n(Ad) is

the DL SINR, which equals

N2

(
∑
j∈Ad

κjn
√
Ed,jα

2
jn

)2

N
∑
q∈Ud

∑
j∈Ad

Ed,jκ2
jqβjnα

2
jq +

∑
k∈Uu

Eu,kεnk +N0

.

Proof. The result is easily derived by applying techniques described in [19]. �

2In fact, the theorem presents a lower bound on the ergodic sum UL-DL SE of the system. The
tightness and efficacy of such a bound have been well established in the CF literature [19].
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Algorithm 5: Greedy AP-scheduling
Input: A: the set of all AP indices
Initialization: Au = Ad = ∅, Agreedy = Au ∪ Ad, A′greedy = A

[1]: while A′greedy 6= ∅ do
[2]: i?u = arg max

i∈A′greedy
Rs(Au ∪ {i})

[3]: i?d = arg max
i∈A′greedy

Rs(Ad ∪ {i})

[4]: if Rs(Au ∪ {i?u}) ≥ Rs(Ad ∪ {i?d}) then
[5]: Update Au = Au ∪ {i?u}
[6]: else
[7]: Update Ad = Ad ∪ {i?d};
[8]: end
[9]: end

[10]: Agreedy = Au ∪ Ad

[11]: A′greedy = A\{i}; % Update the unscheduled AP index set

[12]: end
[13]: Return Agreedy

Based on the above, we can develop a greedy algorithm for AP scheduling, summarized

as Algorithm 5. Here, in each iteration, we evaluate the incremental gain on the sum UL-

DL SE when one AP is scheduled in either UL or DL mode. Following this, we schedule

the AP and the mode that results in maximal incremental gain. We repeat this process

until all the APs have been scheduled.

3.2.c DTDD versus TDD: Numerical Experiments

For numerical experiments, the UE locations are deployed uniformly at random over a

square 1 km2 area, and we consider Monte Carlo simulations over 104 such UE locations

and channel instantiations. The UEs are randomly assigned to carry UL or DL traffic

based on the UL and DL traffic demand. For the CF-DTDD system, M N -antenna HD-

APs are scheduled via Algorithm 5 and are deployed on a uniform grid to ensure equitable

coverage. The path loss exponent and the reference distance from each AP are assumed

to be −3.76 and 10 m, respectively [19]. The UL SNR is set by fixing the noise variance
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N0 to unity and varying the UL powers Eu,k such that Eu,k/N0 equals the desired value. In

the DL, we set κjn = (N
∑

k′∈Ud
α2
jk′)
−1 [14,47]. The coherence interval (τ) is taken as 600

symbols, and we set τp = K. The carrier frequency is 1.9 GHz and the signal bandwidth

is 20 MHz.

We benchmark the performance of a DTDD-enabled CF-mMIMO against the existing HD

TDD-based CF-mMIMO [19]. The HD TDD-based CF-mMIMO system follows similar

parameters (i.e., path loss exponent, power control coefficients, AP locations, etc.) as

above, except that all the APs simultaneously operate either in UL or in DL. A detailed

discussion of HD TDD-based CF-mMIMO can be found in [19].

In Figure 3.2, we verify the efficacy of the greedy algorithm by plotting the per UE UL-

DL SE against the number of antennas per AP. We see that the SE attained via the greedy

algorithm matches with that of attained via a brute force search over all possible UL and

DL AP schedules. Based on this, we employ the greedy algorithm for AP scheduling for

the subsequent plots in this section.

Next, in Figure 3.3, we plot the 95%-likely sum UL-DL SE vs. UL and DL data SNR to

validate the theoretical expressions of SE derived in Theorem 3.1. The theoretical curve

is obtained by averaging the 95%-likely sum UL-DL SE obtained from (3.4) over the UE

locations. The simulation results corroborate well with our theoretical results, verifying

the accuracy of the expression for Rs presented in Theorem 3.1.

In Figure 3.4, we investigate the performance improvement offered by DTDD-enabled

CF-mMIMO over canonical TDD-based CF-mMIMO systems. We see that the use of

DTDD facilitates a more efficient time resource utilization compared to TDD as the UL/DL

reception/transmission mode of each AP is scheduled based on the localized traffic demand

in the system, therefore, which in turn leads to better sum UL-DL SE. The cumulative

distribution functions (CDFs) of the SE achieved under DTDD against TDD, as presented

in Figure 3.4 is in agreement with this. For instance, under the availability of perfect

CSI (solid curves in Figure 3.4), we observe that the median of the sum UL-DL SE with
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Figure 3.2: The accuracy of the greedy algorithm for AP scheduling considering K = 40
data and pilot SNRs 10 dB.

DTDD is more than 25 bps/slot/Hz withM = 128. Under similar settings, TDD can only

achieve a median sum UL-DL SE of around 15 bps/slot/Hz.

In Figure 3.5, we plot the 95%-likely UL sum SE against the 95%-likely DL sum SE ob-

tained AP/ antenna configurations. For each of these cases, we use Algorithm 5 to deter-

mine the mode of operation across the APs. We observe in Figure 3.5 that the rate regions

attained using DTDD uniformly outperform the rate region attained using CF-TDD for

similar antenna densities and with similar configurations, indicating the superiority of the

DTDD-based scheme.

Finally, in Figure 3.6, we plot the rate regions of DTDD-enabled CF mMIMO against

the canonical TDD-based cellular system. We observe that a DTDD-based CF system

with (M = 32) substantially outperforms a cellular TDD system with (L = 64) with

similar antenna density, revealing the advantage of joint signal processing at the CPU in

a CF-based system.
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Figure 3.3: Validation of the derived sum UL-DL SE. We observe that the sum UL-DL
SE derived in Theorem 3.1 closely matches with the simulation.

In summary, our numerical experiments showed that a DTDD-enabled CF-mMIMO sys-

tem substantially improves the sum UL-DL SE compared to TDD CF and TDD cellular

mMIMO systems. Essentially, DTDD CF-mMIMO exploits the joint signal processing of

a DAA system coupled with the adaptive scheduling of UL-DL slots based on the localized

traffic demands at the APs. However, the AP-scheduling algorithm is heuristic, and to de-

velop guarantees related to the optimality of such an iterative algorithm, we next present

SINR optimal combining and precoding schemes, and analyze the system performance

compared to the equal weighting-based scheme discussed in Section 3.2.b

3.3 Weighted Combing and Optimality Guarantee

For ease of understanding, in this section, we first analyze the sum SE when perfect

CSI (PCSI) is available at the APs and CPU. The kth stream of the received signal
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Figure 3.4: Performance of DTDD based CF-mMIMO and canonical TDD CF-mMIMO,
with K = 40, and MN = 512. DTDD considerably outperforms the TDD protocol.

Figure 3.5: Rate region comparison of DTDD against TDD in CF-mMIMO system with
K = 80.
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Figure 3.6: Rate region comparison of DTDD enabled CF-mMIMO system against TDD
based canonical cellular system.

(corresponding to the signal transmitted by the kth UL UE) at the mth UL AP (m ∈ Au)

is given by

ru,mk =
√
Eu,kv

H
mkfmksu,k +

∑

k′∈Uu\k

vHmk
√
Eu,k′fmk′su,k′ +

√
N0v

H
mknm,

where su,k is the signal transmitted by kth UL UE with power Eu,k, vmk ∈ CN is the

combiner vector at mth UL AP for kth UL UE, and nm ∼ CN (0, IN) is the additive noise.

Now, since the SINR of the kth UE is different at the different APs, the signals forwarded

by the APs to the CPU need to be appropriately scaled so as to maximize the SINR of

the combined signal at the CPU. This can be accomplished by scaling ru,mk by a weight

wmk ∈ R+. Then, for the kth UE, the accumulated signal at the CPU can be expressed as

ru,k =
∑

m∈Au

wmk(
√
Eu,kv

H
mkfmksu,k +

∑
k′∈Uu\k

vHmk
√
Eu,k′fmk′su,k′ +

√
N0v

H
mknm), (3.5)
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Figure 3.7: Signal flow in the UL of a CF-mMIMO system. The APs are connected to the
CPU via error-free backhaul links.

where wmk is computed as [59]3

wmk ,

√
Eu,kE

[
vHmkfmk

]

E



∣∣∣∣∣
∑

k′∈Uu\k
Iu,mkk′ +

√
N0vHmknm

∣∣∣∣∣

2


, (3.6)

with Iu,mkk′ , vHmk
√
Eu,k′fmk′su,k′ . We illustrate the UL signal flow in Figure 3.7.

Next, considering MRC in the UL, i.e., vmk = fmk, we get

wmk =

√
Eu,kNβmk

N
∑

k′∈Uu\k Eu,k′βmkβmk′ +NN0βmk
=

√
Eu,kNβmk

Īu,mk
,

with

Īu,mk = N
∑

k′∈Uu\k

Eu,k′βmkβmk′ +NN0βmk.

Then, the kth stream of the processed signal at the CPU becomes

r̄u,k =
∑

m∈Au

wmkru,mk =
∑

m∈Au

wmk
√
Eu,kf

H
mkfmksu,k

+
∑

m∈Au

wmk


 ∑

k′∈Uu\k

fHmk
√
Eu,k′fmk′su,k′ +

√
N0f

H
mknm


 . (3.7)

3We note that Rs in (3.1) is the sum of each UE’s achievable SE, and hence the SINR maximizing
weights also maximize Rs.
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We present the UL sum SE in the following Theorem.

Theorem 3.2. The UL sum SE, denoted by Ru(Au), can be expressed as Ru(Au) =
∑

k∈Uu
log [1 + ηu,k(Au)], with kth UL UE’s SINR being

ηu,k(Au) =
∑

m∈Au

NEu,kβ
2
mk∑

k′∈Uu\k Eu,k′βmkβmk′ +N0βmk
. (3.8)

Proof. The result is easily derived by applying techniques described in [19] and [3]. �

Remark 3.1. Typically, the APs design the combiners/precoders based on the locally avail-

able channel information and statistics [19], and relay the combined signals to the CPU

for the joint data decoding. However, in our work, the APs relay a weighted version of

the post-combined received signals to the CPU. The weights are chosen to maximize the

SINR of the combined signal at the CPU. This weighted combination is key to establishing

the modularity of the UL and DL SINRs. For example, the sum of the combined signals

across the APs does not satisfy the modularity property.

Next, we present the DL SE analysis. Assuming channel reciprocity, since the jth DL

AP has knowledge of the downlink channel fjn to the nth DL UE, the precoded signal

transmitted by the jth DL AP, j ∈ Ad, can be written as

rd,j = κjn
√
Ed,jf

∗
jnsd,n +

∑
q∈Ud\n

κjq
√
Ed,jf

∗
jqsd,q, (3.9)

where Ed,j is the total DL power budget of the jth AP, κjn is the power control coefficient

for the nth DL UE, and sd,n is the DL transmitted symbol intended for nth DL UE with

E[|sd,n|2] = 1, and E[sd,ns
∗
d,q] = 0,∀q 6= n. Then, the signal received at the nth DL UE

prior to adding noise is given by

r̃d,jn = κjn
√
Ed,jf

T
jnf
∗
jnsd,n+

∑
q∈Ud\n

κjq
√
Ed,jf

T
jnf
∗
jqsd,q.

Similar to the UL case, let wjn be a weighting coefficient designed by jth DL AP for the nth

DL UE. Let Id,jnq , κjq
√
Ed,jf

T
jnf
∗
jqsd,q. The SINR maximizing wjn =

κjn
√
Ed,jE[fTjnf

∗
jn]

E[|∑q∈Ud\n Id,jnq|2]
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[59], which reduces to

wjn =
κjn
√
Ed,jβjn(∑

q∈Ud\n κ
2
jqEd,jβjnβjq

) . (3.10)

Including the weighting, the signal received at the nth UE is

rd,n =
∑

j∈Ad

wjnκjn
√
Ed,jf

T
jnf
∗
jnsd,n +

∑

k∈Uu

Eu,kE
∣∣gnk

∣∣2

+
∑

j∈Ad

wjnf
T
jn

∑

q∈Ud\n

κjq
√
Ed,jf

∗
jqsd,q +

√
N0nn, (3.11)

with nn ∼ CN (0, 1) is the receiver noise at nth DL UE. We have the following theorem

regarding the DL sum SE.

Theorem 3.3. The DL sum SE, denoted by Rd(Ad), can be expressed as Rd(Ad) =
∑

n∈Ud
log [1 + ηd,n(Ad)], with the DL SINR of the nth DL UE being

ηd,n(Ad) = N2

(∑

j∈Ad

Ed,jκ
2
jnβ

2
jn∑

q∈Ud\n Ed,qκjqβjnβjq

)2

×
(∑

j∈Ad

NEd,jκ
2
jnβ

2
jn∑

q∈Ud\n Ed,jκjqβjnβjq
+
∑

k∈Uu

Eu,kεnk +N0

)−1

≈
∑

j∈Ad

NEd,jκ
2
jnβ

2
jn∑

q∈Ud\n Ed,jκjqβjnβjq
. (3.12)

Proof. We omit the proof as it is straightforward. �

Remark 3.2. We observe from (3.11) that the InUI power and the DL noise component

do not scale with N , while the desired signal strength and multi-DL UE interference power

scale with N2 and N , respectively. Therefore, we approximate the DL SINR, considering

only the effect of multi-DL UE interference. However, we later numerically validate the

robustness of our AP-mode selection algorithm considering both inter-UE CLI and noise

and provide experimental justification for the approximation presented in (3.12).
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We can now write the sum UL-DL SE as

Rs(As) = Ru(Au) +Rd(Ad), (3.13)

where As , (Au,Ad) is a generic set which constitutes of both the UL and DL AP-indices.

Note that, as the APs are HD, Ad and Ad are mutually exclusive sets of AP indices.

3.3.a Statistical CSI

In deriving the UL SINR in the Theorem 3.2, we used the fact that fHmkfmk ≈ Nβmk. In

fact, E
[
fHmkfmk

]
= Nβmk, and thus, the error due to this approximation, i.e., var

(
fHmkfmk−

E
[
fHmkfmk

])
, known as beamforming uncertainty [19], can also be incorporated in the

analysis. The UL received signal becomes

ru,mk =
√
Eu,k

(
E
[
fHmkfmk

]
+
(
fHmkfmk − E

[
fHmkfmk

]))
su,k

+
∑

k′∈Uu\k
fHmk
√
Eu,k′fmk′su,k′ +

√
N0f

H
mknm. (3.14)

It is easy to show that the SINR-optimal combining coefficient wmk is N
√
Eu,kβmk/Īu,mk,

with Īu,mk = N
∑

k′∈Uu
Eu,k′βmkβmk′ + NN0βmk, which now includes the error due to kth

UE’s beamforming uncertainty. A similar analysis also follows in the case of the DL SINR.

We present the modified UL and DL SINRs in the following corollary.

Corollary 3.1. The UL and DL SINR of the kth UL UE and the nth DL UE can be

expressed as

ηu,k(Au) =
∑

m∈Au

NEu,kβ
2
mk∑

k′∈Uu
Eu,k′βmkβmk′ +N0βmk

, (3.15a)

ηd,n(Ad) ≈
∑

j∈Ad

NEd,nκ
2
jnβ

2
jn∑

q∈Ud
Ed,qκjqβjnβjq

, (3.15b)

respectively, with the sum UL-DL SE being evaluated as (3.13).
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3.3.b Trained CSI (TCSI)

Until now, we have considered the availability of accurate CSI at the APs. Although

this is a good simplifying assumption to analyze the system behavior, it is impractical in

practice. Therefore, we next consider the system performance under trained CSI.

We consider that out of the total τ channel uses per coherence interval, the first τp ≥

K are reserved for UL channel estimation. During these τp channel uses, all the UEs

synchronously transmit τp-length orthonormal pilots to the APs, which are then used by

the APs to obtain local estimates of the UE-AP channels. Let Ep,k be the pilot power

of kth UE’s transmitted pilot sequence. It is easy to show that the MMSE estimate of

fmk, denoted by f̂mk, is distributed as CN (0, α2
mkIN), with α2

mk =
τpEp,kβ2

mk

τpEp,kβmk +N0

. Let the

estimation error, orthogonal to f̂mk, be denoted by f̃mk, such that f̃mk ∼ CN (0, ᾱ2
mkIN),

with ᾱmk =
√
βmk − α2

mk.

In this case, the signal received at the mth UL AP becomes

ru,mk =
∑

k′∈Uu

f̂Hmk

(√
Eu,k′fmk′su,k′ +

√
N0nmk

)

=
√
Eu,k f̂

H
mk f̂mksu,k +

√
Eu,k f̂

H
mk f̃mksu,k

+
∑

k′∈Uu\k

√
Eu,k′ f̂

H
mkfmk′su,k′ +

√
N0f̂

H
mknm,

Now, as derived in (3.6), under trained CSI, wmk = N
√
Eu,kα

2
mk/Īu,mk, with Īu,mk =

NEu,mkα
2
mkᾱ

2
mk + N

∑
k′∈Uu\k Eu,k′α

2
mkβmk′ + NN0α

2
mk. Thus, the kth stream of the ac-

cumulated signal received at the CPU becomes r̄u,k =
∑

m∈Au
wmkru,mk, which can be

expanded as

r̄u,k =
∑

m∈Au

√
Eu,kwmk f̂

H
mk(f̂mk + f̃mk)su,k

+
∑

m∈Au

wmk f̂
H
mk


 ∑

k′∈Uu\k

√
Eu,k′fmk′su,k′ +

√
N0nm


 .

The UL SINR under trained CSI can be derived following similar arguments as discussed
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in Theorem 3.2, as follows.

Lemma 3.1. Under trained CSI, the UL sum SE can be expressed as

Ru(Au) =
τ − τp
τ

∑

k∈Uu

log[1 + ηu,k(Au)],

with the UL SINR of the kth UL UE, denoted as ηu,k(Au), being

ηu,k(Au) =
∑

m∈Au

NEu,kα
4
mk

Eu,kα2
mkᾱ

2
mk +

∑
k′∈Uu\k

Eu,k′α2
mkβmk′ +N0α2

mk

. (3.16)

Similarly, considering matched filter precoding, the DL received signal at the nth UE

can be written as

rd,n =
∑

j∈Ad

wjnκjn
√
Ed,j(f̂jn + f̃jn)T f̂∗jnsd,n+

∑
j∈Ad

wjnf
T
jn

∑
q∈Ud\n

κjq
√
Ed,j f̂

∗
jqsd,q

+
∑

k∈Uu

Eu,kE
∣∣gnk

∣∣2 +
√
N0nn, (3.17)

where wjn = κjn
√
Ed,jα

2
jn/(

∑
q∈Ud\n κ

2
jqEd,qα

2
jnβjq+κ

2
jnEd,jᾱ

2
jn), evaluated similarly as (3.10).

Lemma 3.2. Under trained CSI, the DL sum SE can be expressed as

Rd(Ad) =
τ − τp
τ

∑
n∈Ud

log [1 + ηd,n(Ad)] ,

with the DL SINR of the nth DL UE being ηd,n(Ad) ≈ ∑
j∈Ad

NEd,jκ
2
jnα

4
jn∑

q∈Ud\n
κ2
jqEd,jα2

jnβjq + κ2
jnEd,jᾱ2

jn

.

We next discuss the greedy AP scheduling technique leveraging the sub-modularity of

the sum UL-DL SE.

3.4 Greedy AP Mode (UL/DL) Selection

In this section, we establish the modularity of the UL and DL SINRs and the sub-

modularity [60] of the sum UL-DL SE.
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Theorem 3.4. The UL SINR of the kth UE, ∀k ∈ Uu, is a monotonically non-decreasing

modular function of the activated AP set, i.e., given As and At, where, As ⊆ At ⊆ A,

and for any {j} /∈ At, we have ηu,k(As) ≤ ηu,k(At), and

ηu,k(As ∪ {j})− ηu,k(As) = ηu,k(At ∪ {j})− ηu,k(At),

where ηu,k is evaluated as (3.8), (3.15a), and (3.16) for perfect CSI, statistical CSI, and

trained CSI, respectively.

Proof. See Appendix B.1. �

Similarly, we can show that DL SINR is a monotonic, non-decreasing modular function

of the activated AP set.

Theorem 3.5. The sum UL-DL SE, under perfect and trained CSI, is a monotonically

non-decreasing sub-modular function of the activated AP set, i.e., given As and At, with,

As ⊆ At ⊆ A, and for any {j} /∈ At, Rs(As) ≤ Rs(At), and

Rs(As ∪ {j})−Rs(As) ≥ Rs(At ∪ {j})−Rs(At), (3.18)

where Rs(.) is evaluated using (3.13) with the UL and DL SEs obtained via Theorem 3.2

and Theorem 3.3 under perfect CSI; and Lemma 3.1 and Lemma 3.2 under trained CSI.

Proof. See Appendix B.2. �

We can exploit the sub-modular nature of sum UL-DL SE to schedule the APs via the

greedy algorithm presented Algorithm 5. Recall that, in each iteration of the algorithm;

we activate an AP and its corresponding mode of operation such that the incremental gain

in Rs as evaluated by (3.13) is maximized, and repeat the procedure until the last AP

is activated. Due to the sub-modular nature of Rs, the sum UL-DL SE achieved by the

solution obtained via the greedy algorithm is guaranteed to be within a (1− 1
e
)-fraction of

its global optimal value [60] obtained via exhaustive search. We note that the complexity
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of the exhaustive search is O(2M). However, the complexity of greedy is O(M). Hence,

whenever there is a change in the data demand, we only need to perform M iterations of

the algorithm, which substantially reduces the complexity.

3.5 Benefits of SINR Optimal Weighting: Numerical
Validations

The simulation setup is the same as described in Section 3.2.c. We consider 50% of the

UEs demand UL data per time slot.4 The acronyms used in the plots are as follows:

(i) PCSI (TCSI): perfect (trained) CSI.

(ii) PCSI+Intf. (TCSI+Intf.): perfect (trained) CSI, including InAI as well as InUI

in the sum UL-DL SE evaluation.

Figure 3.8 illustrates the near-optimality of greedy AP scheduling by comparing it with

exhaustive search-based AP scheduling. The sum UL-DL SE attained via exhaustive search

matches with the greedy algorithm under both perfect and trained CSI. This holds true

even in the presence of inter-UE and inter-AP CLIs.5 Also, the difference in the sum SEs

with and without the CLIs is marginal, which justifies the approximations in Theorem 3.3.

Next, in Figure 3.9, we plot the average 90%-sum UL-DL SE versus the data SNR.

Although the APs are HD in both TDD and DTDD CF-mMIMO schemes, DTDD allows

simultaneous UL/DL transmission, which greatly enhances the sum UL-DL SE compared

to the TDD case.

In Figure 3.10, we compare weighted combining/precoding with the approach in Sec-

tion 3.2, where the APs are activated based on the sub-modularity of the product SINRs

4Since the UE locations are random, the UL/DL traffic load at each AP is different, and for each
instantiation, the APs are activated using Algorithm 5.

5For the plots corresponding to (PCSI+Intf.) and (TCSI+Intf.), we include inter-AP CLI in UL SINR
to illustrate the robustness of the greedy algorithm. Specifically, we have considered imperfect InAI
cancelation and modeled residual DL AP to UL AP interference as in [61].
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Figure 3.8: Validation of the greedy algorithm with (M = 8, K = 16, N = 8).

and the CPU only obtains the sum of the combined signals from the APs. To ensure that

weighting does not alter the radiated power at each AP, we consider a scaled version of

wjn, denoted by ẇjn =
√
µjwjn, which ensures equal radiated power for both weighted and

unweighted scheme. It is easy to show that µj =

∑
q∈Ud

βjq∑
n∈Ud

w2
jnβjn

normalizes the weights

correctly. The 90%-likely SE achieved via the weighted scheme with (M = 64) is more

than double that can be attained via the unweighted scheme, which underlines the utility

of weighted combining over the conventional unweighted scheme.

3.6 Chapter Summary

In this paper, we analyzed the performance of DTDD in a CF-mMIMO system. We

formulated a sum UL-DL SE maximization problem for scheduling the UL/DL mode of

the APs based on the local UL/DL traffic demands of the UEs. We proved that the

sum UL-DL SE is a sub-modular function of the underlying AP set and then employed
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Figure 3.9: 90%-sum UL-DL SE with (M = 64, N = 4, K = 40).

a greedy algorithm to activate the APs in polynomial time. Our numerical experiments

revealed that DTDD-enabled CF-mMIMO substantially improves the sum SE compared

to conventional TDD-based CF systems.
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Figure 3.10: Comparison of the weighted combiner/precoder with [19], with K = τp = 40.



4 Can DTDD Cell-Free Outperform
Full-Duplex Cellular?

Chapter Highlights
This chapter overcomes two shortcomings of the previous chapter, i.e., orthogonal pilots and

perfect InAI cancelation. We first derive the sum of UL-DL SEs for the DTDD CF system
considering MRC in the UL and MFP in the DL, incorporating the effects of pilot contamination
and imperfect CLI cancelation. Then, we develop a new, low-complexity, greedy algorithm for the
combinatorial AP scheduling problem, with an optimality guarantee theoretically established by
showing that a lower bound of the sum UL-DL SE is sub-modular. We compare the performance
of our solutions, both theoretically and via simulations, against an FD multi-cell mMIMO system.
Our results show that, due to the joint processing of the signals at the CPU, CF-mMIMO with
dynamic HD AP-scheduling significantly outperforms cellular FD-mMIMO in terms of the sum
SE and 90% likely SE. We see that an FD-system with 4 BSs having 128 transmit and receive
antennas each offers a 90% sum UL-DL SE of 13.2 bits/slot/Hz, whereas the CF-DTDD based
system with (M = 64, N = 8) offers 27 bits/slot/Hz, a more than 100% improvement. Further,
we observe that the UL-DL rate region procured by enabling DTDD in a CF-mMIMO system
overwhelms the UL-DL rate region procured by a multi-cell FD mMIMO system. Our experiments
lead us to conclude that DTDD-enabled HD CF-mMIMO, which enjoys the benefits of both worlds
(i.e., DTDD and CF), is a promising alternative to cellular FD-mMIMO without incurring the
hardware cost for SI suppression.

92
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4.1 Introduction

In a CF-mMIMO system, APs coherently and simultaneously serve a number of UEs dis-

tributed over a large geographical area [15,16,19,47]. Recently, CF-mMIMO has emerged

as a promising candidate technology for the physical layer of next-generation wireless

communication systems [62]. It has been shown that under appropriate conditions [15],

CF-mMIMO inherits many of the advantages offered by cellular massive MIMO, such

as channel hardening and favorable propagation. However, in their current form, CF-

mMIMO systems are designed to work in the TDD mode, hence serving either only UL or

only DL traffic at any given point in time. While enabling FD capabilities at the APs can

simultaneously cater to the UL and DL data demands, the performance of such systems

is limited by the residual SI power at each AP [63].

4.1.a Motivation

In the context of cellular mMIMO, DTDD has recently been explored to cater to het-

erogeneous UL-DL data demands from the UEs. This technique entails adaptive and

independent splitting of the transmission frame into UL and DL slots by the different BSs

according to the UL-DL traffic demands from the UEs in each cell [64]. While this im-

proves the overall spectral and time resource utilization across cells, it does not fully cater

to heterogeneous data demands within the cells. That is, a UE with UL data demand will

still have to wait for a slot where its serving BS is operating in the UL mode in order to

complete its transmission, and similarly for a UE with DL data demand. On the other

hand, in a CF-mMIMO system, since the UEs are not associated with a particular AP, if

the APs can dynamically select the slots where they operate in UL and DL modes, any

UE with a specific data demand can find some nearby APs operating in the corresponding

mode in the same slot. Further, the joint processing of the signals at the CPU can miti-

gate the CLIs that arise in a CF DTDD system. Due to this, a CF-mMIMO system with
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DTDD can potentially match or even exceed the performance of an FD-capable cellular

system while using HD hardware at the APs. Therefore, the use of DTDD in conjunction

with CF-mMIMO is the focus of this work.

4.1.b Related Work

DTDD is a well accepted technique; it has been included in cellular communication

standards such as 3GPP LTE Release 12 [55] and 5G NR [56,65] to accommodate hetero-

geneous traffic loads. Traffic-dependent UL-DL slot adaptation schemes have been shown

to reduce the overall system latency [66] and improve the SE [67, 68] compared to TDD-

based conventional cellular and CF mMIMO systems. However, the performance of DTDD

is limited by two types of CLI, namely, the interference from the DL BSs to the UL BSs

and from the UL UEs to the DL UEs. The CLI can be mitigated via intra-cell cooperation,

power control and beamforming design, UE scheduling, etc. An excellent survey on the

methods for CLI mitigation in cellular mMIMO can be found in [58].

On the other hand, FD technology can also serve UL and DL UEs simultaneously and has

the potential to double the system capacity. Note that, in a cellular FD mMIMO system,

similar CLIs exist as in DTDD based systems. However, in addition, each BS suffers from

its own residual SI. In fact, the transmit RF-chain noise, oscillator phase noise, and related

device imperfections get amplified while propagating through the SI channel and limit the

FD system performance [63]. Also, the benefits of an FD cellular system considerably

degrade under asymmetric traffic load [69]. In contrast, DTDD obviates the need for

expensive and potentially power-hungry hardware as well as digital signal processing costs

associated with SI mitigation. Numerical experiments have shown that the throughput of

the cellular FD-system degrades relative to cellular DTDD as the UL-DL traffic asymmetry

increases [70].

The current deployments of cellular DTDD require inter-cell cooperation, i.e., the neigh-

boring cells need to exchange information (such as the estimated channel statistics or the



Chapter 4. 95

per-cell traffic load) for optimal UL-DL slot scheduling or interference mitigation. Al-

though such techniques are attractive in theory, the sub-problems of BS/UE scheduling,

power control, cell clustering [71], and joint beamformer design [72] are prohibitively com-

plex for practical implementation. Moreover, the performance loss of the cell-edge UEs

due to out-of-cell interference and CLI is a serious issue in cellular systems.

In contrast to cellular mMIMO, in a CF system, all the UEs in a given geographical

area are served by all the available APs by jointly processing the signals to/from the

UEs at a CPU. At the cost of a larger front-haul bandwidth, the CPU can utilize the

knowledge of locally estimated channels from each AP to suppress the CLIs without inter-

AP cooperation or extra signaling overhead [61]. Due to this, the QoS delivered is nearly

uniform across all the UEs [16]. The advantages offered by DTDD along with the inherent

benefits of the CF-architecture can be exploited to further enhance the system throughput

under asymmetric traffic load. We not only dispense with the SI cancellation hardware at

each AP; the computational burden and signaling overhead involved in CLI mitigation of

a cellular mMIMO system is also considerably reduced at the CPU.

In the context of DTDD-enabled CF-mMIMO systems, the authors in [61] presented a

UE scheduling algorithm to alleviate the CLI from UL UEs to DL UEs. Recently, in [73],

the authors proposed a so-called beamforming training-based scheme, where the estimates

of the effective DL channels are exploited to reduce inter-AP CLI. All the previous works

assume a fixed UL and DL configuration across the APs, and focus primarily on CLI

mitigation methods. However, unless the transmission and reception mode of each AP

is dynamically adapted based on the traffic demands of the UEs, the benefits of DTDD

cannot be fully exploited. Therefore, to enable DTDD, we need to split the time resources

optimally at each of the APs. However, scheduling the APs via an exhaustive search over

all possible AP configurations is prohibitively complex. Motivated by this, we formulate

the problem of optimally scheduling APs in the UL or DL modes to maximize the sum

UL-DL SE in a DTDD-enabled CF-mMIMO system and propose a scalable solution by
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exploiting a sub-modularity property of the sum UL-DL SE.

4.1.c Contributions

In this chapter, we investigate how to facilitate DTDD in a CF-mMIMO system with

HD-APs. DTDD allows us to partition the time slots at each AP into UL and DL slots

according to the UL and the DL traffic demands at the UEs. The scheduling of APs based

on the data demands and analyzing the resulting network throughput performance is the

main goal of this work. For example, if the UL traffic demand of the UEs in the vicinity

of one or a group of APs is high, those APs should be scheduled to receive UL data in

most of the slots. We note that the achievable sum UL-DL SE depends on which APs are

scheduled to operate in UL and which in DL. This motivates the need to develop a data

demand-based AP-scheduling algorithm in order to improve/maximize the achievable sum

UL-DL SE.

Our main contributions are as follows:

1. We derive the closed-form expressions of the achievable uplink and DL SEs, account-

ing for the effects of pilot contamination, imperfect inter-AP interference cancella-

tion, and inter-UE interferences. Our derived results also capture the interdepen-

dence of the achievable SEs and the traffic load of the system.

2. We formulate the AP-scheduling problem as one of maximizing the sum UL-DL SE

given the traffic demands from the UEs and considering MFP in the DL and MRC in

the UL based on the locally estimated channels. This problem turns out to be NP-

hard, and hence, the computational complexity of a brute-force search-based solution

grows exponentially with the number of APs. We first argue that the achievable sum

UL-DL SE is a monotonic nondecreasing function of the set of scheduled APs. Then,

we observe that the dependence of the sum UL-DL SE on the scheduled AP-set is

non-linear in nature and, therefore, proving sub-modularity becomes mathematically

intractable. To circumvent that, we derive the following results:
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(a) We lower bound the sum UL-DL SE and prove that problem of maximizing the

lower bound is equivalent to the problem of maximizing product of the SINRs.

(b) We prove that the product of the SINRs of all UEs is a sub-modular set function

of the APs scheduled in the system.

3. This allows us to develop a greedy algorithm for dynamic AP scheduling, where, at

each step, the transmission mode of the AP that maximizes the incremental SE is

added to the already scheduled AP-subset. The lower bound on the sum UL-DL

SE achieved by the solution obtained via the greedy algorithm is guaranteed to be

within a
(

1− 1

e

)
-fraction or 65% of its global optimal value. We note that the

computational complexity of the greedy algorithm is linear in the number of APs.

4. We also analyze the UL and DL SE considering an MMSE-based combiner in the

UL and RZF precoder in the DL and demonstrate the performance improvement

obtained compared to MRC and MFP.

Our experimental results show that the greedy algorithm procures a sum UL-DL SE that

matches with exhaustive search-based AP scheduling and that the algorithm is robust to

both inter-UE and inter-AP CLI. Furthermore, DTDD CF-mMIMO substantially enhances

the system performance compared to static TDD based CF as well as cellular systems.

Interestingly, the DTDD-based CF-system outperforms an FD cellular mMIMO system

under both MRC & MFP as well as MMSE & RZF combiner and precoder employed at

the APs/BSs. For example, a CF-DTDD system with (M = 16, N = 64) even outperforms

the cellular FD-system having twice the antenna density, i.e., (L = 16, Nt = Nr = 64). If

we increase the number of APs with half the antenna density compared to the FD (see

the curve corresponding to (M = 64, N = 16) in Figure 4.7), the sum UL-DL SE offered

by HD CF-DTDD improves, significantly outperforming the cellular FD system.

We conclude that, due to the benefits offered by joint signal processing at the CPU, HD

CF-mMIMO with dynamic AP-scheduling offers improved sum SE as well as 90%-likely
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SE compared to static TDD-based CF systems and even the cellular FD mMIMO system.

Therefore, DTDD-enabled CF-mMIMO with appropriately scheduled APs is a promising

solution to meet the heterogeneous traffic loads in next-generation wireless systems.

4.2 System Model and Problem Statement

We consider a CF-mMIMO system with M HD-APs jointly and coherently serving K

single-antenna UEs. Each AP is equipped with N antennas and is connected to the CPU

via an infinite capacity front-haul link. Time is divided into slots, and in any given slot,

each AP can operate either in the UL mode or in the DL mode. We assume that the

UL/DL traffic demands of the UEs are known at the CPU; its task is to decide the mode

of operation of each AP based on the traffic demands in its vicinity.

The channel from kth UE to the mth AP is modeled as fmk =
√
βmkhmk ∈ CN , where

βmk > 0 denotes the large scale fading and path loss coefficient, and are known to the

APs and the CPU. Note that βmk remains unchanged over several channel coherence

intervals [16,19,47]. The fast fading components, hmk ∼ CN (0, IN) ∈ CN , are independent

and identically distributed (i.i.d.) and are estimated at the APs (and the CPU) using

pilot signals. Under a quasi-static fading model, hmk remains constant over one coherence

interval and takes independent values from the same distribution in subsequent coherence

intervals [16,19,20,47]. While the foregoing analysis can be extended to the case of spatially

correlated channels with some effort, the equations become cumbersome and do not offer

significant additional insights.

Due to simultaneous UL and DL data transmissions, the APs transmitting in the DL

cause interference to the APs receiving the UL data, which is the source of inter-AP

interference. However, since the CSI of the inter-AP channels available at the CPU may

be erroneous, residual inter-AP interference exists even after interference cancellation.

In the literature, the residual interference is modeled as Gaussian distributed additive

noise [24, 53, 61, 74, 75]; we use the same approach. We model the residual interference
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Symbol Definition
τp Length of the pilot sequence.
{φ1,φ2, . . . ,φτp} Set of orthonormal pilot symbols.
Ip Number of UEs using pth pilot sequence. Hence, the cardinality of Ip indicates

the repetition factor of the pth pilot sequence, such that
τp∑
p=1

|Ip| = K.

Ep,k The power of the pilot signal by the kth UE
f̂mk MMSE estimate of the channel between the mth AP and the kth UE.
f̃mk MMSE estimation error of the channel fmk ∈ CN

α2
mk Defined as

1

N
tr
(
E
[
f̂mk f̂

H
mk

])
, and evaluated as α2

mk = cmkτpEp,kβ2
mk (2.12).

cmk Indicates the effects of pilot contamination on channel estimates, and

evaluated as cmk =

(
τpEp,kβmk + τp

∑
n∈Ip\k

Ep,nβmn +N0

)−1

(2.13).

ᾱmk
√
βmk − α2

mk

Table 4.1: Symbols related to MMSE channel estimation.

channel between jth DL AP and the mth UL AP by Gmj ∈ CN×N , with its elements being

i.i.d. CN (0, ζmj), where ζmj depends on the inter AP path loss and channel estimation

error variance. Similarly, we let gnk denote the channel between nth UL UE and the kth

DL UE, and we model gnk ∼ CN (0, εnk) and independent across all UEs [53,74].

4.2.a Problem Statement

In this work, we investigate DTDD in a CF mMIMO system with HD APs. Let A be

the set of AP indices, with M = |A|. Let the indices of the APs scheduled in the UL and

DL modes be contained in the index sets Au and Ad, respectively. We aim to maximize

the achievable sum UL-DL SE Rsum(Au ∪ Ad) over all possible choices of Au and Ad by

solving:

max
Au,Ad

Rsum(Au ∪ Ad)

s.t. Au,Ad ⊂ A, Au ∩ Ad = ∅, Au ∪ Ad = A. (4.1)

Here, the condition Au ∩Ad = ∅ arises because of the half-duplex constraint at the APs.
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Evidently, an exhaustive search can be performed across all 2M possible configurations,

but this becomes computationally expensive asM gets large. We later develop a low com-

plexity AP scheduling algorithm in Section 4.4. We observed that the overarching problem

of investigation is similar to that described in Section 3.2.a. However, unlike Chapter 3,

here we consider the effects of pilot contamination and also imperfect CLI cancelation,

which considerably change the way Rsum(Au ∪ Ad) depends on the underlying optimiza-

tion variables; which in turn entails more involved theoretical developments.

We next discuss the CF-mMIMO signal model within each slot, which is our point of

departure in this work. For channel estimation, the readers are referred to Section 2.3.a,

which we avoid repeating here. For the reader’s immediate reference, we provide the nota-

tions and corresponding definitions related to the MMSE channel estimation in Table 4.1.

These notations will be used in the succeeding sections.

4.2.b Signaling Model: UL and DL Data Transmissions

Let Uu,Ud,Au, and Ad denote the sets containing the indices of UL UEs, DL UEs, UL

APs, and DL APs, respectively. Now, let the kth UL UE send the symbol su,k with

power Eu,k. The data symbol of each UE is assumed to be zero mean, unit variance, and

independent of the data symbols sent by the other UEs. Then, the UL signal received at

the mth AP (m ∈ Au) can be expressed as

yu,m =
√
Eu,kfmksu,k +

∑

n∈Uu\k

√
Eu,nfmnsu,n +

∑

j∈Ad

Gmjxd,j + wu,m ∈ CN , (4.2)

where wu,m ∼ CN (0, N0IN) is the additive noise, and xd,j =
√
Ed,jPjdiag(κj)sd is the

transmitted DL data vector, with Ed,j being the total power, Pj ∈ CN×Kd being the

precoding matrix, and κj being the vector of power control coefficients, all at the jth DL

AP. Note that κjn, i.e., the nth element of κj, indicates the fraction of power dedicated

by the jth AP to the the nth DL UE (n ∈ Ud). Typically, κjn is designed such that
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E [‖xd,j‖2] ≤ Ed,j ⇒
∑
n∈Ud

κjnE‖pjn‖2 ≤ 1 [19].

Let vmk denote the locally available combining vector at the mth AP for the kth UE’s

UL data stream. The kth component of the accumulated signal received at the CPU,

ru,k ,
∑
m∈Au

vHmkyu,m, can be expanded as

ru,k=
∑

m∈Au

√
Eu,kvHmkfmksu,k+

∑

m∈Au

∑

n∈Uu\k

√
Eu,nvHmkfmnsu,n

+
∑

j∈Ad

√
Ed,j

∑

n∈Ud

κjn
∑

m∈Au

vHmkGmjpjnsd,n+
∑

m∈Au

vHmkwu,mk, (4.3)

where pjn is the nth column of Pj. Similarly, assuming perfect channel reciprocity, the

signal received by the nth (n ∈ Ud) DL UE can be expressed as

rd,n=
∑

j∈Ad

κjn
√
Ed,jfTjnpjnsd,n +

∑

k∈Uu

√
Eu,ngnksu,k+

∑

j∈Ad

∑

q∈Ud\n

κjq
√
Ed,jfTjnpjqsd,q + wd,n,

(4.4)

where wd,n ∼ CN (0, N0) is the AWGN at the nth DL UE.

We illustrate the frame structure described above, and contrast it with the frame struc-

ture in a TDD-based CF system, in Figure 4.1. We can now derive the achievable UL and

DL SEs for the DTDD-enabled CF-mMIMO system.

4.3 Spectral Efficiency Analysis: MRC & MFP

In this section, we derive the achievable SEs considering MFP in the DL and MRC in

the UL. Here, we first consider MFP and MRC for ease of exposition, and also because

it suffices to elucidate the main point of this work, namely, the benefits obtainable by

enabling DTDD in a CF-mMIMO system. In several other works, for example, in [19,21,

76], MRC and MFP have been extensively used for the tractable and interpretable analysis.

For deriving the UL and DL SE, we employ the use-and-then-forget capacity bounding
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(a) Frame structure of DTDD based CF system.

(b) Frame structure of TDD based CF system.

Figure 4.1: DTDD utilizes the same time-frequency resources for simultaneous UL and
DL data transmission by different HD UEs/APs, unlike TDD, where time is partitioned
between the UL and DL UEs.
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technique whose effectiveness in CF-mMIMO systems has been well established [16,19,76].

Now, with vmk = f̂mk in (4.3), the kth UE’s of the combined signal at the CPU becomes

ru,k=
√
Eu,kE

[ ∑

m∈Au

f̂Hmkfmk
]
su,k+

√
Eu,k
{ ∑

m∈Au

f̂Hmkfmk − E
[ ∑

m∈Au

f̂Hmkfmk
]}
su,k

+
∑

m∈Au

f̂Hmk
{ ∑

n∈Ip\k

√
Eu,nfmnsu,n +

∑

q∈Uu\Ip

√
Eu,qfmqsu,q

}

+
∑

m∈Au

∑

j∈Ad

∑

n∈Ud

κjn
√
Ed,j f̂HmkGmj f̂

∗
jnsd,n +

∑

m∈Au

f̂Hmkwu,mk. (4.5)

The first and second terms of (4.5) respectively represent the expected effective array

gain and UL beamforming uncertainty, and are uncorrelated with each other. Similarly,

the first term is uncorrelated with all the other terms of (4.5). Invoking the worst case

noise theorem [39], the effective SINR of the kth UE’s data stream, denoted by ηu,k, can

be written as

ηu,k = Eu,k



∣∣∣∣∣E
[∑

m∈Au

f̂Hmkfmk

]∣∣∣∣∣

2

×

(
Eu,kvar

{∑

m∈Au

f̂Hmkfmk

}

+
∑

n∈Ip\k

Eu,nE



∣∣∣∣∣
∑

m∈Au

f̂Hmkfmn

∣∣∣∣∣

2

+

∑

q∈Uu\Ip

Eu,nE



∣∣∣∣∣
∑

m∈Au

f̂Hmkfmq

∣∣∣∣∣

2



+
∑

n∈Ud

E



∣∣∣∣∣
∑

m∈Au

∑

j∈Au

√
Ed,jκjnf̂HmkGmj f̂

∗
jn

∣∣∣∣∣

2

+N0

∑

m∈Au

E
∥∥f̂Hmk

∥∥2

)−1

. (4.6)

We simplify the above expression in the following theorem.

Theorem 4.1. The achievable UL SE for the kth UE can be expressed as Ru,k = log2(1 +

ηu,k), where ηu,k is the UL SINR which is given by

ηu,k =

NEu,k
( ∑
m∈Au

α2
mk

)2

NCohu,k + Cohu,k + IAPu,k +N0

∑
m∈Au

α2
mk

, (4.7)

where α2
mk is defined in (2.12), NCohu,k represents the non-coherent inter UE interference,

Cohu,k represents the coherent inter UE interference due to pilot contamination, IAPu,k
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represents the inter AP interference, and N0

∑
m∈Au

α2
mk corresponds to the effect of AWGN

in the UL. These are expressed as

NCohu,k =
∑

n∈Uu

Eu,n
∑

m∈Au

α2
mkβmn, (4.8a)

Cohu,k = N
∑

n∈Ip\k

Eu,n
(∑

m∈Au

α2
mk

√
Ep,n
Ep,k

βmn
βmk

)2

, (4.8b)

IAPu,k = N
∑

m∈Au

∑

j∈Ad

∑

n∈Ud

κ2
jnζmjα

2
mkα

2
jnEd,j. (4.8c)

Proof. See Appendix C.1. �

We now consider the DL case. Letting pjn = f̂∗jn, the signal received by the nth (n ∈ Ud)

DL UE can be expressed as

rd,n =
∑

j∈Ad

κjn
√
Ed,jE

[
fTjnf̂

∗
jn

]
sd,n +

∑

j∈Ad

κjn
√
Ed,j

{
fTjnf̂

∗
jn − E

[
fTjnf̂

∗
jn

]}
sd,n

+
∑

j∈Ad




∑

q∈Ip\n

√
Ed,jκjqfTjnf̂∗jqsd,q +

∑

q∈Ud\Ip

√
Ed,jκjqfTjnf̂∗jqsd,q





+
∑

k∈Uu

√
Eu,ngnksu,k + wd,n. (4.9)

We present the DL SE in the following theorem.

Theorem 4.2. The achievable DL SE for the nth UE can be expressed as Rd,n = log2(1 +

ηd,n), with DL SINR of the nth UE, ηd,n, expressed as

ηd,n =

N2

(
∑
j∈Ad

κjn
√
Ed,jα2

jn

)2

NCohd,n + Cohd,n + IUd,n +N0

, (4.10)

where α2
jn is defined in (2.12), NCohd,n, Cohd,n, and IUd,n represent the DL non-coherent

interference, coherent interference, and the UE to UE CLI, respectively, and given by

NCohd,n = N
∑

q∈Ud

∑

j∈Ad

Ed,jκ2
jqβjnα

2
jq, (4.11a)
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Cohd,n = N2
∑

q∈Ip\n

(∑

j∈Ad

√
Ed,jκjqα2

jq

√
Ep,n
Ep,q

βjn
βjq

)2

, (4.11b)

IUd,n =
∑

k∈Uu

Eu,nεnk. (4.11c)

Proof. See Appendix C.2. �

Now, the overall sum UL-DL SE of the system can be expressed as

Rsum =
τ − τp
τ

[∑

k∈Uu

Ru,k +
∑

n∈Ud

Rd,n

]
. (4.12)

We note that, from Theorem 4.1 and Theorem 4.2, the gain and various interference

terms involved in Ru,k and Rd,k are dependent on Au and Ad. Therefore, we obtain

different values ofRsum for different choices ofAu andAd. To characterize this dependence,

from this point onward, we write the achievable sum UL-DL SE as Rsum(Ax), where

Ax , (Au,Ad). Note that, as Uu and Ud are given, we omit their dependence on Rsum.

Now, the brute-force approach of listing out all the 2|Au∪Ad| possible AP schedules and

computing their achievable sum UL-DL SE using (4.12) makes the complexity of finding

an optimal AP schedule exponential in the number of APs. We present a low-complexity

solution in the next section.

4.4 Sum Rate Optimization

We recall that the problem of finding the optimal AP schedule, namely, determining

which APs should operate in the UL and which APs should operate in the DL, based on

the local data demands from the UEs, is a combinatorially complex optimization problem.

In this section, we circumvent this by developing a greedy AP-scheduling scheme based

on sub-modularity. At each step of the procedure, we select which AP to schedule and

whether the scheduled AP should operate in the UL or DL mode, such that the incremental

gain in Rsum is maximized. This process is repeated until the last AP is scheduled, thereby

solving the problem in polynomial time. Such a greedy approach to SE maximization has
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been previously proposed in the antenna selection literature, based on the monotonicity

of the cost function [77]. However, to provide concrete guarantees on the performance of

the greedy search, we need to show that the cost function is a sub-modular set function

of the scheduled APs. In this case, the greedy algorithm is guaranteed to yield a solution

that achieves at least (1− 1/e)-fraction of the optimal value of the cost function. For the

sake of completeness, we formally define the monotonicity and sub-modularity properties

as follows.

Definition 4.1. [60] Let S be a finite set, and let 2S denote its power set. A function f :

2S → R, with f(∅) = 0, is said to be monotone nondecreasing if for every A ⊆ B ⊆ S,

f(A) ≤ f(B), and is said to be sub-modular if for every {j} ∈ S\B,

f(A ∪ {j})− f(A) ≥ f(B ∪ {j})− f(B).

We first focus on the monotonicity of the sum UL-DL SE. Let A be the indices of the

APs in the network, where each AP (i.e., each index) can be scheduled either in the UL or

DL. Further, let As = Au ∪Ad denote the index set of the APs that have been previously

scheduled, and A′s = A\As be the index set of unscheduled APs. We need to show that

adding an element from A′s to As does not decrease Rsum. Now, for any AP m ∈ A′s, let

At , As∪{m}. We note that when the mth AP is added to the set of UL APs, Au, it does

not introduce any new interference, and hence the sum rate can only improve. However,

if the mth AP is added to Ad, then it has the option to transmit with zero power. If it

chooses to transmit at zero power, it is as if the AP was not added at all, so the sum rate

obtained is the same as that obtained without it. However, if the AP optimally chooses a

nonzero transmit power in order to maximize the sum rate, the sum rate can be potentially

improved. Hence, the sum rate with the new AP added can only be greater than or equal

to the sum rate obtained without the AP, and Rsum(As) ≤ Rsum(At) with As ⊆ At. This

shows that the sum rate is a monotone nondecreasing set function.
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We now focus on the proof of sub-modularity. First, we observe that due to pilot con-

tamination and CLIs, Rsum is a non-separable function of the scheduled AP sets Au and

Ad. For example, if the jth AP, {j} /∈ Au∪Ad, is scheduled in the UL mode, we can write

the gain and the coherent interference terms in (4.7) and (4.8b) as


 ∑

m∈Au∪{j}

α2
mk




2

=

(∑

m∈Au

α2
mk

)2

+ α4
jk + 2α2

jk

∑

m∈Au

α2
mk, (4.13a)

∑

n∈Ip\k

Eu,n


 ∑

m∈Au∪{j}

α2
mk

√
Ep,n
Ep,k

βmn
βmk




2

=
∑

n∈Ip\k

Eu,n
[(∑

m∈Au

α2
mk

√
Ep,n
Ep,k

βmn
βmk

)2

+ α4
jk

Ep,n
Ep,k

β2
jn

β2
jk

+ 2α2
jk

√
Ep,n
Ep,k

βjn
βjk

∑

m∈Au

α2
mk

√
Ep,n
Ep,k

βmn
βmk

]
, (4.13b)

respectively. We note that in (4.13a) and (4.13b), the first two terms in the right-hand

side correspond to the gain and coherent interferences due to set Au and scheduled {j}th

UL AP, respectively. However, due to the nonlinearity and the cross terms, the UL SINR

is not a separable function of the set of scheduled APs. Thus, ηu,k(Au ∪{j}) 6= ηu,k(Au) +

ηu,k({j}). Similar observations hold in DL. Furthermore, in our system, the UL SINRs and

the DL SINRs are coupled with the DL-transmitted signals via the AP-to-AP CLI and UL-

transmitted signals via UE-to-UE CLI, respectively, which makes the SINRs dependent on

the power control coefficients. Therefore, our problem becomes challenging compared to

previous works in antenna selection and UE scheduling literature, which have considered

either linear cost functions with respect to the maximization sets [78] or perfect CSI at

the APs [79].

In several studies, the authors rely on approximations such as high SNR [80], or the

SE under asymptotic antenna density [78], which lead to tractable analytical expressions.

Such approximate cost function-based analysis is known as sub-modular relaxation [80]. In

this work, we note that as the number of antennas at each AP, N , goes to infinity, the non-

coherent interferences become negligible compared to the gain and coherent interferences as

observed in Theorem 4.1 and Theorem 4.2. Also, in a CF system, the CPU can potentially
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cancel the AP-AP CLI with the global knowledge of the DL data streams. Therefore,

to make the analysis tractable, we bound both the UL and DL rates and formulate an

equivalent optimization problem based on the product SINR. Note that, as N → ∞, we

can show that

Ru,k ≥ log2

Eu,k
( ∑
m∈Au

α2
mk

)2

∑
n∈Ip\k

Eu,n
(
∑
m∈Au

α2
mk

√
Ep,n
Ep,k

βmn
βmk

)2

≥ log2

(√
Eu,k

∑
m∈Au

α2
mk

)2

(
∑

n∈Ip\k

√
Eu,n

∑
m∈Au

α2
mk

√
Ep,n
Ep,k

βmn
βmk

)2 , (4.14)

Rd,n ≥ log2

(
∑
j∈Ad

κjn
√
Ej,nα2

jn

)2

∑
q∈Ip\n

(
∑
j∈Ad

√
Ed,jκjqα2

jq

√
Ep,n
Ep,q

βjn
βjq

)2

≥ log2

(
∑
j∈Ad

κjn
√
Ej,nα2

jn

)2

(
∑

q∈Ip\n

∑
j∈Ad

√
Ed,jκjqα2

jq

√
Ep,n
Ep,q

βjn
βjq

)2 . (4.15)

The latter lower bounds in (4.14) and (4.15) follow as we have only added more interference

terms in the denominators. Let

R′u,k = log2

(
√
Eu,k

∑
m∈Au

α2
mk)

2

(
∑

n∈Ip\k

√
Eu,n

∑
m∈Au

α2
mk

√
Ep,n
Ep,k

βmn
βmk

)2

= 2 log2

∑
m∈Au

Gu,mk

∑
m∈Au

Iu,mk
, (4.16)

and

R′d,n = log2

(
∑
j∈Ad

κjn
√
Ej,nα2

jn)2

(
∑

q∈Ip\n

∑
j∈Ad

√
Ed,jκjqα2

jq

√
Ep,n
Ep,q

βjn
βjq

)2

= 2 log2

∑
j∈Ad

Gd,jn

∑
j∈Ad

Id,jn
, (4.17)
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with the respective terms being defined as

Gu,mk ,
√
Eu,kα2

mk, (4.18a)

Iu,mk ,
∑

n∈Ip\k

√
Eu,nα2

mk

√
Ep,n
Ep,k

βmn
βmk

, (4.18b)

Gd,jn , κjn
√
Ej,nα2

jn, (4.18c)

Id,jn ,
∑

q∈Ip\n

√
Ed,jκjqα2

jq

√
Ep,n
Ep,q

βjn
βjq

. (4.18d)

Now, given the set of APs As, our problem is to optimally decide the partition Au and

Ad such that the sum UL-DL SE, i.e. R′sum ,
[
∑
k∈Uu

R′u,k +
∑
n∈Ud

R′d,n

]
, is maximized. For

notational simplicity, we rewrite our problem as follows

max
As

R′sum = max
As

K∑

k=1

2 log2

∑
m∈As

Gmk(As)
∑

m∈As

Imk(As)

(a)

≡ max
As

K∏

k=1

∑
m∈As

Gmk(As)
∑

m∈As

Imk(As)
, (4.19)

where the kth UE can be either UL or DL, and mth AP is either scheduled in UL or

in the DL. Here, we explicitly write the gain and interferences as a function of As. The

equivalence in (a) follows from the monotonicity of log2(.).

Theorem 4.3. The product SINR, fmk(Ax) =
K∏
k=1

∑
m∈Ax

Gmk(Ax)
∑

m∈Ax

Imk(Ax)
, is a sub-modular func-

tion of the number of scheduled APs in the system. That is, if As and At are index sets

of active APs, with As ⊆ At, and if {j} /∈ At, then

fmk(As ∪ {j})− fmk(As) ≥ fmk(At ∪ {j})− fmk(At).

Proof. See Appendix C.3. �

Now, exploiting the sub-modularity of R′sum, we can develop a greedy algorithm similar
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Algorithm 6: Greedy algorithm for AP scheduling
Input: A: the set of all AP indices
Initialization: Au = Ad = ∅, As = Au ∪ Ad

[1]: while A′s 6= ∅ do
[2]: Find the AP and the associated mode (UL/ DL) that give maximum

incremental gain in the product SINR in (4.19)

i?u = arg max
i∈A′s

∏

k∈Uu∪Ud

∑
m∈As

Gmk(As ∪ {i})
∑

m∈As

Imk(As ∪ {i})
(4.20)

i?d = arg max
i∈A′s

∏

k∈Uu∪Ud

∑
m∈As

Gmk(As ∪ {i})
∑

m∈As

Imk(As ∪ {i})
(4.21)

[3]: if i?u ≥ i?d then
[4]: Update: Au = Au ∪ {i?u} % Schedule ith AP in UL
[5]: else
[6]: Update: Ad = Ad ∪ {i?d} % Schedule ith AP in DL
[7]: end
[8]: end
[9]: Update the scheduled AP set: As = Au ∪ Ad

[10]: end
[11]: Return: Au and Ad

to Algorithm 5 for scheduling the APs.1 For completeness and the reader’s immediate refer-

ence, we describe the recipe in Algorithm 6. It follows thatR′sum(Ȧ) ≥
(

1− 1

e

)
R′sum(A?),

where A? is the index set containing the optimal AP configuration that maximizes the

cost function R′sum, and Ȧ denotes the AP configuration returned by Algorithm 6. We

validate the effectiveness of the greedy algorithm via numerical simulations in Figure 4.2.

1Recall that Algorithm 5 uses Rs for AP scheduling which is the sum UL-DL SE without pilot contam-
ination and perfect InAI cancelation. However, here, R′sum is the product of UL-DL SINRs that capture
the effects of pilot contamination. Thus, although the structure of the greedy algorithm is the same, due
to the underlying sub-modularity, the utility metrics being optimized are different.
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The simulation parameters are detailed in Section 4.7. For the brute force-based search,

we have considered our original cost function Rsum as expressed in (4.12) over all possible

AP-schedules to find the optimal SE. We also use the AP schedule generated by Algo-

rithm 6 and evaluate Rsum using (4.12). We observe that the sum UL-DL SE obtained

via exhaustive search over all 2M UL-DL AP-configurations and considering the effects of

CLIs matches closely with that obtained via Algorithm 6 based on sub-modularity of the

lower-bounded cost function.

In Figure 4.3, we plot the 90%-likely sum UL-DL SE vs. UL and DL data SNR to

validate the theoretical expressions of SE derived in Theorem 4.1 and Theorem 4.2. For

the simulation, we consider 10, 000 Monte Carlo channel instantiations and UE locations;

the other parameters used can be found in Section 4.7. The theoretical curve is obtained

by averaging the 90% likely sum SE obtained from (4.12). The simulation corroborates

well with our derived results, verifying the accuracy of the expression for Rsum derived

above.

4.5 Performance Analysis: MMSE & RZF

It is known that the performance of CF-mMIMO can be improved with centralized

MMSE combining in the UL and RZF precoding in the DL [20, 61]. In this section, we

briefly analyze the performance of our system model under these combining and precoding

schemes.

Let Au(m) and Uu(k) denote the mth UL AP and the kth UL UE in Au and Uu, respec-

tively. Let Ad(j) and Ud(n) denote the jth DL AP and the nth DL UE in Ad and Ud,

respectively. Let f̂u,k ∈ CN |Au| denote the estimated channel matrix of the kth UL UE to all

the UL APs, i.e., f̂u,k =
[
f̂TAu(1)k, . . . , f̂

T
Au(|Au|)k

]T
,∀k ∈ Uu, and let the estimated UL channel

matrix available at the CPU be denoted by F̂u ,
[
f̂u,Uu(1), . . . , f̂u,Uu(|Uu|)

]
∈ CN |Au|×|Uu|. Sim-

ilarly, we can express the estimated channel of the DL UEs as F̂d ,
[
f̂d,Ud(1), . . . , f̂d,Ud(|Ud|)

]
∈

CN |Ad|×|Ud| with f̂d,n =
[
f̂TAd(1)n, . . . , f̂

T
Ad(|Ad|)n

]T
∈ CN |Ad|,∀n ∈ Ud. Now, the concatenated
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Figure 4.2: Sum UL-DL SE (bits/slot/Hz) vs number of AP-antennas for different numbers
of APs. This plot shows the effectiveness of the sub-modular algorithm.

UL signal received at the CPU becomes

yu =
∑

k∈Uu

√
Eu,k

(
f̂u,k + f̃u,k

)
su,k +

∑

n∈Ud

Gpnsd,n + wul, (4.22)

where G ∈ CN |Au|×N |Ad| denotes the residual interference channel between DL APs and UL

APs, and pn ∈ CN |Ad| is the nth column of the DL precoder P =
[
pUd(1), . . . ,pUd(|Ud|)

]
∈

CN |Ad|×|Ud|. With a slight abuse of notation, let Pj ∈ CN×|Ud| denote the precoding

matrix for the jth DL AP, and let Ed,j denote the power budget per antenna at the

jth DL AP, so that the power constraint becomes tr(PjP
H
j ) ≤ NEd,j [61]. Finally,

wul ∼ CN (0, N0IN |Au|) is the additive noise. Then, V = Q−1
u F̂u ∈ CN |Au|×|Uu| is the

joint MMSE combiner, with Qu =

( ∑
k∈Uu

Eu,k f̂u,k f̂Hu,k + Ru +N0IN |Au|

)
, where

Ru =

(∑

k∈Uu

Eu,kE
[
f̃u,k f̃

H
u,k

]
+
∑

i∈Ud

E
[
Gpnp

H
n GH

]
)
. (4.23)
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Figure 4.3: The 90%-likely sum UL-DL SE vs. data SNR with K = 100. This figure
validates the derived theoretical expressions of the sum SE with Monte Carlo simulations.

ηu,k =
Eu,k

∣∣∣f̂Hu,kQ−1
u f̂u,k

∣∣∣
2

∑
k′∈Uu\k

Eu,k′
∣∣∣f̂Hu,kQ−1

u f̂u,k′
∣∣∣
2

+ f̂Hu,kQ
−1
u

(
Ru +N0IN |Au|

)
Q−1

u f̂u,k

. (4.24)

Then, the UL sum SE becomes [20] Ru =
∑
k∈Uu

E [log2 (1 + ηu,k)], where ηu,k is expressed

in (4.24), with the expectation being taken over the channel realizations. The MMSE

combiner presented here maximizes the kth UL UE’s instantaneous SINR [20,39].

In the DL, the RZF precoder is a commonly used linear precoding scheme to control

inter-UE interference [61]. It is designed as P = κQ−1
d F̂d, where Qd =

(
F̂dF̂

H
d + ξIN |Ad|

)
,

κ is the power normalization factor, and ξ > 0 is a regularization parameter [81, 82].

The DL sum SE can be increased by appropriately selecting ξ [81], and the DL power

control parameter κ is evaluated at the CPU based on the estimated channel statistics.
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ηd,n =
κ2
∣∣∣E
[
fHn Q−1

d f̂n

]∣∣∣
2

κ2
∑

n′∈Ud\n
E
[∣∣∣fHn Q−1

d f̂n′
∣∣∣
2
]

+ var
(
fHn Q−1

d f̂n

)
+
∑
k∈Uu

Eu,kE |gnk|2 +N0

(4.25)

Considering an equal power budget at each DL AP, i.e., Ed,j = Ed, it is easy to show

κ2
j = NEd/tr(PjP

H
j ) satisfies the DL power constraint. We set κ2 = minj κ

2
j , for all

j ∈ Ad, an approach previously used in [83]. We consider that the DL UEs know the

mean of the precoded signal, and therefore, applying the use-and-then forget bound, we

can write the DL SE as Rd =
∑
n∈Ud

log2 (1 + ηd,n), with ηd,n (expressed in (4.25)) being the

DL SINR of the nth UE, where the expectations are taken over the channel realizations.

With the above UL and DL SE expressions in hand, we can compare MRC/MFP based

combiner/precoding with the MMSE-type combining/precoding. The APs are scheduled

according to Algorithm 6, with the sum rate computed using the UL and DL SINRs

evaluated according to (4.24) and (4.25), respectively. In Figure 4.4, we see that, with

(M = 64, N = 4), the 90%-sum UL-DL SE achieved via MMSE/RZF is double the sum

UL-DL SE achieved via MRC/MFP under similar settings. This shows the interference

suppression capability of MMSE-based combiner and precoder, as well as the benefits of

the centralized MMSE-processing scheme. However, the complexity of these schemes in-

creases significantly with system dimension, i.e., number of UEs and number of APs. Also,

when we increase the number of APs from 8 to 64, we observe a substantial performance

improvement irrespective of the processing scheme. There are two contributing factors

to this improvement: First, as we increase the number of APs, the flexibility to schedule

the APs either in UL or in DL mode also increases, and therefore, the sum UL-DL SE

improves considerably. Second, with more APs, the probability that an UE finds an AP

(or APs) in its proximity also increases, and which in turn improves the rate achieved by

that UE, leading to an improvement in sum UL-DL SE.
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Figure 4.4: Performance comparison of MMSE-type precoder/combiner with MRC/MFP
with K = 32.

4.6 Full-Duplex Multi-cell Systems

In this section, we briefly present the sum UL-DL SE achieved by an FD-enabled multi-

cell mMIMO system, based on [53], to enable fair comparison with the DTDD-based

CF-mMIMO system. We assume that each cell has one FD BS with Nt transmit and Nr

receive antennas. To maintain the consistency with our previous analysis, we assume that

the total number of UEs across all cells is same as the total number of UEs (K) in the

CF system. Let Ul,u and Ul,d denote the index sets of HD UL and DL UEs within the

lth cell, such that
L∑
l=1

(|Ul,u|+ |Ul,d|) = K. We also assume that each FD BS can perfectly

cancel out its self-interference. However, we do not assume any inter-BS cooperation for

interference management. Therefore, each BS experiences interference from neighboring

cells. Let the UL channel from kth UE of lth cell to the jth BS be denoted by fu,jlk =
√
βjlkhu,jlk ∈ CNr×1, with βjlk being the slow fading component that includes the path loss,

and hu,jlk ∼ CN (0, INr) being the fast fading component. Similarly, the DL channel from

the jth BS to the nth DL UE of the lth cell can be modeled as fd,jln =
√
βjlnhd,jln ∈ CNt×1.
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The channel matrix from the DL antenna array of the jth BS to the UL antenna array

of the lth BS is denoted by Tjl ∈ CNr×Nt , with each element modeled as CN (0, ρij). We

model the channel between the kth UL UE of the lth cell and the nth DL UE of l′th cell as

glk,l′n ∼ CN (0, εlk,l′n).In the channel estimation phase, we assume that all the UL and DL

UEs synchronously transmit orthogonal pilots for channel estimation [53,74]. The UL and

the DL estimated channels f̂u,jlk and f̂d,jlk of fu,jlk and fd,jlk, respectively, can be expressed

as fx,jlk = f̂x,jlk + f̃x,jlk, x ∈ u, d, with f̃x,jlk being the estimation error vector, consisting of

i.i.d. entries such that f̃x,jlk ∼ CN (0, (βjlk − σ2
jlk)I) with σjlk =

√√√√
τpEp,lkβ2

jlk

τp
∑
l′
τpEp,l′kβjl′k +N0

.

Here, the UEs are numbered such that identically indexed UEs across different cells share

the same pilot sequence.

Following this, the UEs and the BSs simultaneously transmit their data. Let v̂u,jk ∈ CN

be the UL combiner kth column of the UL combiner vector designed at the jth BS.

Similarly, let v̂d,jn ∈ CN be the DL precoder designed at the jth BS and is intended for

the nth DL UE. Let the kth UL UE of the jth cell transmit its symbol su,jk with power

Eu,jk, and the jth BS transmit the precoded DL data vd,jnsu,jn. The total power expended

by the jth BS is denoted by Ed,j and the power control coefficient for the corresponding

nth UE is denoted by κjn. We present the sum UL-DL SE for a cellular FD-mMIMO

system with MRC (i.e. vu,lk = f̂u,llk) in the UL and MFP (i.e. vd,ln = f̂∗d,lln) in the DL in

the following Lemma based on [53]:

Lemma 4.1. The achievable sum UL-DL SE of a cellular FD-mMIMO system with

MRC/MFP is

RFD
sum =

τ − τp
τ

L∑

l=1

{∑

k∈Uu

log2

(
1 + ηFD

u,lk

)
+
∑

n∈Ud

log2

(
1 + ηFD

d,ln

)
}
, (4.26)

with the UL and DL SINRs being

ηFD
u,lk =

Nrσ
2
llkEu,lk

IBSjk + MUIu,jk +N0

, (4.27)
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and

ηFD
d,ln =

N2
t κ

2
lnEd,lσ4

lln

IUIln + MUId,ln +N0

, (4.28)

respectively, with inter-BS interference (IBSjk), UL multi-user interference (MUIu,jk), inter-

UE interference (MUIu,jk), and DL multi-user interference (MUId,ln) being

IBSjk , Nt

L∑

j=1,j 6=l

∑

n∈Uj,d

κ2
jnEd,jρlj +Nt

∑

n∈Ul,d

κ2
lnEd,lρll, (4.29a)

MUIu,jk , Nr

L∑

j=1,j 6=l

σ2
ljkEu,jk +

L∑

j=1

∑

k′∈Uj,u

βljk′Eu,jk′ (4.29b)

IUIln ,
L∑

j=1

∑

k′∈Uj,u

Eu,lk′εjk′,ln (4.29c)

MUId,ln , N2
t

L∑

j=1,j 6=l

σ2
jlnσ

2
llnEd,jκ2

jn +Nt

L∑

j=1

∑

k′∈Uj,d

βjlnσ
2
jjk′Ed,jκ2

jk′ , (4.29d)

respectively.

4.7 Numerical Results

In this section, we present numerical insights into the performance of DTDD-enabled

HD-CF mMIMO systems. The UEs are dropped uniformly at random locations over

a 1 km × 1 km area and are served by M HD-APs, depending on the AP-schedules

obtained via Algorithm 6. The APs are arranged in a grid for fair comparison and maximal

coverage [16, 20]. The path loss exponent and the reference distance from each AP are

assumed to be −3.76 and 10 m, respectively [19]. The UL SNR is set by fixing the noise

variance N0 to unity and varying the UL powers Eu,k such that Eu,k/N0 equals the desired

value. In the DL, we set κjn = (N
∑
k′∈Ud

α2
jk′)
−1 in (4.9), as in [19, 47]. For the cellular

system, we partition the area into L equal-sized cells with an FD-mMIMO BS deployed at

each of the cell centers, and each UE is served by its nearest BS. The results are obtained

by averaging over 104 random UE location and channel instantiations.
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Figure 4.5: CDF of the sum UL-DL SE of DTDD CF-mMIMO and TDD CF-mMIMO
with different AP/antenna configurations.

4.7.a Performance comparison with MRC & MFP:

In Figure 4.5 and Figure 4.6, we compare the performance of DTDD CF-mMIMO with

TDD-based HD cellular and CF mMIMO, via the CDFs of the sum UL-DL SE. We consider

K = 32 UEs with 50% of the UEs having UL data demand in each time slot. For each

instantiation of UE positions, the APs are scheduled using the proposed greedy algorithm.

In the cellular case, we consider L = 8, with the BS in each cell equipped with N antennas.

For the HD TDD-CF and DTDD-enabled CF, we consider multiple combinations M and

N . From Figure 4.5, we see that the DTDD-enabled CF-mMIMO system considerably

improves the sum UL-DL SE compared to the other schemes. For example, CF-DTDD

with (M = 64, N = 4) offers a median sum UL-DL SE of 17 bits/slot/Hz, whereas TDD

CF offers only 7 bits/slot/Hz. Next, in Figure 4.6, we compare DTDD CF-mMIMO with

cellular TDD mMIMO. Cellular TDD with (L = 8, N = 256) performs similar to DTDD

CF-mMIMO with (M = 16, N = 16); note that the antenna density in the cellular system

is 8 times the antenna density of the CF system. DTDD schedules the APs based on the
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Figure 4.6: CDF of the sum UL-DL SE of DTDD CF-mMIMO and TDD enabled cellular
mMIMO.

localized traffic demand, and the UL-DL transmissions occur simultaneously, which results

in the dramatic improvement in the system sum UL-DL SE compared to cellular TDD.

Next, in Figure 4.7, we compare DTDD CF-mMIMO with an FD cellular system. CF-

DTDD with HD APs and (M = 16, N = 64) outperforms the cellular FD-system with

double the antenna density, i.e., (L = 16, Nt = Nr = 64). Increasing the number of APs,

but still with half the antenna density compared to the FD (see the curve corresponding

to (M = 64, N = 16)), results in significantly better sum UL-DL SE in HD CF-DTDD

compared to the cellular FD system. Thus, although each BS in cellular system is equipped

with simultaneous transmit and receive capability, the HD-APs with dynamic scheduling

and the joint processing benefits of DTDD CF-mMIMO results in better sum UL-DL SE.

Next, we illustrate the dependence of the sum UL-DL SE on the data SNR. In Figure 4.8,

we plot the average 90%-likely sum UL-DL SE as a function of the UL and DL data SNR.

We observe that at low data SNR regime (−10 to 10 dB), an FD-cellular system with
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Figure 4.7: CDF of the sum UL-DL SE of a DTDD CF-mMIMO and a cellular FD-
mMIMO system with K = 32 UEs.

Figure 4.8: 90%-likely sum UL-DL SE vs. UL and DL data SNR, with K = 60 UEs.
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(L = 16, Nt = Nr = 64) offers similar 90%-likely UL-DL SE compared to the CF-DTDD

system with half the antenna density (M = 32, N = 32). Moreover, if we increase the

number of APs deployed, for example, (M = 64, N = 16), (M = 128, N = 8), CF-DTDD

offers better performance throughout the entire range of data SNR. In both cases, for

a given antenna density, having a larger number of BS/APs is better: the beamforming

gains are insufficient to offset the path loss and interference.

In Figure 4.9 and Figure 4.10, we show the trade-off between the pilot length and the

available data duration via plotting the 90%-likely sum UL-DL SE as a function of the ratio

of the number of active UEs to the coherence interval. We consider two cases: (i) τp = 30

irrespective of the number of UEs in the system (Figure 4.9), (ii) τp = K, i.e., the pilot

length is scaled linearly with the UE load (Figure 4.10). We consider the overall fractional

UL-DL data demands to be the same across the number of UEs. In case (i), the sum UL-DL

SE increases monotonically, even though there is pilot contamination in the system. This

shows the effectiveness of the iterative pilot allocation algorithm presented in Section 2.3.

However, in case (ii), the duration available for data transmission reduces, leading to a

decrease in the SE as the number of UEs increases. For instance, in Figure 4.10, with

(M = 64, N = 2), the sum UL-DL SE decreases sharply when the UE load goes beyond

55% of the coherence interval. Thus, as the UE load increases, it is better to repeat shorter

length pilots, along with a suitable algorithm to ensure minimal pilot contamination, to

balance the errors introduced by pilot contamination with the data transmission duration.

Next in Figure 4.11, we investigate the effect of AP-AP and inter-BS CLI on the UL

sum SE in CF and cellular mMIMO systems, respectively. Here, we fix the DL SNR to

10 dB for all UEs. We observe that in a cellular FD system, the UL sum SE reduces

dramatically when the inter-BS CLI exceeds −40 dB. In contrast, in the DTDD-enabled

HD CF-mMIMO system, as the AP-AP CLI increases, the greedy algorithm ensures an AP-

schedule that balances the UL and DL SE to maximize the overall sum SE. For instance,

with (M = 32, N = 4), as CLI increases from −70 dB to −60 dB, we observe a decrease
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Figure 4.9: The 90%-likely sum UL-DL SE vs. the number of UEs, with τp = 30, τ = 200.

Figure 4.10: The 90%-likely sum UL-DL SE vs. the number of UEs, with τp = K, τ = 200.

in the UL SE, and beyond −20 dB, it saturates to about 5 bits/slot/Hz. In contrast,

in an FD cellular system with (L = 8, Nt = Nr = 16) the UL SE reduces to nearly 0

bits/slot/Hz at −20 dB of inter-BS CLI. Thus, HD-APs with DTDD are more resilient to

SI cancellation errors. Also, the performance of the cellular FD-mMIMO in Figure 4.11 is
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Figure 4.11: The average UL sum SE vs residual BS-BS/AP-AP CLI power. CF-mMIMO
system with HD APs and DTDD is more resilient to CLI.

Figure 4.12: Rate region between 90%-likely UL sum SE vs. 90%-likely DL sum SE. We
observe that more APs with smaller antennas provides larger rate regions compared to
cellular FD systems.

an upper bound, since we consider perfect SI cancelation at the BSs.
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In Figure 4.12, to illustrate the effect of the traffic demand on the UL and DL SE, we vary

the fraction of UEs demanding UL data from 0 to 1, and plot the 90%-likely UL sum SE

against the 90%-likely DL sum SE obtained for each fractional UL-data demand. At each

fractional UL-data demand, we use Algorithm 6 to determine the mode of operation across

the APs. We observe that the rate region attained by HD CF-DTDD is significantly larger

than that of the cellular FD system, e.g., the HD CF-DTDD curve with (M = 16, N = 8)

and the FD-cellular curve with (L = 16, Nt = Nr = 8). In fact, even with 100% UL data

demand (the points along the x-axis) or 100% DL data demand (the points on the y-axis),

HD CF-DTDD outperforms FD-cellular by more than 2 bits/slot/Hz. This is because the

FD-cellular system has to contend with inter-cell interference, even if the SI cancelation is

perfect. The joint data processing at the CPU and dynamic AP scheduling based on the

UE data demands results in the larger rate region of the HD CF-DTDD mMIMO system.

4.7.b Performance comparison with MMSE & RZF:

In Figure 4.13, we compare the TDD-based canonical CF-mMIMO system with our

proposed DTDD-enabled CF-mMIMO system. For both schemes, we consider a centralized

MMSE combiner in the UL and RZF in the DL. DTDD CF-mMIMO with (M = 64, N = 2)

procures a sum UL-DL SE of 14.63 bits/slot/Hz, while in similar settings, the TDD-based

CF-system only obtains 9.83 bits/slot/Hz. Thus, although MMSE-type combiners and

precoders improve the SE of both TDD and DTDD-based systems, the simultaneous UL-

DL data traffic handling capabilities of DTDD-based systems help further enhance the

achievable sum UL-DL SE.

Next, we compare the performance of an FD-enabled cellular mMIMO system with the

CF DTDD-based system. For the cellular case, we consider the multi-cell MMSE (M-

MMSE) combiner and precoder [39]. From Figure 4.14, we observe that an FD cellular

system with (L = 16, Nt = Nr = 32) and a CF-DTDD system with (M = 16, N = 32) have

a similar CDF of the sum UL-DL SE, in spite of the CF-system having half the antenna
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Figure 4.13: Comparison of DTDD CF-mMIMO and TDD based CF-mMIMO.

density as the FD system. Also, in the CF system, since the APs are HD, only a subset

of the 16 APs serve the UL UEs, and its complement serves the DL APs. In contrast, all

the 16 FD BS can simultaneously serve both UL and DL UEs in their respective cells. We

further see that an FD-system with 4 BSs having 128 transmit and receive antennas each

offers a 90% sum UL-DL SE of 13.2 bits/slot/Hz, whereas the CF-DTDD based system

with (M = 64, N = 8) offers 27 bits/slot/Hz, a more than 100% improvement. Although

both FD cellular and CF-DTDD systems support simultaneous UL and DL traffic load,

the joint signal processing capability at the CPU in the CF architecture helps to improve

the sum UL-DL SE substantially.

4.8 Chapter Summary

In this chapter, we analyzed the performance of a CF-mMIMO system under DTDD,

where the transmission mode at each HD AP is scheduled so that the sum UL-DL SE
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Figure 4.14: CDF of the sum UL-DL SE achieved via DTDD CF-MIMO and FD mMIMO
systems.

is maximized. The complexity of the brute-force search increases exponentially with the

number of APs. To tackle this problem, we developed a sub-modularity based greedy

algorithm with associated optimality guarantees. Our numerical experiments revealed

that a DTDD-enabled CF-mMIMO system substantially improves the sum UL-DL SE

compared to HD TDD CF and HD TDD cellular mMIMO systems. The key reason

for the performance improvement in DTDD compared to TDD-based systems is that

the former duplexing scheme can simultaneously serve the UL and the DL UEs in the

system. Furthermore, the HD DTDD CF-mMIMO can even outperform an FD-cellular

mMIMO system. We numerically illustrated the sum SE improvement of DTDD CF-

mMIMO over the cellular FD system under different antenna densities, number of UEs,

and fractional UL/DL data demands. We considered the MRC/MFP-based scheme as well

as the centralized MMSE/RZF-based scheme in both cellular and CF systems. Under all

these different system settings, we showed that CF-DTDD with a large number of APs can
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improve the sum UL-DL SE compared to an FD cellular system under similar antenna

densities. Essentially, DTDD CF-mMIMO exploits the joint signal processing of a CF

system coupled with the adaptive scheduling of UL-DL slots based on the localized traffic

demands at the APs. A key advantage of DTDD-enabled CF over FD cellular is that we no

longer need additional hardware at each AP to cancel the SI. The system performance can

be further improved by incorporating UL-to-DL UE interference cancellation techniques

or power control strategies, which will be addressed in the next chapter.



5 Can DTDD Cell-Free Outperform
Full-Duplex Cell-Free?

Chapter Highlights
The previous two chapters analyzed DTDD CF systems considering maximal ratio (MR)-based

comber & precoder and with fixed/equal UL-DL power allocation and then benchmarked the
performance with TDD CF & cellular and FD cellular systems. In this chapter, we present
a rigorous comparative study of HD APs with DTDD and FD APs in CF systems, considering
different choices of combiners & precoders and UL-DL power control. DTDD and FD CF systems
both support concurrent DL transmission and UL reception capability; but the sum UL-DL SE is
limited by various CLIs, viz. InUI, InAI for both DTDD and FD systems, and, additionally, IrAI
for an FD system. We derive the sum UL-DL SE in closed form, considering zero-forcing (ZF)
combining and precoding along with the SINR optimal weighting at the CPU. Our derived UL/DL
SEs reveal the effects of CLIs and power control coefficients on the overall system performance.
We then present a provably convergent algorithm for joint UL-DL power allocation and UL/DL
mode scheduling of the APs (for DTDD) to maximize the sum UL-DL SE. Further, we show
that the proposed algorithms are precoder and combiner agnostic and come with closed-form
update equations for the UL/DL power control coefficients. Our numerical results illustrate the
superiority of the proposed power control algorithms over several benchmark schemes and show
that the sum UL-DL SE with DTDD can outperform an FD CF system with similar antenna
density. We also observe that with UL-DL power control, optimal weighting in the UL, and
ZF combining & precoding, the sum UL-DL SE of the DTDD CF system can be substantially
improved compared to the case when either equal power allocation is employed, or only apply
weighted combining in the UL, considering MR-based combining & precoding (which was the
case with previous two chapters). We conclude that DTDD combined with CF is a promising
alternative to FD that attains the same performance using HD APs, thereby obviating the burden
of IrAI cancellation.

128
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5.1 Introduction

Wireless systems for 5G and beyond are required to serve an increasingly large number of

UEs while supporting uniformly good QoS and high SE requirements. With this in mind,

two potential physical layer solutions have been envisioned: (i) the capability to serve both

UL and the DL UEs using the same time-frequency resources, thereby potentially dou-

bling the sum UL-DL SE over conventional time/frequency division duplexing (T/FDD)

systems, and (ii) distributed deployments of the remote radio units or APs for ubiquitous

connectivity and high macro-diversity as opposed to a centralized MIMO cellular system.

The key enablers of the above are: (i) the use of FD APs [53] or the use of DTDD with

HD APs [33,58,84]; and (ii) CF-MIMO [16,20,85,86]; respectively. This chapter presents

a comparative performance analysis of FD and DTDD CF-MIMO1 systems.

We note that, in CF systems, both FD and DTDD can enable simultaneous transmission

(reception) to (from) HD UEs over the same time-frequency resources. However, CLIs,

i.e., the InAI and InUI, limit the achievable SE in both systems. Additionally, in the FD

system, the received signal at each AP is contaminated by its own transmitted signal,

called SI [53], which we refer to as IrAI in the sequel. The cancellation of IrAI demands

power-hungry and expensive hardware in addition to baseband signal processing overheads.

However, if IrAI can be effectively canceled, in an FD-CF system, all the APs in the

vicinity can assist in a given UE’s transmission/reception, while in the DTDD system,

only the subset of APs operating in UL (DL) can assist in decoding (precoding) the UE’s

data signal. On the other hand, as we will see, InAI is higher in an FD system, as all

the APs interfere with the received signal at any AP. However, with DTDD, only the

subset of APs operating in DL mode cause InAI at the APs operating in UL mode. Thus,

which duplexing scheme is better and under what conditions is not clear. Answering this

question via a careful theoretical analysis is the main aim of this chapter.

1DTDD CF and FD CF are also referred to as network-assisted full-duplex (NAFD) CF MIMO in the
literature [87,88].
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5.1.a Literature review

CF, DTDD, and FD are all technologies that have received intense research attention

over the past few years. The focus of this literature review is on studies that consider

either DTDD or FD systems in the CF architecture. The analysis of the sum SE of a

DTDD CF system with fully centralized processing was presented in [89]; however, with

a pre-scheduled set of UL and DL APs. Further, in [87, 90], the authors addressed the

AP-mode selection for DTDD-based CF-systems to maximize the UL/DL SEs, with power

constraints at the UEs and APs. In [91], the authors considered a hybrid-duplex (both FD

and HD APs) architecture, where antenna mode assignment at each multi-antenna AP is

solved under the goal of secrecy SE maximization. Here, we note that [87,90,91] assume the

availability of perfect CSI at the CPU, rather than the statistical/estimated CSI. Therefore,

all resource allocation needs to be executed in the time scale of fast-fading coefficients.

Moreover, the authors assumed a fully centralized CPU-based CF system. Thus, the

APs must send the full channel state information to the CPU, incurring high front-haul

overhead, especially when the numbers of APs and UEs are large, which is not scalable [17,

20]. In contrast, consideration of distributed processing, where precoding/combining is

performed locally at the APs, is critical for scalable CF systems.

In [33], we presented a distributed processing-based sum UL-DL SE analysis with a

low complexity algorithm for AP scheduling and fixed UL and DL power allocation, and

this was the theme of the previous chapter. The contents of this chapter significantly

extend the results presented in the previous chapter by considering MMSE/ZF precoding

and combining at the APs and SINR-optimal combining at the CPU, joint UL-DL power

allocation for sum UL-DL SE maximization, and comparing the performance against an

FD system. A detailed comparison is presented in Table 5.1. Recently, the authors in [92]

investigated the joint power UL-DL power allocation problem, assuming perfect CSI, in

a DTDD CF system. The power allocation policy of [92] is derived for MRC and MFP,

with equal weighting-based combining of the APs’ signals at the CPU in the UL, which is
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Chapters Channel Estimation Combiner & Precoder UL & DL Power Control

Chapter 3 1. Perferect CSI
2. Orthogonal Pilots

MRC & MFP Fixed or equal power
allocation

Chapter 4 Pilot Contamination 1. MRC & MFP
2. MMSE/RZF (only via simulation)

Fixed or equal power
allocation

Chapter 5 Pilot Contamination 1. MMSE Combiner & RZF Precoder
2. ZF Combiner & Precoder

UL and DL power control
algorithms with FP and ADMM

Chapters Optimal Combining at the CPU Comments on Algorithms Key Message(s)

Chapter 3
Only for the special case
of perfect CSI and orthogonal
pilots.

Sum SE is submodular with
perfect InAI cancellation and
optimal combining without pilot
contamination.

DTDD CF outperforms
TDD CF systems.

Chapter 4

Not considered
(This chapter mainly focuses
on the effects of pilot contamination
and imperfect InAI cancellation.)

Product SINR is submodular after
accounting for the effects of pilot
contamination and InAI.

DTDD CF outperforms
cellular FD systems.

Chapter 5 Considered

1. Sub-problems of UL and DL
power controls are proven to converge.

2. Numerical validation of the convergence
of overall alternating optimization.

1. DTDD CF outperforms
FD CF system.

2. Power control coupled with optimal
weighting at the CPU substantially
improves compared to equal/fixed power
allocation and equal weighting or optimal
weighting.

Table 5.1: Comparative view of the results presented in this thesis.

suboptimal for CF [20]. Recently, the authors extended their work in [92] incorporating

LSFD for the UL combining at the CPU [93]. However, the analyses in [93] assume the

availability of orthogonal pilots for channel estimation and MRC/MFP for UL and DL

data detection. Former can lead to inordinately high pilot overhead, and MRC/MFP are

suboptimal choices for CF-system [20]. Thus, it is essential to consider ZF or MMSE-type

combiners and precoders that are more robust to interference, which we address in this

work.

On the other hand, the performance improvement achieved by FD APs over conventional

TDD CF systems has been investigated in [24,94,95]. We conducted an expository study on

the interplay of the CLIs and IrAI on the achievable SEs under DTDD and FD in [96], and

this will be discussed later in this chapter as a special case. However, the results obtained

were based on fixed power allocation and under the availability of perfect CSI. Now, finding

a pilot allocation scheme in a CF system is challenging because multiple APs jointly serve

the UEs in the area. Specifically, in contrast to a cellular system where only the serving AP
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requires CSI from a given UE, in CF, accurate CSI is required at all the APs in the vicinity

of the UE. The works that account for pilot allocation in DTDD CF systems consider either

complex iterative algorithm [33], random allocation of pilots [89], or assume orthogonal

pilots across all UEs [92]. Recent works on FD CF systems have also considered orthogonal

pilots [24,88,97] or have analyzed the effect of pilot contamination by abstracting it as an

additive channel error term in the channel estimate [95], which does not explicitly account

for the pilot length, design or allocation across the UEs. Previously, in Section 2.4, in

contrast to pilot allocation with predetermined pilot length [19, 22, 29, 31–33, 46, 49, 96],

we optimized the pilot length and developed a low-complexity solution that incurs little

signal processing overhead and is applicable in both DTDD and FD settings. Now, in

this chapter, we analyze the effects of pilot contamination2 on the sum UL-DL SE of

the DTDD-enabled CF MIMO system and, subsequently, on the UL-DL power allocation

strategies.

5.1.b Contributions

To the best of our knowledge, a comprehensive study of these two duplexing schemes

accounting for practical issues such as pilot length optimization, optimal weighting at the

CPU, interference canceling precoder and combiner design, AP scheduling, and UL/DL

power allocation is not available in the literature. It is essential to account for these

aspects because the critical bottleneck, namely, the CLIs of DTDD and FD, is heavily

dependent on and can be controlled by these factors. In this regard, our analysis accounts

for pilot contamination and, consequently, includes the effects of coherent interference

on the optimal weights and sum UL-DL SE, which was missing in previous work [93].

Further, we provide closed-form expressions for the SE with ZF combiner and precoder

2Here, we note that the pilot allocation algorithm developed in Section 2.4, applies not only to TDD-
based CF MIMO system but also to DTDD and FD CF systems. Convinced by the superior performance
of the proposed pilot allocation algorithm, we will use the same method for channel estimation for this
chapter.
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and, subsequently, closed-form updates for all the power allocation algorithms developed.

Our algorithms need to be executed only in the time scale of large-scale fading, which

remains constant for several channel coherence intervals, in contrast to instantaneous CSI-

based approaches in [87,90,91].

Our key contributions are:

1. We analyze the sum UL-DL SE considering MMSE combiners and regularized ZF (RZF)

precoders. We also derive closed-form expressions for the sum UL-DL SE with ZF

combiners and precoders (see Lemma 5.3 and Lemma 5.4). These expressions un-

cover the effects of InAI, IrAI, and InUI on the UL-DL SEs, and how power control

and UL/DL scheduling of the APs (for DTDD) dictate the strengths of these CLIs.

Also, in the UL, we present an SINR optimal weighting scheme, which ensures that

the received SINR at the CPU is maximized (see Lemma 5.2).

2. Next, we focus on the sum UL-DL SE maximization with set constraints on the

UL/DL APs and transmit power constraints on the APs and UEs. This problem of

joint AP scheduling and power control is non-convex and NP-hard. We decouple it

into two sub-problems.

(a) We optimize the UL and DL power control coefficients for a given AP sched-

ule. We solve this non-convex problem using fractional programming (FP)3 that

employs a series of equivalent convex reformulations. Further, closed-form solu-

tions for the power allocation coefficients and associated auxiliary variables are

derived using the alternating direction method of multipliers (ADMM)4 in the

case of DL and using an augmented Lagrange multiplier in the case of UL. Also,

3FP convexifies the non-convex cost function such that the optimal solution of the surrogate cost
function and the original cost function is the same [98]. This is in contrast with the approach adopted
in [92,94], where the convex cost function is typically a lower bound of the original cost function and the
algorithms optimize the lower bound.

4ADMM is an effective approach for reducing the computational cost in large dimensional problems
compared to interior-point methods or general purpose solvers such as CVX or MOSEK [99].
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in the UL, we observe considerable improvement in the proposed SINR optimal

combining coupled with UL power control compared to existing benchmarks

and when either of these two schemes is applied individually (see Figure 5.4).

The resulting algorithms for each sub-problem are shown to converge to local

optima (see Proposition 5.2 and Proposition 5.3). Finally, our proposed FP-

based algorithms are precoder/combiner scheme agnostic, unlike [92, 93], and

require fewer auxiliary variables, which makes our solutions widely applicable

and scalable for large distributed systems.

(b) For AP scheduling, we develop a greedy AP mode (UL/DL) selection algorithm,

where, at each iteration, we select the AP and the corresponding mode such

that the incremental gain in the sum UL-DL SE is maximum. This pragmatic

low-complexity approach solves an otherwise exponentially complex scheduling

algorithm in polynomial time.

We perform extensive numerical experiments that reveal the superiority of the proposed

pilot length optimization and pilot allocation scheme, the UL/DL power control algo-

rithms, and the AP-scheduling algorithm over several existing schemes (see Figure 5.4 and

Figure 5.5). Surprisingly, our results show that for the same number of APs and antenna

density, DTDD procures a better sum UL-DL SE compared to an FD-enabled CF system.

Specifically, the 90%-likely sum UL-DL SE of the DTDD CF system is 21% higher than

that of the FD system under similar system parameters (see Figure 5.6). Further, we

observe that even with double the antenna density, the performance of the FD system can

be limited by InAI and IrAI, while DTDD is more resilient to InAI (see Figure 5.9). Thus,

we can obtain the benefits of FD via DTDD itself, obviating the need for IrAI suppression

at the APs.
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<latexit sha1_base64="w0117TeTBaiJI1eoc4HN3rVi7pM=">AAAB8XicbVBNT8JAEJ3iF+IX6tFLIzHhRFrj15GEi0dMLBChIdtlCxu222Z3aiQN/8KLB43x6r/x5r9xgR4UfMkkL+/NZGZekAiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6ThVlHk0FrHqBEQzwSXzkKNgnUQxEgWCtYNxY+a3H5nSPJb3OEmYH5Gh5CGnBI300EP2hFmj6U375YpTc+awV4mbkwrkaPbLX71BTNOISaSCaN11nQT9jCjkVLBpqZdqlhA6JkPWNVSSiGk/m188tc+MMrDDWJmSaM/V3xMZibSeRIHpjAiO9LI3E//zuimGN37GZZIik3SxKEyFjbE9e98ecMUoiokhhCpubrXpiChC0YRUMiG4yy+vktZ5zb2qXd5dVOrVPI4inMApVMGFa6jDLTTBAwoSnuEV3ixtvVjv1seitWDlM8fwB9bnD5xdkM8=</latexit>

CPU

<latexit sha1_base64="jP6yeQsC6c9zJLIFL2aDHRDAyvs=">AAAB/3icbVDJSgNBEK1xjXEbFbx4aQxCLoYZcTsGvXiMYBZIQujp9CRNeha6a8Qw5uCvePGgiFd/w5t/YyeZgyY+aHi8V9VV9bxYCo2O820tLC4tr6zm1vLrG5tb2/bObk1HiWK8yiIZqYZHNZci5FUUKHkjVpwGnuR1b3A99uv3XGkRhXc4jHk7oL1Q+IJRNFLH3m8hf8D0irLBcZ8mkpiPBnrUsQtOyZmAzBM3IwXIUOnYX61uxJKAh8gk1brpOjG2U6pQMMlH+VaieWyG0B5vGhrSgOt2Otl/RI6M0iV+pMwLkUzU3x0pDbQeBp6pDCj29aw3Fv/zmgn6l+1UhHGCPGTTQb45EiMyDoN0heIM5dAQypQwuxLWp4oyNJHlTQju7MnzpHZScs9LZ7enhXIxiyMHB3AIRXDhAspwAxWoAoNHeIZXeLOerBfr3fqYli5YWc8e/IH1+QMdcZYZ</latexit>

Back-haul links
<latexit sha1_base64="EWJayOHposz2zVQwHHnmiLbMtL4=">AAAB+nicbVBNT8JAEN3iF+JX0aOXjcSEE2mNX0cSLx48YGKBBBqyXbawYbttdqcqqfwULx40xqu/xJv/xgV6UPAlk7y8N5OZeUEiuAbH+bYKK6tr6xvFzdLW9s7unl3eb+o4VZR5NBaxagdEM8El84CDYO1EMRIFgrWC0dXUb90zpXks72CcMD8iA8lDTgkYqWeXu8AeIfNusOYDSYSe9OyKU3NmwMvEzUkF5Wj07K9uP6ZpxCRQQbTuuE4CfkYUcCrYpNRNNUsIHZEB6xgqScS0n81On+Bjo/RxGCtTEvBM/T2RkUjrcRSYzojAUC96U/E/r5NCeOlnXCYpMEnni8JUYIjxNAfc54pREGNDCFXc3IrpkChCwaRVMiG4iy8vk+ZJzT2vnd2eVurVPI4iOkRHqIpcdIHq6Bo1kIcoekDP6BW9WU/Wi/VufcxbC1Y+c4D+wPr8AXT+lBA=</latexit>

UL signals
<latexit sha1_base64="XqlBA254tGbvKWk108biG2RpRec=">AAAB+nicbVDJSgNBEO1xjXGb6NFLYxByCjPidgzowYOHCGaBJISeTiVp0tMzdNeoYcynePGgiFe/xJt/Y2c5aOKDgsd7VVTVC2IpDHret7O0vLK6tp7ZyG5ube/surm9qokSzaHCIxnpesAMSKGgggIl1GMNLAwk1ILB5div3YM2IlJ3OIyhFbKeEl3BGVqp7eaaCI+YXt1QI3qKSTNqu3mv6E1AF4k/I3kyQ7ntfjU7EU9CUMglM6bhezG2UqZRcAmjbDMxEDM+YD1oWKpYCKaVTk4f0SOrdGg30rYU0on6eyJloTHDMLCdIcO+mffG4n9eI8HuRSsVKk4QFJ8u6iaSYkTHOdCO0MBRDi1hXAt7K+V9phlHm1bWhuDPv7xIqsdF/6x4enuSLxVmcWTIATkkBeKTc1Ii16RMKoSTB/JMXsmb8+S8OO/Ox7R1yZnN7JM/cD5/AFqQk/8=</latexit>

DL signals

<latexit sha1_base64="HgWYEqQfV93sgeZj343gQ58yu4Q=">AAAB/HicbVDJSgNBEO1xjXEbzdFLYxC8GGbE7RgIggEPEcwCSQg9nUrS2NMzdNeIYYi/4sWDIl79EG/+jZ3loNEHBY/3qqiqF8RSGPS8L2dhcWl5ZTWzll3f2Nzadnd2ayZKNIcqj2SkGwEzIIWCKgqU0Ig1sDCQUA/uSmO/fg/aiEjd4jCGdsj6SvQEZ2iljptrITxgWlYI+qh6SUvX5VHHzXsFbwL6l/gzkiczVDruZ6sb8SQEhVwyY5q+F2M7ZRoFlzDKthIDMeN3rA9NSxULwbTTyfEjemCVLu1F2pZCOlF/TqQsNGYYBrYzZDgw895Y/M9rJti7aKdCxQmC4tNFvURSjOg4CdoVGjjKoSWMa2FvpXzANOM2CpO1IfjzL/8lteOCf1Y4vTnJFw9ncWTIHtknh8Qn56RIrkiFVAknQ/JEXsir8+g8O2/O+7R1wZnN5MgvOB/f4v+UMw==</latexit>

Inter-UE CLI
<latexit sha1_base64="BofbuDOV2TawxBrpAKiazJ7IxUE=">AAAB/HicbVDLSgNBEJyN7/iKevQyGIRcDLvi66h4UfAQwTwgWcLspJMMmZ1dZnrFsMRf8eJBEa9+iDf/xkncgyYWNBRV3XR3BbEUBl33y8nNzS8sLi2v5FfX1jc2C1vbNRMlmkOVRzLSjYAZkEJBFQVKaMQaWBhIqAeDy7FfvwdtRKTucBiDH7KeEl3BGVqpXdhpITxgeq0Q9MFFhV7eXI/ahaJbdiegs8TLSJFkqLQLn61OxJMQFHLJjGl6box+yjQKLmGUbyUGYsYHrAdNSxULwfjp5PgR3bdKh3YjbUshnai/J1IWGjMMA9sZMuybaW8s/uc1E+ye+alQcYKg+M+ibiIpRnScBO0IDRzl0BLGtbC3Ut5nmnEbhcnbELzpl2dJ7bDsnZSPb4+K56UsjmWyS/ZIiXjklJyTK1IhVcLJkDyRF/LqPDrPzpvz/tOac7KZHfIHzsc31RqUKg==</latexit>

Inter-AP CLI

<latexit sha1_base64="TytM6OIZ5Rd2MN6+ST3cnDOMaoU=">AAAB83icbVDLTgJBEOzFF+IL9ehlIjHhRHaNryPGiwcPmLhAwm7I7DDAhNlHZnqNZMNvePGgMV79GW/+jQPsQcFKOqlUdae7K0ik0Gjb31ZhZXVtfaO4Wdra3tndK+8fNHWcKsZdFstYtQOquRQRd1Gg5O1EcRoGkreC0c3Ubz1ypUUcPeA44X5IB5HoC0bRSJ6H/Akz945cNybdcsWu2TOQZeLkpAI5Gt3yl9eLWRryCJmkWnccO0E/owoFk3xS8lLNE8pGdMA7hkY05NrPZjdPyIlReqQfK1MRkpn6eyKjodbjMDCdIcWhXvSm4n9eJ8X+lZ+JKEmRR2y+qJ9KgjGZBkB6QnGGcmwIZUqYWwkbUkUZmphKJgRn8eVl0jytORe18/uzSr2ax1GEIziGKjhwCXW4hQa4wCCBZ3iFNyu1Xqx362PeWrDymUP4A+vzB46HkU0=</latexit>

UL AP
<latexit sha1_base64="zVdBit82dhAXmOUYz8WXVTe/4Yg=">AAAB83icbVDJSgNBEK2JW4xb1KOXxiDkFGbE7RjRgwcPEcwCmSH0dHqSJj0L3TViGPIbXjwo4tWf8ebf2EnmoNEHBY/3qqiq5ydSaLTtL6uwtLyyulZcL21sbm3vlHf3WjpOFeNNFstYdXyquRQRb6JAyTuJ4jT0JW/7o6up337gSos4usdxwr2QDiIRCEbRSK6L/BGz61ty2Zj0yhW7Zs9A/hInJxXI0eiVP91+zNKQR8gk1brr2Al6GVUomOSTkptqnlA2ogPeNTSiIddeNrt5Qo6M0idBrExFSGbqz4mMhlqPQ990hhSHetGbiv953RSDCy8TUZIij9h8UZBKgjGZBkD6QnGGcmwIZUqYWwkbUkUZmphKJgRn8eW/pHVcc85qp3cnlXo1j6MIB3AIVXDgHOpwAw1oAoMEnuAFXq3UerberPd5a8HKZ/bhF6yPb3RukTw=</latexit>

DL AP
<latexit sha1_base64="WzSuDp2YIzLGuKdJKHn69jXi0b0=">AAAB83icbVDJSgNBEO2JW4xb1KOXxiDkFGbE7RhQwYOHCGaBzBB6OjVJk56F7hoxDPkNLx4U8erPePNv7CRz0OiDgsd7VVTV8xMpNNr2l1VYWl5ZXSuulzY2t7Z3yrt7LR2nikOTxzJWHZ9pkCKCJgqU0EkUsNCX0PZHl1O//QBKizi6x3ECXsgGkQgEZ2gk10V4xOzqljavJ71yxa7ZM9C/xMlJheRo9Mqfbj/maQgRcsm07jp2gl7GFAouYVJyUw0J4yM2gK6hEQtBe9ns5gk9MkqfBrEyFSGdqT8nMhZqPQ590xkyHOpFbyr+53VTDC68TERJihDx+aIglRRjOg2A9oUCjnJsCONKmFspHzLFOJqYSiYEZ/Hlv6R1XHPOaqd3J5V6NY+jSA7IIakSh5yTOrkhDdIknCTkibyQVyu1nq03633eWrDymX3yC9bHN4IvkUU=</latexit>

DL UE

<latexit sha1_base64="rGvBW+3zpm/NoDSVO8RhrSK1VWs=">AAAB83icbVDLSgNBEJyNrxhfUY9eBoOQU9gVX8eACB48RHCTQHYJs5NOMmT2wUyvGJb8hhcPinj1Z7z5N06SPWhiQUNR1U13V5BIodG2v63Cyura+kZxs7S1vbO7V94/aOo4VRxcHstYtQOmQYoIXBQooZ0oYGEgoRWMrqd+6xGUFnH0gOME/JANItEXnKGRPA/hCTP3jro3k265YtfsGegycXJSITka3fKX14t5GkKEXDKtO46doJ8xhYJLmJS8VEPC+IgNoGNoxELQfja7eUJPjNKj/ViZipDO1N8TGQu1HoeB6QwZDvWiNxX/8zop9q/8TERJihDx+aJ+KinGdBoA7QkFHOXYEMaVMLdSPmSKcTQxlUwIzuLLy6R5WnMuauf3Z5V6NY+jSI7IMakSh1ySOrklDeISThLyTF7Jm5VaL9a79TFvLVj5zCH5A+vzB5xIkVY=</latexit>

UL UE

<latexit sha1_base64="E3KWlGeDCmFUUboUsO+EJ3KUo10=">AAACCXicbVC7TsMwFHXKq5RXgJHFokJiqhLEa6xgYSwSfUhNVDmu01p1Htg3SFWUlYVfYWEAIVb+gI2/wUkzQMuRLB2fc6/uvceLBVdgWd9GZWl5ZXWtul7b2Nza3jF39zoqSiRlbRqJSPY8opjgIWsDB8F6sWQk8ATrepPr3O8+MKl4FN7BNGZuQEYh9zkloKWBiR11LyF1PAZkkAaTLHMCAmPPT8dZ8R+YdathFcCLxC5JHZVoDcwvZxjRJGAhUEGU6ttWDG5KJHAqWFZzEsViQidkxPqahiRgyk2LSzJ8pJUh9iOpXwi4UH93pCRQahp4ujJfU817ufif10/Av3RTHsYJsJDOBvmJwBDhPBY85JJREFNNCJVc74rpmEhCQYdX0yHY8ycvks5Jwz5vnN2e1ptXZRxVdIAO0TGy0QVqohvUQm1E0SN6Rq/ozXgyXox342NWWjHKnn30B8bnD6Uim5c=</latexit>p
�mkhmk

<latexit sha1_base64="Qzsp0G9AZ3is6asLv8RxFOWMH8o=">AAAB9HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNryPqxSMm8khgQ2aHASbM7K4zvUSy4Tu8eNAYr36MN//GAfagaCWdVKq6090VxFIYdN0vJ7e0vLK6ll8vbGxube8Ud/fqJko04zUWyUg3A2q4FCGvoUDJm7HmVAWSN4LhzdRvjLg2IgrvcRxzX9F+KHqCUbSSr9rIHzHFAbmqTjrFklt2ZyB/iZeREmSodoqf7W7EEsVDZJIa0/LcGP2UahRM8kmhnRgeUzakfd6yNKSKGz+dHT0hR1bpkl6kbYVIZurPiZQqY8YqsJ2K4sAselPxP6+VYO/ST0UYJ8hDNl/USyTBiEwTIF2hOUM5toQyLeythA2opgxtTgUbgrf48l9SPyl75+Wzu9NS5TqLIw8HcAjH4MEFVOAWqlADBg/wBC/w6oycZ+fNeZ+35pxsZh9+wfn4BsApkhk=</latexit>

mth AP

<latexit sha1_base64="MOdMxZw9anCUPH/jkht9Fh4gc2s=">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2NQBI8R3CSQLGF2MpsMmX040xsMS77DiwdFvPox3vwbJ8keNFrQUFR1093lJ1JotO0vq7C0vLK6VlwvbWxube+Ud/caOk4V4y6LZaxaPtVcioi7KFDyVqI4DX3Jm/7weuo3R1xpEUf3OE64F9J+JALBKBrJG3aQP2KGA+LeTLrlil21ZyB/iZOTCuSod8ufnV7M0pBHyCTVuu3YCXoZVSiY5JNSJ9U8oWxI+7xtaERDrr1sdvSEHBmlR4JYmYqQzNSfExkNtR6HvukMKQ70ojcV//PaKQaXXiaiJEUesfmiIJUEYzJNgPSE4gzl2BDKlDC3EjagijI0OZVMCM7iy39J46TqnFfP7k4rtas8jiIcwCEcgwMXUINbqIMLDB7gCV7g1RpZz9ab9T5vLVj5zD78gvXxDcrKkiA=</latexit>

kth UE

<latexit sha1_base64="x7/6NxBmj2NjZI6zrjG1Ettdefg=">AAACAnicbVDLSsNAFJ3UV62vqCtxEyyCq5KIr2XRhS4r2Ac0IUwmk3bsTBJmJkIZght/xY0LRdz6Fe78GydtFtp64MLhnHu5954gpURI2/42KguLS8sr1dXa2vrG5pa5vdMRScYRbqOEJrwXQIEpiXFbEklxL+UYsoDibjC6KvzuA+aCJPGdHKfYY3AQk4ggKLXkm3uuJDTEymVQDoNIqes8z33F7nPfrNsNewJrnjglqYMSLd/8csMEZQzHElEoRN+xU+kpyCVBFOc1NxM4hWgEB7ivaQwZFp6avJBbh1oJrSjhumJpTdTfEwoyIcYs0J3FpWLWK8T/vH4mowtPkTjNJI7RdFGUUUsmVpGHFRKOkaRjTSDiRN9qoSHkEEmdWk2H4My+PE86xw3nrHF6e1JvXpZxVME+OABHwAHnoAluQAu0AQKP4Bm8gjfjyXgx3o2PaWvFKGd2wR8Ynz+xiJhI</latexit>

G̃mj

<latexit sha1_base64="tk5IMjOZ4j4cXB+AUUWNEkJ1W6s=">AAAB+XicbVDLSsNAFJ34rPUVdelmsIiuSiK+lkU3LivYB7QhTKaTduhkEmZuCiXkT9y4UMStf+LOv3HSZqGtBwYO59zLPXOCRHANjvNtrayurW9sVraq2zu7e/v2wWFbx6mirEVjEatuQDQTXLIWcBCsmyhGokCwTjC+L/zOhCnNY/kE04R5ERlKHnJKwEi+bfcjAiOAbJj7mRyf5b5dc+rODHiZuCWpoRJN3/7qD2KaRkwCFUTrnusk4GVEAaeC5dV+qllC6JgMWc9QSSKmvWyWPMenRhngMFbmScAz9fdGRiKtp1FgJoucetErxP+8XgrhrZdxmaTAJJ0fClOBIcZFDXjAFaMgpoYQqrjJiumIKELBlFU1JbiLX14m7Yu6e12/erysNe7KOiroGJ2gc+SiG9RAD6iJWoiiCXpGr+jNyqwX6936mI+uWOXOEfoD6/MHGV6T+Q==</latexit>gnk0

Figure 5.1: DTDD CF MIMO system: the overall system can serve UL and DL UEs
simultaneously, forming a virtual FD system.

5.2 System Model

In the DTDD CF setup, M HD-APs, each equipped with N antennas, jointly and co-

herently serve a total of K single antenna UL and DL UEs using the same time-frequency

resources. Let the sets Uu and Ud contain the indices of UL UEs and DL UEs, respec-

tively, with Uu ∩ Ud = ∅, Uu ∪ Ud = U , and |U| = K. The UL channel from the kth

UE to the mth AP is modeled as fmk =
√
βmkhmk ∈ CN , where βmk > 0 captures the

effect of large scale fading and path-loss which remain unchanged over several channel

coherence intervals and are known to the APs and the CPU [20]. The fast fading compo-

nent, hmk ∼ CN (0N , IN) ∈ CN , is independent and identically distributed (i.i.d.) and is

estimated at the APs using pilot signals at the beginning of each coherence block.

In the FD system, each AP is equipped with Ntx transmit and Nrx receive antennas. Let

fu,mk =
√
βu,mkhu,mk ∈ CNrx and fd,mn =

√
βd,mnhd,mn ∈ CNtx be the UL channel between

the receive antenna array of the mth AP to kth UL UE and the DL channel between the

transmit antenna array of the mth AP to the nth DL UE, respectively. Here, βi,mk and

hi,mk, i = {u, d}, corresponds to the fast and slow fading components of the UL and the



Chapter 5. 136

<latexit sha1_base64="w0117TeTBaiJI1eoc4HN3rVi7pM=">AAAB8XicbVBNT8JAEJ3iF+IX6tFLIzHhRFrj15GEi0dMLBChIdtlCxu222Z3aiQN/8KLB43x6r/x5r9xgR4UfMkkL+/NZGZekAiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6ThVlHk0FrHqBEQzwSXzkKNgnUQxEgWCtYNxY+a3H5nSPJb3OEmYH5Gh5CGnBI300EP2hFmj6U375YpTc+awV4mbkwrkaPbLX71BTNOISaSCaN11nQT9jCjkVLBpqZdqlhA6JkPWNVSSiGk/m188tc+MMrDDWJmSaM/V3xMZibSeRIHpjAiO9LI3E//zuimGN37GZZIik3SxKEyFjbE9e98ecMUoiokhhCpubrXpiChC0YRUMiG4yy+vktZ5zb2qXd5dVOrVPI4inMApVMGFa6jDLTTBAwoSnuEV3ixtvVjv1seitWDlM8fwB9bnD5xdkM8=</latexit>

CPU

<latexit sha1_base64="jP6yeQsC6c9zJLIFL2aDHRDAyvs=">AAAB/3icbVDJSgNBEK1xjXEbFbx4aQxCLoYZcTsGvXiMYBZIQujp9CRNeha6a8Qw5uCvePGgiFd/w5t/YyeZgyY+aHi8V9VV9bxYCo2O820tLC4tr6zm1vLrG5tb2/bObk1HiWK8yiIZqYZHNZci5FUUKHkjVpwGnuR1b3A99uv3XGkRhXc4jHk7oL1Q+IJRNFLH3m8hf8D0irLBcZ8mkpiPBnrUsQtOyZmAzBM3IwXIUOnYX61uxJKAh8gk1brpOjG2U6pQMMlH+VaieWyG0B5vGhrSgOt2Otl/RI6M0iV+pMwLkUzU3x0pDbQeBp6pDCj29aw3Fv/zmgn6l+1UhHGCPGTTQb45EiMyDoN0heIM5dAQypQwuxLWp4oyNJHlTQju7MnzpHZScs9LZ7enhXIxiyMHB3AIRXDhAspwAxWoAoNHeIZXeLOerBfr3fqYli5YWc8e/IH1+QMdcZYZ</latexit>

Back-haul links
<latexit sha1_base64="EWJayOHposz2zVQwHHnmiLbMtL4=">AAAB+nicbVBNT8JAEN3iF+JX0aOXjcSEE2mNX0cSLx48YGKBBBqyXbawYbttdqcqqfwULx40xqu/xJv/xgV6UPAlk7y8N5OZeUEiuAbH+bYKK6tr6xvFzdLW9s7unl3eb+o4VZR5NBaxagdEM8El84CDYO1EMRIFgrWC0dXUb90zpXks72CcMD8iA8lDTgkYqWeXu8AeIfNusOYDSYSe9OyKU3NmwMvEzUkF5Wj07K9uP6ZpxCRQQbTuuE4CfkYUcCrYpNRNNUsIHZEB6xgqScS0n81On+Bjo/RxGCtTEvBM/T2RkUjrcRSYzojAUC96U/E/r5NCeOlnXCYpMEnni8JUYIjxNAfc54pREGNDCFXc3IrpkChCwaRVMiG4iy8vk+ZJzT2vnd2eVurVPI4iOkRHqIpcdIHq6Bo1kIcoekDP6BW9WU/Wi/VufcxbC1Y+c4D+wPr8AXT+lBA=</latexit>

UL signals
<latexit sha1_base64="XqlBA254tGbvKWk108biG2RpRec=">AAAB+nicbVDJSgNBEO1xjXGb6NFLYxByCjPidgzowYOHCGaBJISeTiVp0tMzdNeoYcynePGgiFe/xJt/Y2c5aOKDgsd7VVTVC2IpDHret7O0vLK6tp7ZyG5ube/surm9qokSzaHCIxnpesAMSKGgggIl1GMNLAwk1ILB5div3YM2IlJ3OIyhFbKeEl3BGVqp7eaaCI+YXt1QI3qKSTNqu3mv6E1AF4k/I3kyQ7ntfjU7EU9CUMglM6bhezG2UqZRcAmjbDMxEDM+YD1oWKpYCKaVTk4f0SOrdGg30rYU0on6eyJloTHDMLCdIcO+mffG4n9eI8HuRSsVKk4QFJ8u6iaSYkTHOdCO0MBRDi1hXAt7K+V9phlHm1bWhuDPv7xIqsdF/6x4enuSLxVmcWTIATkkBeKTc1Ii16RMKoSTB/JMXsmb8+S8OO/Ox7R1yZnN7JM/cD5/AFqQk/8=</latexit>

DL signals

<latexit sha1_base64="HgWYEqQfV93sgeZj343gQ58yu4Q=">AAAB/HicbVDJSgNBEO1xjXEbzdFLYxC8GGbE7RgIggEPEcwCSQg9nUrS2NMzdNeIYYi/4sWDIl79EG/+jZ3loNEHBY/3qqiqF8RSGPS8L2dhcWl5ZTWzll3f2Nzadnd2ayZKNIcqj2SkGwEzIIWCKgqU0Ig1sDCQUA/uSmO/fg/aiEjd4jCGdsj6SvQEZ2iljptrITxgWlYI+qh6SUvX5VHHzXsFbwL6l/gzkiczVDruZ6sb8SQEhVwyY5q+F2M7ZRoFlzDKthIDMeN3rA9NSxULwbTTyfEjemCVLu1F2pZCOlF/TqQsNGYYBrYzZDgw895Y/M9rJti7aKdCxQmC4tNFvURSjOg4CdoVGjjKoSWMa2FvpXzANOM2CpO1IfjzL/8lteOCf1Y4vTnJFw9ncWTIHtknh8Qn56RIrkiFVAknQ/JEXsir8+g8O2/O+7R1wZnN5MgvOB/f4v+UMw==</latexit>

Inter-UE CLI
<latexit sha1_base64="BofbuDOV2TawxBrpAKiazJ7IxUE=">AAAB/HicbVDLSgNBEJyN7/iKevQyGIRcDLvi66h4UfAQwTwgWcLspJMMmZ1dZnrFsMRf8eJBEa9+iDf/xkncgyYWNBRV3XR3BbEUBl33y8nNzS8sLi2v5FfX1jc2C1vbNRMlmkOVRzLSjYAZkEJBFQVKaMQaWBhIqAeDy7FfvwdtRKTucBiDH7KeEl3BGVqpXdhpITxgeq0Q9MFFhV7eXI/ahaJbdiegs8TLSJFkqLQLn61OxJMQFHLJjGl6box+yjQKLmGUbyUGYsYHrAdNSxULwfjp5PgR3bdKh3YjbUshnai/J1IWGjMMA9sZMuybaW8s/uc1E+ye+alQcYKg+M+ibiIpRnScBO0IDRzl0BLGtbC3Ut5nmnEbhcnbELzpl2dJ7bDsnZSPb4+K56UsjmWyS/ZIiXjklJyTK1IhVcLJkDyRF/LqPDrPzpvz/tOac7KZHfIHzsc31RqUKg==</latexit>

Inter-AP CLI <latexit sha1_base64="WzSuDp2YIzLGuKdJKHn69jXi0b0=">AAAB83icbVDJSgNBEO2JW4xb1KOXxiDkFGbE7RhQwYOHCGaBzBB6OjVJk56F7hoxDPkNLx4U8erPePNv7CRz0OiDgsd7VVTV8xMpNNr2l1VYWl5ZXSuulzY2t7Z3yrt7LR2nikOTxzJWHZ9pkCKCJgqU0EkUsNCX0PZHl1O//QBKizi6x3ECXsgGkQgEZ2gk10V4xOzqljavJ71yxa7ZM9C/xMlJheRo9Mqfbj/maQgRcsm07jp2gl7GFAouYVJyUw0J4yM2gK6hEQtBe9ns5gk9MkqfBrEyFSGdqT8nMhZqPQ590xkyHOpFbyr+53VTDC68TERJihDx+aIglRRjOg2A9oUCjnJsCONKmFspHzLFOJqYSiYEZ/Hlv6R1XHPOaqd3J5V6NY+jSA7IIakSh5yTOrkhDdIknCTkibyQVyu1nq03633eWrDymX3yC9bHN4IvkUU=</latexit>

DL UE

<latexit sha1_base64="rGvBW+3zpm/NoDSVO8RhrSK1VWs=">AAAB83icbVDLSgNBEJyNrxhfUY9eBoOQU9gVX8eACB48RHCTQHYJs5NOMmT2wUyvGJb8hhcPinj1Z7z5N06SPWhiQUNR1U13V5BIodG2v63Cyura+kZxs7S1vbO7V94/aOo4VRxcHstYtQOmQYoIXBQooZ0oYGEgoRWMrqd+6xGUFnH0gOME/JANItEXnKGRPA/hCTP3jro3k265YtfsGegycXJSITka3fKX14t5GkKEXDKtO46doJ8xhYJLmJS8VEPC+IgNoGNoxELQfja7eUJPjNKj/ViZipDO1N8TGQu1HoeB6QwZDvWiNxX/8zop9q/8TERJihDx+aJ+KinGdBoA7QkFHOXYEMaVMLdSPmSKcTQxlUwIzuLLy6R5WnMuauf3Z5V6NY+jSI7IMakSh1ySOrklDeISThLyTF7Jm5VaL9a79TFvLVj5zCH5A+vzB5xIkVY=</latexit>

UL UE

<latexit sha1_base64="C3krSgM1Kr+a3dt/Of0CVYBSSvQ=">AAAB/3icbVDLSgNBEJyNrxhfq4IXL4NByMW4K76OkVwMeIhoHpCEMDuZJENmZ5eZXjGsOfgrXjwo4tXf8ObfOEn2oNGChqKqm+4uLxRcg+N8Wam5+YXFpfRyZmV1bX3D3tyq6iBSlFVoIAJV94hmgktWAQ6C1UPFiO8JVvMGxbFfu2NK80DewjBkLZ/0JO9ySsBIbXunCewe4pIERQ4uyrh4VTq8KY3adtbJOxPgv8RNSBYlKLftz2YnoJHPJFBBtG64TgitmCjgVLBRphlpFhI6ID3WMFQSn+lWPLl/hPeN0sHdQJmSgCfqz4mY+FoPfc90+gT6etYbi/95jQi6562YyzACJul0UTcSGAI8DgN3uGIUxNAQQhU3t2LaJ4pQMJFlTAju7Mt/SfUo757mT66Ps4VcEkca7aI9lEMuOkMFdInKqIIoekBP6AW9Wo/Ws/VmvU9bU1Yys41+wfr4BoaolQ8=</latexit>

Intra-AP CLI/SI

<latexit sha1_base64="mBRAXIsUjr9MUTANVg9vI2mTKS4=">AAAB83icbVDJSgNBEK2JW4xb1KOXxiDkFGbE7RhRxGMEs0BmCD2dnqRJz0J3jRiG/IYXD4p49We8+Td2kjlo9EHB470qqur5iRQabfvLKiwtr6yuFddLG5tb2zvl3b2WjlPFeJPFMlYdn2ouRcSbKFDyTqI4DX3J2/7oauq3H7jSIo7ucZxwL6SDSASCUTSS6yJ/xOzmmlw2Jr1yxa7ZM5C/xMlJBXI0euVPtx+zNOQRMkm17jp2gl5GFQom+aTkpponlI3ogHcNjWjItZfNbp6QI6P0SRArUxGSmfpzIqOh1uPQN50hxaFe9Kbif143xeDCy0SUpMgjNl8UpJJgTKYBkL5QnKEcG0KZEuZWwoZUUYYmppIJwVl8+S9pHdecs9rp3UmlXs3jKMIBHEIVHDiHOtxCA5rAIIEneIFXK7WerTfrfd5asPKZffgF6+Mba0CRNg==</latexit>

FD AP

<latexit sha1_base64="xTyIflWXQg6vvcQn2kMXvvsgPaY=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgqiTia1l0oe4q2ge0sUymk3boTBJmJkIZsnLjr7hxoYhbv8Gdf+M0zUJbD1w4nHMv997jx4xK5TjfVmFufmFxqbhcWlldW9+wN7caMkoEJnUcsUi0fCQJoyGpK6oYacWCIO4z0vSHF2O/+UCEpFF4p0Yx8TjqhzSgGCkjde3dDkdq4Af6Mu1qztN7nQky0LfXadq1y07FyQBniZuTMshR69pfnV6EE05ChRmSsu06sfI0EopiRtJSJ5EkRniI+qRtaIg4kZ7O3kjhvlF6MIiEqVDBTP09oRGXcsR905ndOO2Nxf+8dqKCM0/TME4UCfFkUZAwqCI4zgT2qCBYsZEhCAtqboV4gATCyiRXMiG40y/PksZhxT2pHN8clavneRxFsAP2wAFwwSmogitQA3WAwSN4Bq/gzXqyXqx362PSWrDymW3wB9bnD5v5md4=</latexit>

GSI
mm

Figure 5.2: FD-enabled CF system: each AP can serve both UL and DL UEs; however,
the APs suffer from IrAI.

DL channels, respectively, and follow similar statistical modeling as in the DTDD system.

The inter-AP channels remain constant for several coherence intervals and are mostly

line-of-sight (LoS), whose CSI can be made available to the CPU before the pilot and data

transmission phase. Thus, the overhead of inter-AP channel estimation does not affect

the available data transmission duration. However, the inter-AP CSI at the CPU may be

erroneous, which we model using Gaussian distributed additive noise as per [24, 33, 53].

Specifically, the inter-AP channel from the jth DL AP to the mth UL AP is denoted by

G̃mj ∈ CN×N whose elements are i.i.d. CN (0, ζ InAI
mj ). Here ζ InAI

mj captures the effects of both

the large scale fading and the power of the residual InAI.

For FD CF, IrAI at each AP can be suppressed via active SI cancelation and antenna

isolation. It has been argued that the residual IrAI follows the Rayleigh distribution [100].

Following this, we model mth AP’s residual IrAI channel between the transmit and the

receive antenna links as GSI
mm ∼ CN (0, ζSI

mm), where the residual IrAI ζSI
mm depends on the

interference suppression capability of the hardware [95,97].

Finally, let gnk denote the channel between kth UL UE and the nth DL UE, modeled

as CN (0, εnk), and is independent across all UEs [33,53]. The channel modeling discussed
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above is illustrated in Figure 5.1 and Figure 5.2.

5.2.a Problem Statement

Having described the system model, we now present the key problems considered in this

chapter. As illustrated in Figure 5.1 and Figure 5.2, the performance of both DTDD

and FD is affected by CLIs, viz. InAI, IrAI (for FD), and InUI. Now, the strengths of

these CLIs, as we shall see in Section 5.3, depend on the estimated UL/DL channel

statistics, choice of precoder and combiners, and, most critically, on the UL and DL power

allocation strategies. Further, in DTDD, we get the additional flexibility to schedule

the APs’ UL/DL modes, which can reduce InAI. Keeping these in mind, our goal is to

maximize the achievable sum UL-DL SE under these two duplexing schemes.5 In this

regard, we pose and address the following problems: (i) Allocation of pilot signals that

can ensure no contamination in the APs in the vicinity of every UE while using a minimum

number of orthogonal pilots; (ii) design of combiners and precoders at the APs and the

CPU to reduce interference; (iii) AP scheduling in the UL/DL modes for DTDD; and (iv)

UL/DL power allocation policies for DTDD and FD to maximize the sum UL-DL SE. We

begin with channel estimation and pilot allocation in the next section.

Remark 5.1. Typically, the CPU consists of multiple cores with a multi-threaded software

architecture capable of processing UL and DL data simultaneously for DTDD and FD.

Essentially, the DL threads are run on a subset of the cores at the CPU, and the UL

threads are run using a different set of cores.

5.2.b Channel Estimation and Pilot Allocation

The UL channel estimation has been discussed in detail in Chapter 2. Here, we briefly

recapitulate the same in the context of DTDD and FD CF-mMIMO systems. This will

5In [16], the authors point out that since a distributed CF system is inherently fair, additionally
requiring fairness degrades the sum SE without an appreciable improvement in the fairness criterion.
Thus, we consider the sum UL-DL SE as the metric to be maximized.
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also help us follow the latter contents.

5.2.b.i DTDD CF

During the channel estimation phase, the UL and DL UEs synchronously send UL pilot

sequences to the APs. The APs use the received pilot signals to estimate the channels

between the UEs and the APs. Now, allocating orthogonal pilot sequences to all the

UEs can incur inordinately high channel estimation overhead. Therefore, we consider

that pilot length is constrained to be τp, where τp ≤ K, and these pilot sequences are

reused among the UEs. Let P = {ϕ1,ϕ2, . . . ,ϕτp} be the set of orthonormal pilot se-

quences, where ϕl ∈ Cτp . Let l(k) denote the index of the pilot used by the kth UE

and Pl(k) denote the set of UE indices, including the kth UE, that use ϕl(k). Therefore,

〈ϕl(k),ϕl(k′)〉 = 1, if k′ ∈ Pl(k), and equals to 0 if k′ /∈ Pl(k). Let Ep,k be the power

of the pilot signal of the kth UE. We can show that the MMSE estimate of the chan-

nel fmk, denoted by f̂mk [101, see Chapter 12], is distributed as f̂mk =
√
τpEp,kβmkcmkyp,m,

with cmk , (τpEp,kβmk + τp
∑

n∈Pl(k)\k
Ep,nβmn +N0)−1. Further, f̂mk ∼ CN (0N , α

2
mkIN), with

α2
mk = cmkτpEp,kβ2

mk. The estimation error, denoted by f̃mk , fmk − f̂mk, is distributed

as CN (0N , ᾱ
2
mkIN), with ᾱmk ,

√
βmk − α2

mk, and f̃mk is uncorrelated with f̂mk due to

orthogonality principle.

5.2.b.ii FD CF

For the FD system, all UEs transmit pilots in the UL direction, and we estimate the

channels between the UEs and every AP’s transmit and receive antennas using these UL

pilots. The DL precoders are later designed using channel reciprocity, which obviates the

need for separate DL training [24, 53, 97]. Similar to the DTDD case, the estimated UL

channel f̂u,mk follows CN (0, α2
u,mkIN), with α2

u,mk = τpEp,kβ2
u,mkcu,mk and

c−1
u,mk = τpEp,kβu,mk + τp

∑

n∈Pl(k)\k

Ep,nβu,mn +N0.
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The estimated DL channel f̂d,mn follows CN (0N , α
2
d,mnIN), with α2

d,mn = τpEp,nβ2
d,mncd,mn

and

c−1
d,mn = τpEp,nβd,mn + τp

∑

n′∈Pl(n)\n

Ep,n′βd,mn′ +N0.

The UL/DL channel estimation error f̃i,mn follows CN (0N , ᾱ
2
i,mnIN), with

ᾱi,mn ,
√
βi,mn − α2

i,mn,

where i ∈ {u, d}.

We illustrated the frame structure for channel estimation in FD and DTDD systems

in Figure 4.1a. For pilot allocation, the readers are referred to Section 2.4. This chapter

focuses on the effect of pilot allocation policy on the sum UL-DL SE of DTDD and FD

CF-MIMO system.

5.3 Spectral Efficiency Analysis: CF DTDD

This section presents the UL and DL signaling model and derives closed-form expressions

for the sum UL-DL SE, which we further use for AP scheduling and power allocation. Let

the setsAu andAd contain the indices of the APs scheduled in the UL and DL, respectively.

In a DTDD system, the APs are HD. Thus, Au ∩ Ad = ∅. Also, let As , Au ∪ Ad ⊆ A.

5.3.a Analysis with MMSE combiner & RZF precoder

In the UL, the kth UE (k ∈ Uu) sends the symbol su,k with power Eu,k. The data symbol

of each UE is modeled as zero mean, unit variance, and E[su,ks
∗
u,k′ ] = 0, k′ 6= k, ∀k, k′ ∈ Uu.

The signal received at the mth UL AP can be expressed as

yu,m =
∑

n∈Uu

√
Eu,nfmnsu,n +

∑

j∈Ad

G̃mjxd,j + wu,m ∈ CN , (5.1)

where xd,j =
√EdPjdiag(κj)sd =

√Ed

[
pj1, . . . ,pj|Ud|

]
diag(κj)sd is the transmitted DL

data vector with Ed being the total radiated power, pjn = [Pj]:,n ∈ CN being the precoding
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matrix for the nth DL UE, and κj , [κj1, κj2, . . . , κj|Ud|]
T being the vector of power control

coefficients, all at the jth DL AP. Here, κjn, i.e., the nth element of κj, indicates the

fraction of power dedicated by the jth AP to the nth DL UE (n ∈ Ud). The DL signal

vector sd =
[
sd,1, . . . , sd,|Ud|

]T follows E
[
sds

H
d

]
= I|Ud|. Finally, wu,m ∼ CN (0N , N0IN) is

the additive noise. Each AP pre-processes the received signals using local combiners and

sends them to the CPU for joint decoding, which is important for the scalability of the

overall system [20]. Let vmk ∈ CN be the local combining vector at the mth AP for kth

UE’s UL data stream. Then, the local estimate of the kth UE’s signal at the mth AP

becomes

ŝu,mk =
√
Eu,kv

H
mkfmksu,k +

∑

n∈Uu\k

√
Eu,nv

H
mkfmnsu,n

+
√
Ed

∑

j∈Ad

∑

n∈Ud

κjnv
H
mkG̃mjpjnsd,n + vHmkwu,mk. (5.2)

To design vmk, the AP utilizes the knowledge of f̂mk,∀k ∈ Uu, so that the MSE of the

locally estimated signal is minimized, i.e., vopt.
mk = min

vmk∈CN
E
[
|su,k − vHmkyu,m|2|f̂mk

]
. Thus,

the optimal combiner is vopt.
mk = R−1

mk f̂mk, where

Rmk =
(∑

k∈Uu

Eu,k f̂mk f̂
H
mk +

∑

k∈Uu

Eu,kE[f̃mk f̃
H
mk]+

Ed

∑

j∈Ad

∑

n∈Ud

κ2
jnE[G̃mjpjnp

H
jnG̃

H
mj] +N0IN

)
. (5.3)

Next, these locally estimated signals relayed from the APs are linearly combined at the

CPU with combining weights being ωmk, ∀m ∈ Au,∀k ∈ Uu so that the received SINR at

the CPU for each UE is maximized. This is illustrated in Figure 5.3. Thus, the kth stream

of the received signal at the CPU is

ŝu,k =
√
Eu,k

∑

m∈Au

ω∗mkv
H
mkfmksu,k +

∑

n∈Uu\k

√
Eu,n

∑

m∈Au

ω∗mkv
H
mkfmnsu,n

+
∑

m∈Au

ω∗mk
∑

j∈Ad

√
Ed

∑

n∈Ud

κjnv
H
mkG̃mjpjnsd,n +

∑

m∈Au

ω∗mkv
H
mkwu,mk. (5.4)
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kth UE

<latexit sha1_base64="QpbpjtrCbDkaelRIY95T0WxhHcs=">AAAB8nicbVDLSgMxFM3UV62vqks3wVZwVWYKPpYVEVy4qOC0hekgmTRtQzPJkNwRytDPcONCEbd+jTv/xrSdhbYeCBzOOZfce6JEcAOu++0UVlbX1jeKm6Wt7Z3dvfL+QcuoVFPmUyWU7kTEMMEl84GDYJ1EMxJHgrWj0fXUbz8xbbiSDzBOWBiTgeR9TglYKajGVRhi/w5fNR/LFbfmzoCXiZeTCsph81/dnqJpzCRQQYwJPDeBMCMaOBVsUuqmhiWEjsiABZZKEjMTZrOVJ/jEKj3cV9o+CXim/p7ISGzMOI5sMiYwNIveVPzPC1LoX4YZl0kKTNL5R/1UYFB4ej/ucc0oiLElhGpud8V0SDShYFsq2RK8xZOXSate885rZ/f1SuMmr6OIjtAxOkUeukANdIuayEcUKfSMXtGbA86L8+58zKMFJ585RH/gfP4ARVqP9g==</latexit>

mth UL AP

<latexit sha1_base64="62IsuSKaLgXkQKYM3X6AVWksUds=">AAAB83icbVDLSgMxFL3js9ZX1aWbYCu6KjMFH8uKCC5cVHDaQjtIJs20oUlmSDJCGfobblwo4tafceffmLaz0NYDgcM553JvTphwpo3rfjtLyyura+uFjeLm1vbObmlvv6njVBHqk5jHqh1iTTmT1DfMcNpOFMUi5LQVDq8nfuuJKs1i+WBGCQ0E7ksWMYKNlboVcVIxA+TfoavGY6nsVt0p0CLxclKGHDb/1e3FJBVUGsKx1h3PTUyQYWUY4XRc7KaaJpgMcZ92LJVYUB1k05vH6NgqPRTFyj5p0FT9PZFhofVIhDYpsBnoeW8i/ud1UhNdBhmTSWqoJLNFUcqRidGkANRjihLDR5Zgopi9FZEBVpgYW1PRluDNf3mRNGtV77x6dl8r12/yOgpwCEdwCh5cQB1uoQE+EEjgGV7hzUmdF+fd+ZhFl5x85gD+wPn8AadekCc=</latexit>

m0th UL AP

<latexit sha1_base64="T5kVsEYHKF9y8z4VzC6Gc57/LcU=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KknBj2OhCB4rmrbQhrLZbtqlm03YnQil9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5YSqFQdf9dtbWNza3tgs7xd29/YPD0tFx0ySZZtxniUx0O6SGS6G4jwIlb6ea0ziUvBWO6jO/9cS1EYl6xHHKg5gOlIgEo2ilh3rD75XKbsWdg6wSLydlyNHolb66/YRlMVfIJDWm47kpBhOqUTDJp8VuZnhK2YgOeMdSRWNugsn81Ck5t0qfRIm2pZDM1d8TExobM45D2xlTHJplbyb+53UyjG6CiVBphlyxxaIokwQTMvub9IXmDOXYEsq0sLcSNqSaMrTpFG0I3vLLq6RZrXhXlcv7arl2m8dRgFM4gwvw4BpqcAcN8IHBAJ7hFd4c6bw4787HonXNyWdO4A+czx/eL42L</latexit>

CPU

<latexit sha1_base64="byiK12EhU+FKpKi+6yd9nnJ7zUE=">AAAB+3icbVDLSsNAFL2pr1pfsS7dBFvBhZSk4GNZEMFlBfuANoTJdNIOnUzCzEQsIb/ixoUibv0Rd/6N0zQLbT0wcDjnXu6Z48eMSmXb30ZpbX1jc6u8XdnZ3ds/MA+rXRklApMOjlgk+j6ShFFOOooqRvqxICj0Gen505u533skQtKIP6hZTNwQjTkNKEZKS55ZrUsvHYZITWSQJtn5NKt7Zs1u2DmsVeIUpAYF2p75NRxFOAkJV5ghKQeOHSs3RUJRzEhWGSaSxAhP0ZgMNOUoJNJN8+yZdaqVkRVEQj+urFz9vZGiUMpZ6OvJPOWyNxf/8waJCq7dlPI4UYTjxaEgYZaKrHkR1ogKghWbaYKwoDqrhSdIIKx0XRVdgrP85VXSbTacy8bFfbPWui3qKMMxnMAZOHAFLbiDNnQAwxM8wyu8GZnxYrwbH4vRklHsHMEfGJ8/55eUXw==</latexit>su,k

<latexit sha1_base64="iOmJi1Et0HDhcileRmrMfVC7nIY=">AAAB+HicbVDLSsNAFL3xWeujUZduBovgqiTia1kQwWUF+4A2hMl00g6dTMLMRKghX+LGhSJu/RR3/o2TNgttPTBwOOde7pkTJJwp7Tjf1srq2vrGZmWrur2zu1ez9w86Kk4loW0S81j2AqwoZ4K2NdOc9hJJcRRw2g0mN4XffaRSsVg86GlCvQiPBAsZwdpIvl0bRFiPgzALcz+LJrlv152GMwNaJm5J6lCi5dtfg2FM0ogKTThWqu86ifYyLDUjnObVQapogskEj2jfUIEjqrxsFjxHJ0YZojCW5gmNZurvjQxHSk2jwEwWMdWiV4j/ef1Uh9dexkSSairI/FCYcqRjVLSAhkxSovnUEEwkM1kRGWOJiTZdVU0J7uKXl0nnrOFeNi7uz+vN27KOChzBMZyCC1fQhDtoQRsIpPAMr/BmPVkv1rv1MR9dscqdQ/gD6/MHfzKTqQ==</latexit>

fmk

<latexit sha1_base64="OYc3at03kLElt2w7RnP3ORB/Tqc=">AAAB+XicbVDLSsNAFL3xWesr6tLNYBFdlUR8LQsiuKxgH9CGMJlO2qGTSZiZFErIn7hxoYhb/8Sdf+OkzUJbDwwczrmXe+YECWdKO863tbK6tr6xWdmqbu/s7u3bB4dtFaeS0BaJeSy7AVaUM0FbmmlOu4mkOAo47QTju8LvTKhULBZPeppQL8JDwUJGsDaSb9v9COtREGZh7mfR2Tj37ZpTd2ZAy8QtSQ1KNH37qz+ISRpRoQnHSvVcJ9FehqVmhNO82k8VTTAZ4yHtGSpwRJWXzZLn6NQoAxTG0jyh0Uz9vZHhSKlpFJjJIqda9ArxP6+X6vDWy5hIUk0FmR8KU450jIoa0IBJSjSfGoKJZCYrIiMsMdGmrKopwV388jJpX9Td6/rV42WtcV/WUYFjOIFzcOEGGvAATWgBgQk8wyu8WZn1Yr1bH/PRFavcOYI/sD5/AOUuk9o=</latexit>

fm0k

<latexit sha1_base64="HHkJ+ZgKhWdvJqmCZKk+MuPD3fw=">AAACYXicdVHLSsNAFJ3Ed31FXboZrIILKUnBB64EEVyqWBWaWiaTmzp0HmFmUiwhP+nOjRt/xGnswueFgcO5577OJDlnxobhq+fPzM7NLywuNZZXVtfWg43NO6MKTaFDFVf6ISEGOJPQscxyeMg1EJFwuE+G55P8/Qi0YUre2nEOPUEGkmWMEuuofvAcS8VkCtLiG6DARpBiwwaS8FO8Gwtin5KsHFf9ssYmK4vqQFS7cdw4VyJxQ/+Qj5xcDKvH8rL6v0M/aIatsA78G0RT0ETTuOoHL3GqaCHcqpQTY7pRmNteSbRllEPViAsDOaFDMoCug5IIML2ydqjCe45Jcaa0e+7Umv1aURJhzFgkTllv+TM3If/KdQubnfRKJvPCgqSfg7KCY6vwxG6cMg3U8rEDhGrmdsX0iWhCrfuUhjMh+nnyb3DXbkVHrcPrdvPsYmrHItpGO2gfRegYnaFLdIU6iKI3b9Zb9da8d3/JD/zNT6nvTWu20Lfwtz8AHOe40Q==</latexit>

Received signal: yu,m

Combined signal: vH
mkyu,m

<latexit sha1_base64="loMQ5bIr/Io2PvPQBXshDMmokGU=">AAACZHicfVFdSxtBFJ1drcZodaP4JMhgLPahhF1BW3wSRPDRlkaFbBpmZ+/GIfOxzMwGwrB/0jcffenv6GTNg1/0wsDh3HO/zmQlZ8bG8WMQLi1/WlltrbXXNz5vbkWd7RujKk2hTxVX+i4jBjiT0LfMcrgrNRCRcbjNJhfz/O0UtGFK/razEoaCjCUrGCXWU6PIpVIxmYO0+BdQYFPIsWFjSfgZPkwFsfdZ4Wb1yDXYFK6qv4mj+jBN2xdKZH7qB/qp14ujSf3HXdX/6TGKunEvbgK/B8kCdNEirkfRQ5orWgm/LeXEmEESl3boiLaMcqjbaWWgJHRCxjDwUBIBZugak2r8xTM5LpT2z1/bsC8rHBHGzETmlc2ab3Nz8qPcoLLFj6FjsqwsSPo8qKg4tgrPHcc500Atn3lAqGZ+V0zviSbU+n9pexOStye/BzfHveS0d/LzuHt+ubCjhfbQAfqKEvQdnaMrdI36iKKnYDWIgk7wN9wId8LdZ2kYLGp20KsI9/8Bs0C5ZA==</latexit>

Received signal: yu,m0

Combined signal: vH
m0kyu,m0

<latexit sha1_base64="groRMaLjsC33etYPyOVwtxq6DUk=">AAAB9HicbVBNS0JBFJ1nX2ZfVss2Qxq0kveEPpZCBC0N0gR9yLzxqoPz8ZqZJ8jD39GmRRFt+zHt+jeN+halHbhwOOde7r0nijkz1ve/vdza+sbmVn67sLO7t39QPDxqGpVoCg2quNKtiBjgTELDMsuhFWsgIuLwGI1uZv7jGLRhSj7YSQyhIAPJ+owS66Sw3FECBqSbitG03C2W/Io/B14lQUZKKEO9W/zq9BRNBEhLOTGmHfixDVOiLaMcpoVOYiAmdEQG0HZUEgEmTOdHT/GZU3q4r7QrafFc/T2REmHMRESuUxA7NMveTPzPaye2fx2mTMaJBUkXi/oJx1bhWQK4xzRQyyeOEKqZuxXTIdGEWpdTwYUQLL+8SprVSnBZubivlmq3WRx5dIJO0TkK0BWqoTtURw1E0RN6Rq/ozRt7L96797FozXnZzDH6A+/zB2l6keM=</latexit>!mk

<latexit sha1_base64="22yTh9Hekb+8IHWAyPgapFLzO5E=">AAAB9XicbVDLSgNBEJyNrxhfUY9eBhPRU9gN+DgGRPAYwTwgWcPspDcZMjO7zMwqYcl/ePGgiFf/xZt/4yTZgyYWNBRV3XR3BTFn2rjut5NbWV1b38hvFra2d3b3ivsHTR0likKDRjxS7YBo4ExCwzDDoR0rICLg0ApG11O/9QhKs0jem3EMviADyUJGibHSQ7kbCRiQXipOR5Nyr1hyK+4MeJl4GSmhDPVe8avbj2giQBrKidYdz42NnxJlGOUwKXQTDTGhIzKAjqWSCNB+Ort6gk+s0sdhpGxJg2fq74mUCK3HIrCdgpihXvSm4n9eJzHhlZ8yGScGJJ0vChOOTYSnEeA+U0ANH1tCqGL2VkyHRBFqbFAFG4K3+PIyaVYr3kXl/K5aqt1kceTRETpGZ8hDl6iGblEdNRBFCj2jV/TmPDkvzrvzMW/NOdnMIfoD5/MHzdeSFA==</latexit>!m0k

<latexit sha1_base64="GbgSPpMoc90pLn39zDdCaiWNj/M=">AAACA3icbVDLSsNAFJ3UV62vqDvdBFvBhZSk4GMjFERwWcE+oAlhMp20Q2cmYWYilBBw46+4caGIW3/CnX/jNM1CWw9cOJxzL/feE8SUSGXb30ZpaXllda28XtnY3NreMXf3OjJKBMJtFNFI9AIoMSUctxVRFPdigSELKO4G4+up333AQpKI36tJjD0Gh5yEBEGlJd88qF25I6hSmfmpy6AayTBNslM2zmq+WbXrdg5rkTgFqYICLd/8cgcRShjmClEoZd+xY+WlUCiCKM4qbiJxDNEYDnFfUw4Zll6a/5BZx1oZWGEkdHFl5erviRQyKScs0J35mfPeVPzP6ycqvPRSwuNEYY5mi8KEWiqypoFYAyIwUnSiCUSC6FstNIICIqVjq+gQnPmXF0mnUXfO62d3jWrzpoijDA7BETgBDrgATXALWqANEHgEz+AVvBlPxovxbnzMWktGMbMP/sD4/AE4ypfq</latexit>

= ŝu,mk

<latexit sha1_base64="z5x6zWMH/TLHO+rKwC3k0Bp/fmc=">AAACBHicbVDLSsNAFJ3UV62vqMtugq3oQkpS8LERCiK4rGAf0IQwmU7aoTOTMDMRSsjCjb/ixoUibv0Id/6N0zQLrR64cDjnXu69J4gpkcq2v4zS0vLK6lp5vbKxubW9Y+7udWWUCIQ7KKKR6AdQYko47iiiKO7HAkMWUNwLJlczv3ePhSQRv1PTGHsMjjgJCYJKS75ZrV+6Y6hSmfmpy6AayzBNshN2NMnqvlmzG3YO6y9xClIDBdq++ekOI5QwzBWiUMqBY8fKS6FQBFGcVdxE4hiiCRzhgaYcMiy9NH8isw61MrTCSOjiysrVnxMpZFJOWaA78zsXvZn4nzdIVHjhpYTHicIczReFCbVUZM0SsYZEYKToVBOIBNG3WmgMBURK51bRITiLL/8l3WbDOWuc3jZrresijjKoggNwDBxwDlrgBrRBByDwAJ7AC3g1Ho1n4814n7eWjGJmH/yC8fENorSYGw==</latexit>

= ŝu,m0k

<latexit sha1_base64="wfrTdUOvjxzfBkjEKHF0bb/qh/Y=">AAACXXicbVFNaxsxENVumjbZponTHnrIZaldyCGY3UCaXAopodBjCnESsMwyK2ttYX0s0mzAiP2TvTWX/pXIGx+ajwHB480b6c1TWUvhMMv+RvHGm82377a2k/c7H3b3evsfr51pLOMjZqSxtyU4LoXmIxQo+W1tOahS8ptycbHq39xx64TRV7is+UTBTItKMMBAFT2k2gg95RrTAZ0DetcWnirAuat80x4t2u8DSpMBdY2iUiiBrvCKCt1pGEj/48lA21Kj+AyCaNG+dmGgB0Wvnw2zrtKXIF+DPlnXZdH7Q6eGNSrYZBKcG+dZjRMPFgWTvE1o43gNbAEzPg5Qg+Ju4rt02vRrYKZpZWw4Yc2O/X/Cg3Juqcqg7Gw+763I13rjBquziRe6bpBr9vhQ1cgUTbqKOp0KyxnKZQDArAheUzYHCwzDhyQhhPz5yi/B9fEw/zY8+X3cP/+5jmOLHJAv5JDk5JSck1/kkowII/cRibajJPoXb8Y78e6jNI7WM5/Ik4o/PwBwU7jU</latexit>

ŝu,k =P
m2Au

!mkŝu,mk
<latexit sha1_base64="obVH+v8drRkHl32fcqZjTh4K5i0=">AAAB9XicbVDJSgNBEK1xjXGLevTSGIR4CTMBl2PABQ8eIpoFkjH0dCpJk56F7h4lDPkPLx4U8eq/ePNv7CRz0MQHBY/3qqiq50WCK23b39bC4tLyympmLbu+sbm1ndvZrakwlgyrLBShbHhUoeABVjXXAhuRROp7Auve4Hzs1x9RKh4G93oYoevTXsC7nFFtpIc68l5fK1K4ubu6OGrn8nbRnoDMEycleUhRaee+Wp2QxT4GmgmqVNOxI+0mVGrOBI6yrVhhRNmA9rBpaEB9VG4yuXpEDo3SId1Qmgo0mai/JxLqKzX0PdPpU91Xs95Y/M9rxrp75iY8iGKNAZsu6saC6JCMIyAdLpFpMTSEMsnNrYT1qaRMm6CyJgRn9uV5UisVnZPi8W0pX75M48jAPhxAARw4hTJcQwWqwEDCM7zCm/VkvVjv1se0dcFKZ/bgD6zPH/Z6kYY=</latexit>

Weights (LSFD)

<latexit sha1_base64="NthQpL1lZcCfWHAA3N/6CT91aVY=">AAAB+HicbVDLSgMxFM3UV62Pjrp0EyyCqzJT8LEsiOiygn1AO5RMeqcNzSRDkhHq0C9x40IRt36KO//GtJ2Fth4IHM65l3tywoQzbTzv2ymsrW9sbhW3Szu7e/tl9+CwpWWqKDSp5FJ1QqKBMwFNwwyHTqKAxCGHdji+nvntR1CaSfFgJgkEMRkKFjFKjJX6bvmWy5BwDNqwmBjouxWv6s2BV4mfkwrK0ei7X72BpGkMwlBOtO76XmKCjCjDKIdpqZdqSAgdkyF0LRUkBh1k8+BTfGqVAY6ksk8YPFd/b2Qk1noSh3bShhvpZW8m/ud1UxNdBRkTSWpA0MWhKOXYSDxrAQ+YAmr4xBJCFbNZMR0RRaixXZVsCf7yl1dJq1b1L6rn97VK/Savo4iO0Qk6Qz66RHV0hxqoiShK0TN6RW/Ok/PivDsfi9GCk+8coT9wPn8Ao1STGQ==</latexit>

Global estimate

<latexit sha1_base64="Sy/FWNHOq4jzYFTgbAm9x+9mhrU=">AAAB+XicbVDLSgMxFM3UV62vUZdugkWomzJT8LEsiODCRQVrC+1QMumdNjSTDEmmUIb+iRsXirj1T9z5N6btLLT1QOBwzr3ckxMmnGnjed9OYW19Y3OruF3a2d3bP3APj560TBWFJpVcqnZINHAmoGmY4dBOFJA45NAKRzczvzUGpZkUj2aSQBCTgWARo8RYqee6lXtJCcegDYuJgfOeW/aq3hx4lfg5KaMcjZ771e1LmsYgDOVE647vJSbIiDKMcpiWuqmGhNARGUDHUkFi0EE2Tz7FZ1bp40gq+4TBc/X3RkZirSdxaCdtuqFe9mbif14nNdF1kDGRpAYEXRyKUo6NxLMacJ8poIZPLCFUMZsV0yFRhBpbVsmW4C9/eZU81ar+ZfXioVau3+Z1FNEJOkUV5KMrVEd3qIGaiKIxekav6M3JnBfn3flYjBacfOcY/YHz+QOq55MO</latexit>

(Local estimate)

<latexit sha1_base64="Sy/FWNHOq4jzYFTgbAm9x+9mhrU=">AAAB+XicbVDLSgMxFM3UV62vUZdugkWomzJT8LEsiODCRQVrC+1QMumdNjSTDEmmUIb+iRsXirj1T9z5N6btLLT1QOBwzr3ckxMmnGnjed9OYW19Y3OruF3a2d3bP3APj560TBWFJpVcqnZINHAmoGmY4dBOFJA45NAKRzczvzUGpZkUj2aSQBCTgWARo8RYqee6lXtJCcegDYuJgfOeW/aq3hx4lfg5KaMcjZ771e1LmsYgDOVE647vJSbIiDKMcpiWuqmGhNARGUDHUkFi0EE2Tz7FZ1bp40gq+4TBc/X3RkZirSdxaCdtuqFe9mbif14nNdF1kDGRpAYEXRyKUo6NxLMacJ8poIZPLCFUMZsV0yFRhBpbVsmW4C9/eZU81ar+ZfXioVau3+Z1FNEJOkUV5KMrVEd3qIGaiKIxekav6M3JnBfn3flYjBacfOcY/YHz+QOq55MO</latexit>

(Local estimate)

Figure 5.3: Optimal weighting at the CPU.

Then the UL SINR of the kth UE, denoted by ηu,k, at the CPU is equal to [20]

Eu,k|ωkHE[ukk]|2

ωkH




∑
i∈Uu

Eu,iE[ukiu
H
ki]− Eu,kE [ukk]E[uHkk]

+
∑
n∈Ud

E[akna
H
kn] + Neff.


ωk

, (5.5)

where ωk , [ω1k, ω2k, . . . , ω|Au|k]
T ∈ C|Au|, uki , [vH1kf1i,v

H
2kf2i, . . . ,v

H
|Au|kf|Au|i]

T ∈ C|Au|,

[akn]m =
∑
j∈Ad

√Edκjnv
H
mkG̃mjpjn, and Neff. = N0diag(E[‖v1k‖2], . . . ,E[‖v|Au|k‖2]) ∈ C|Au|×|Au|.

We evaluate the optimal weights using the following lemma.

Lemma 5.1. The SINR of the kth (k ∈ Uu) UE is maximized by ωopt.
k = ck

√
Eu,kR

−1
ω,kE [ukk],

where6

Rω,k ,

(∑

i∈Uu

Eu,iE[ukiu
H
ki]− Eu,kE[ukk]E[uHkk] +

∑

n∈Ud

E[akna
H
kn] + Neff.

)
, (5.6)

6We use the fact that for any given vector x ∈ CN and a positive definite matrix A,
maxy∈CN [|yHx|2/(yHAy)] = xHAx, and yopt. = A−1x.
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and ck is a scaling constant and can be taken as
√
Eu,k to make the weights dimensionless.

Also, the maximum SINR is Eu,kE[uHkk]R
−1
ω,kE[ukk].

In the DL, the counterpart of the MMSE combiner is the RZF precoder, which is

pjn = Ed,n

(∑

n′∈Ud

Ed,n′ f̂jn′ f̂
H
jn′ +

∑

n′∈Ud

Ed,n′E
[
f̃jn′ f̃

H
jn′

]
+N0IN

)−1

f̂jn. (5.7)

Assuming channel reciprocity, the signal received at the nth (n ∈ Ud) DL UE can be

written as

rd,n =
∑

j∈Ad

κjn
√
Edf

T
jnpjnsd,n +

∑

k∈Uu

√
Eu,kgnksu,k

+
∑

j∈Ad

∑

q∈Ud\n

κjq
√
Edf

T
jnpjqsd,q + wd,n. (5.8)

The AWGN wd,n follows CN (0, N0). Now, the corresponding DL SINR, denoted by ηd,n,

becomes

ηd,n =
Ed|κTnE[dnn]|2



Edvar

{
κTndnn}+ Ed

∑
q∈Ud\n

E[|κTq dnq|2]

+
∑
k∈Uu

Eu,kE|gnk|2 +N0




, (5.9)

where κn , [κ1n, κ2n, . . . , κ|Ad|n]T and dnq , [fT1np1q, f
T
2np2q, . . . , f

T
|Ad|np|Ad|q]

T . The DL

power control coefficients, κn, are the weights assigned to the signal transmitted to each

UE from every AP, which can be controlled to maximize the sum SE.

We use results from random matrix theory to derive closed-form expressions for the

SINRs. Often such formulae involve computations of iterative inverses from which it is

difficult to derive intuitive understandings. We present the expressions for the case of

ZF precoders and combiners. Our analysis includes not only the effects of CLIs but also

coherent interference, unlike [93], where MRC and MFP are considered without accounting

for the effects of pilot contamination.
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5.3.b Analysis with ZF combiner & precoder

We first construct the ZF combining and precoding matrices. As τp < K, the concate-

nated estimated channel matrix at mth UL AP, denoted by F̂u,m = [̂fm1, . . . , f̂m|Uu|] ∈

CN×|Uu|, may not have full column rank, i.e., F̂H
u,mF̂u,m may not be invertible. Thus,

we construct a full rank matrix as Zu,m , Yp,mΦ ∈ CN×τp , where Φ is the pilot ma-

trix with its lth column being ϕl and Yp,m. We observe that we can compute f̂mk from

Zu,m using the relation f̂mk = cmk
√
τpEp,kβmkZu,mel(k), where el(k) ∈ Cτp is the stan-

dard basis with l(k)th coordinate being 1.7 Then, the ZF combining vector intended

for the kth UE at the mth AP becomes vmk = γmkZu,m(ZH
u,mZu,m)−1el(k), where we set

γmk =
√
τpEp,kβmk to ensure that E[vHmk f̂mk] = α2

mk. In the DL, we again construct

a full rank matrix Zd,j = Yp,jΦ ∈ CN×τp , ∀j ∈ Ad. We can obtain f̂jn from Zd,j as

f̂jn = cjn
√
τpEp,jβjnZd,jel(n). Next, the ZF precoding vector (unit normalized) intended

for the nth DL UE at the jth AP is pjn =
Zd,j

(
ZH

d,jZd,j

)−1
el(n)√

E
[
‖Zd,j

(
ZH

d,jZd,j

)−1
el(n)‖2

] . Using [102,

Lemma 6], we can show that E
[
‖Zd,j(Z

H
d,jZd,j)

−1el(n)‖2
]

=
cjn

N − τp
.8 Next, we present

closed-form expressions for the optimal weights and UL-DL SINRs with ZF combiners

and precoders.

Lemma 5.2. The optimal weights for the kth UE’s data stream at the CPU for |Au| UL

APs is ωopt
k = Eu,kR

−1
ω,kūk, with ūk =

[
α2

1k, α
2
2k, . . . , α

2
|Au|k

]T
and

Rω,k =
∑

k′∈Pl(k)\k

Eu,k′ūk′ū
H
k′ +

1

N − τp
Ṙω,k +

Ed

N − τp
R̈ω,k, (5.10)

7Here, we recapitulate that kth UE uses the pilot sequence ϕl(k), and the set Pl(k) contains all the UE
indices, including the kth UE, which use the pilot sequence ϕl(k). Thus, multiplying Zu,m by el(k), we
obtain a common estimate for the channels of all UEs which use the pilot sequence ϕl(k).

8Thus, the condition N ≥ (τp + 1) has to be satisfied. Each AP has τp combining and precoding
vectors, and the same vector is utilized for all UEs sharing the same pilot sequence.
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where Ṙω,k and R̈ω,k ∈ C|Au|×|Au| are two diagonal matrices with mth diagonal entries

[
Ṙω,k

]
m

=
∑

k′∈Uu

Eu,k′α
2
mk(βmk′ − α2

mk′) +N0α
2
mk, (5.11)

and

[
R̈ω,k

]
m

=
∑

j∈Ad

Nκ2
jnζ

InAI
mj α

2
mk, (5.12)

respectively.

Proof. See Appendix D.1. �

Later, in Figure 5.4, we illustrate the correctness of the above lemma by matching the

UL SE obtained using the weights computed from the above lemma with the sum UL SE

obtained from Lemma 5.1 by averaging the expectations over channel realizations. We

next provide an explicit closed-form expression for the UL SE, applicable for any choice

of weights.

Lemma 5.3. The UL SINR of the kth UE with ZF-combining can be written as

ηu,k =

(N − τp)Eu,k

( ∑
m∈Au

ω∗mkα
2
mk

)2

ESTu,k + MUIu,k + IAPk +N0

∑
m∈Au

|ω∗mk|2α2
mk

, (5.13)

where ESTu,k, MUIu,k and IAPk capture the error due to channel estimation, multi-UE in-

terference from the pilot sharing UEs, and inter-AP CLI. These are respectively evaluated

as

ESTu,k =
∑

k′∈Uu

Eu,k′

∑

m∈Au

|ω∗mk|2α2
mk(βmk′ − α2

mk′), (5.14a)

MUIu,k = (N − τp)
∑

i∈Pl(k)\k

Eu,i

(∑

m∈Au

ω∗mkα
2
mi

)2

, (5.14b)

IAPk = N
∑

n∈Ud

∑

m∈Au

∑

j∈Ad

Edκ
2
jnζ

InAI
mj |ω∗mk|2α2

mk. (5.14c)
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Proof. Follows by using similar techniques as the proof of Lemma 5.2. �

Note that the above result is also valid when equal weights are applied at the CPU, i.e.,

ωmk =
1

|Au|
,∀k,∀m. However, as will be shown in Figure 5.4, optimal weighting yields

significantly improved sum SE compared to equal weighting. Next, we present the DL

SINR with ZF precoding.

Lemma 5.4. The DL SINR of the nth UE with ZF precoding is

ηd,n =

(N − τp)Ed

(
∑
j∈Ad

αjnκjn

)2

ESTd,n + MUId,n + IUEn +N0

, (5.15)

where ESTd,n, MUId,n, and IUEn capture the interference due to channel estimation error,

the DL multi-UE interference from pilot sharing UEs, and the UL UE to DL UE CLI.

These are respectively evaluated as

ESTd,n =
∑

q∈Ud

∑

j∈Ad

Edκ
2
jq(βjn − α2

jn), (5.16a)

MUId,n = (N − τp)Ed

∑

q∈Pl(n)\n

(∑

j∈Ad

κjqαjn

)2

, (5.16b)

IUEn =
∑

k∈Uu

Eu,kεnk. (5.16c)

Proof. See Appendix D.2. �

Lemma 5.3 and Lemma 5.4 explicitly capture the dependence of the SINRs on the UL-

DL power control coefficients and underlying UL-DL AP sets. Thus, the sum UL-DL SE,

given by (5.17) below, too, depends on the choice of these parameters.

Rs(As,κ,Eu) =
τ − τp
τ

[∑

k∈Uu

log[1 + ηu,k] +
∑

n∈Ud

log[1 + ηd,n]

]
, (5.17)

where κ , [κT1 , . . . ,κ
T
n , . . . ,κ

T
|U|d ]

T ∈ C|Ud||Ad| (recall κn = [κ1n, κ2n, . . . , κ|Ad|n]T ), Eu ,
[
Eu,1, . . . , Eu,|Uu|

]
∈ C|Uu|, and As = Au ∪ Ad ⊆ A. Next, we optimize κ, Eu, and find a



Chapter 5. 146

schedule for UL/DL APs in As to maximize Rs(.).

5.4 Joint Scheduling and Power Control

Here, we aim to solve the following problem:

max
{As,κjn,Eu,k}

Rs (As,κ,Eu) (5.18a)

subject to Au ∪ Ad = As ⊆ A;Au ∩ Ad = ∅; (5.18b)

0 ≤ Eu,k ≤ Eu,∀k ∈ Uu; (5.18c)
∑

q∈Ud

κ2
jq ≤ 1, ∀j ∈ Ad. (5.18d)

With Rs(·) given by (5.17), the above problem is non-convex and NP-hard. We next

present our solution.

5.4.a AP-scheduling

Let us define Rs (As) = max
κjn,Eu,k

Rs (As,κ,Eu) as the sum UL-DL SE attained via opti-

mizing the power allocation coefficients when the underlying set of APs is As = Au ∪Ad.

Now, the UL and DL power control coefficients for a sub-set of APs, As, may not be

optimal when we add one more AP in either UL or DL, say {jmode},mode ∈ {u, d}, to

As. Thus, we need to reoptimize the power control coefficients for As ∪ {jmode}. The

following proposition holds when we optimize the power control coefficients for both As

and As ∪ {jmode}.

Proposition 5.1. For two sets of scheduled UL and DL APs, As and At, where As ⊆ At,

Rs (As) ≤ Rs (At), where, for both As and At, the UL and DL power control coefficients

are optimized to maximize the sum UL-DL SE.

Thus, Rs (As) is a monotonically non-decreasing function of the underlying scheduled AP

set. Motivated by this, we schedule APs one-by-one, where, at each iteration, we schedule
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an AP and its associated mode such that incremental gain in the (optimized) sum UL-DL

SE is maximized. Thus, we can apply Algorithm 5 in this case, with a caveat that now

we optimize the power control coefficients in each iteration. Our algorithm procures the

AP schedule in polynomial time (O(M)), whereas exhaustive search-based AP scheduling

requires optimization of the sum UL-DL SEs over all 2M AP configurations, which is not

a scalable approach. Such greedy approaches have been previously used in the antenna

selection literature [77] exploiting the monotonicity of the utility metric.

We next address the power control problem given an AP schedule As. Now, as the UL

power control coefficients affect the DL SE via inter-UE CLI and the DL power control

coefficients affect the UL SE via inter-AP CLI, the joint optimization of UL-DL sum SE is

still a non-convex and prohibitively complex task. In the next subsections, we present an

alternating optimization approach, where we optimize the DL power control coefficients

to maximize the DL sum SE given the UL power control coefficients and vice-versa until

convergence.

5.4.b Uplink power control

First, we note that the UL power control coefficients influence the sum UL-DL SE pre-

dominantly via the sum UL SE. This is because, although the InUE term in the sum DL

SE depends on UL transmit powers Eu,k,∀k ∈ Uu, it does not scale with the number of

antennas (see (5.16c)). Thus, the DL multi-UE and DL coherent interference terms dom-

inate the InUE term in the sum DL SE. Hence, for mathematical tractability, we consider

the sum UL SE maximization to optimize Eu,k,∀k ∈ Uu. This simplifies the joint UL-DL

SE maximization and comes with closed-form update equations as well as convergence

guarantees for the sum UL SE maximization sub-problem. We use a similar approach for

DL power control, by maximizing the DL SE.

Second, we note that, with SINR-optimal weighting at the CPU, since the weights max-

imize the received SINR at the CPU for each UE, they also maximize the sum UL SE.
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However, UEs’ transmit powers can be optimized to improve the sum UL SE. Also, the

recipe for power control presented here can be applied to any choice of weights at the

CPU.

For convenience, we rewrite the problem as follows:

max
Eu

∑

k∈Uu

log

(
1 +

Gu,k (Eu)

Iu,k (Eu)

)
, (5.19a)

subject to 0 ≤ Eu,k ≤ Eu,∀k ∈ Uu, (5.19b)

where, with the help of Lemma 5.3, we define Gu,k(Eu) = (N − τp)Eu,k

( ∑
m∈Au

ω∗mkα
2
mk

)2

and Iu,k(Eu) = ESTu,k + MUIu,k + σ2
eff.,u,k, with σ2

eff.,u,k ,

(
IAPk +N0

∑
m∈Au

|ω∗mk|2α2
mk

)
being

the effective noise that is independent of the UL transmit powers. Now, we recognize

that (5.19a) is a sum of the logarithm of ratios which can be converted into a convex

problem via FP using a few auxiliary variables that can be iteratively solved in closed

form. Further, FP guarantees that the optimal value of the objective and the variables

that attain the optimum are the same for both the original objective function and the

transformed surrogate objective function. This makes FP an excellent choice for the

problem at hand. We next present the recipe in the context of our work.

To this end, we first introduce a set of auxiliary variables $u ,
{
$u,1, . . . , $u,|Uu|

}
, and

formulate an equivalent problem of max
Eu,$u

f (Eu,$u), with

f (Eu,$u) ,
∑

k∈Uu

ln (1 +$u,k)−
∑

k∈Uu

$u,k

+
∑

k∈Uu

(1 +$u,k)Gu,k (Eu)

Gu,k (Eu) + Iu,k (Eu)
. (5.20)

and the same constraints are same as in (5.19a). Using results available in [98], we can

show that the above two problems are equivalent in the sense that Eu,k,∀k, are the solution

to (5.19) if and only if they are also the solution to (5.20), and further, the maximum value
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of the objective in (5.20) and (5.19a) are the same. Now, to maximize f (Eu,$u), alter-

nately optimize Eu and $u, while keeping the other variable constant. We observe that

f (Eu,$u) is a concave differentiable function over $u when Eu is fixed, say Eiter
u . Thus,

$iter+1
u = arg max

$u

f
(
Eiter

u ,$u

)
can be optimally determined by setting

∂f (Eu,$u)

∂$u,k
= 0

for each $u,k. This yields $iter+1
u,k =

Gu,k

(
Eiter

u

)

Iu,k
(
Eiter

u

) ,∀k ∈ Uu. Now, for fixed $u, the first

and the second term of (5.20) are constants. The third term, i.e.,
∑
k∈Uu

(1 +$u,k)Gu,k (Eu)

Gu,k (Eu) + Iu,k (Eu)
,

is in the sum of ratios form, which can be reformulated using a quadratic transform as

maxEu,$̃ f(Eu, $̃u), where

f(Eu, $̃u) ,
∑

k∈Uu

2$̃u,k

√
(1 +$u,k)Gu,k (Eu)

−
∑

k∈Uu

$̃2
u,k (Gu,k (Eu) + Iu,k (Eu)) + c$u , (5.21)

and $̃u ,
{
$̃u,1, . . . , $̃u,|Uu|

}
being a new set of auxiliary variables and c$u is a constant

dependent only on $u. We can solve for $̃u,k and Eu via partial differentiation of (5.21),

for fixed $u,k. We summarize the overall recipe in Algorithm 7. The derivation of updates

for $̃iter+1
u,k and Eiterin+1

u,k (5.22) use simple algebraic manipulations.

Proposition 5.2. The UL power control Algorithm 7 is convergent in the objective since

f (Eu,$u) in (5.20) is bounded above and monotonically non-decreasing after each itera-

tion.

Proof. See Appendix D.3 �

Remark 5.2. Once the UL transmit powers of all the UEs are decided, the CPU can use

this information to refine the SINR optimal weights. Specifically, the CPU initially finds

ωopt.
k considering equal power allocation. Once the UL transmit powers are optimized, CPU

can reoptimize ωopt.
k based on the received SINRs with Eu,k given by Algorithm 7. This

process can be repeated until convergence of the sum UL SE.

Remark 5.3. We observe that lines 2, 3, and 4 in Algorithm 7 are independent of the
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Algorithm 7: Uplink Power Control
Input: κjn,∀j ∈ Ad, n ∈ Ud

Initialization: E0
u, iter = 0

[1]: while |f (Eu,$u)iter+1 − f (Eu,$u)iter| ≥ δu do

[2]: Evaluate: $iter+1
u,k =

Gu,k (Eu)

Iu,k (Eu)
|Eu=Eiter

u

[3]: Evaluate:
∂f(Eu, $̃u)

∂$̃u,k

∣∣∣∣∣ Eu=Eiter
u ,

$u,k=$iter+1
u,k ,∀k∈Uu

= 0⇒

$̃iter+1
u,k =

√(
1 +$iter+1

u,k

)
Gu,k

(
Eiter

u

)

Gu,k

(
Eiter

u

)
+ Iu,k

(
Eiter

u

)

[4]: Set:
∂f(Eu, $̃u)

∂Eu,k

∣∣∣∣∣$u,k=$iter+1
u,k ,

$̃u,k=$̃iter+1
u,k

= 0 to obtain (5.22)

[5]: Update: Eiter+1
u,k = min {(5.22), Eu} , ∀k ∈ Uu

[6]: Update: iter = iter + 1

[7]: end

Eiter+1
u,k =

(
$̃iter+1

u,k

√(
1 +$iter+1

u,k

))2

(N − τp)
( ∑
m∈Au

ω∗mkα
2
mk

)2




∑
n∈Uu

($̃iter+1
u,n )2

{
(N − τp)

( ∑
m∈Au

ω∗mnα
2
mk

)2

+
∑
m∈Au

|ω∗mn|2α2
mn(βmk − α2

mk)

}




2 , ∀k ∈ Uu. (5.22)

combining scheme, and are applicable even under maximal ratio combining, unlike [92]

where the power control algorithm is tied to the specific combining scheme used. More

importantly, the FP approach guarantees that the maximum objective of the surrogate and

original objective functions are the same, unlike the lower-bound surrogate-based optimiza-

tion in [92].
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5.4.c Downlink power control

Now, in DL also, we can apply FP to optimize the DL power control coefficients. To this

end, we first introduce some useful mathematical notation. Let

gd,n ,
[
E
[
fT1np1n

]
,E
[
fT2np2n

]
, . . . ,E

[
fT|Ad|np|Ad|n

] ]T
, (5.23)

which equals (N − τp)
[
α1n, α2n, . . . , α|Ad|n

]T under ZF precoding. Also, let [Inq]jj′ ,

E
[
fTjnpjqp

H
j′qf
∗
j′n

]
,∀j, j′ ∈ Ad. With ZF precoding, Inq has the following structure:

[Inq]jj′ =





(N − τp)α2
jn|〈ϕl(n),ϕl(q)〉|2 + (βjn − α2

jn), if j = j′

(N − τp)αj′nαjn|〈ϕl(n),ϕl(q)〉|2, otherwise.
(5.24)

Then, E
[∣∣∣
∑

j∈Ad
κjqf

T
jnpjq

∣∣∣
2
]
can be expressed as

∑

j∈Ad

∑

j′∈Ad

κjqE
[
fTjnpjqp

H
j′qf
∗
j′n

]
κj′q = κTq Inqκq.

The effective DL noise, independent of DL power control coefficients, is defined as σ2
eff.,d,n =

IUEn + N0. Thus DL SINR becomes ηd,n(As) =
Gd,n (κ)

Id,n (κ)
, with Gd,n (κ) =

(
κTngd,n

)2 and

Id,n (κ) ,
∑
q∈Ud

κTq Inqκq−
(
κTq gd,n

)2
+

1

Ed
σ2

eff.,d,n. Observe that, substituting gd,n and (5.24),

we obtain Lemma 5.4. Now, the sum DL SE maximization problem becomes:

max
κjn

∑

n∈Ud

log

(
1 +

Gd,n (κ)

Id,n (κ)

)
(5.25a)

subject to
∑

q∈Ud

κ2
jq ≤ 1,∀j ∈ Ad. (5.25b)

We apply the Lagrange-dual transform [98] with auxiliary variables

$d =
[
$d,1, $d,2, . . . , $d,|Ud|

]
,
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to obtain:

max
κjn,$d

f(κ,$d) ,
∑

n∈Ud

ln (1 +$d,n)−
∑

n∈Ud

$d,n +
∑

n∈Ud

(1 +$d,n)Gd,n (κ)

Gd,n (κ) + Id,n (κ)
(5.26a)

subject to
∑

q∈Ud

κ2
jq ≤ 1;∀j ∈ Ad. (5.26b)

The problems in (5.25a) and in (5.26a) are equivalent in the sense that κ is a solution

of (5.25a) if and only if it is the solution of (5.26a) [98]. We now alternately optimize

κ and $d. For fixed κ, f(κ,$d) is a concave differentiable function over $d. Thus,
∂f(κ,$d)

∂$d,n
= 0 yields $opt.

d,n =
Gd,n (κ)

Id,n (κ)
. For fixed $d, the first and the second terms of

f(κ,$d) are constants. Hence, to optimize κ, we need to solve maxκ
∑
n∈Ud

(1 +$d,n)Gd,n (κ)

Gd,n (κ) + Id,n (κ)
,

for which we use FP. To do so, we define Ḡd,n (κ) , (1 + $d,n)Gd,n (κ) , and Īd,n (κ) ,

Gd,n (κ) + Id,n (κ) . Then, the equivalent problem is to maximize
∑
n∈Ud

Ḡd,n (κ)

Īd,n (κ)
subject to

∑
q∈Ud

κ2
jq ≤ 1. Now, the dual of

∑
n∈Ud

Ḡd,n (κ)

Īd,n(κ)
is
∑
n∈Ud

(2$̃d,n

√
Ḡd,n(κ) − $̃2

d,n Īd,n(κ)) with

new auxiliary variables $̃d =
[
$̃d,1, $̃d,2, . . . , $̃d,|Ud|

]T [98, Corollary 1]. Substituting, we

obtain

max
κ,$̃d

f(κ, $̃d) ,
∑

n∈Ud

(
2$̃d,n

√
(1 +$d,n)

(
κTq gd,n

)2

− $̃2
d,n

(∑

q∈Ud

κTq Inqκq + σ2
eff.,d,n

))
, (5.27a)

subject to
∑

q∈Ud

κ2
jq ≤ 1,∀j ∈ Ad. (5.27b)

Observe that$d is already fixed. Then, for fixed κ, f(κ, $̃d) is strongly concave with re-

spect to $̃d and thus, we can set
∂f(κ, $̃d)

∂$̃d,n
= 0, leading to $̃opt.

d,n =

√
1 +$d,ng

T
d,nκn∑

q∈Ud

κTq Inqκq + σ2
eff.,d,n

;

∀n ∈ Ud. Finally, we obtain κopt. given $d and $̃d by solving

max
κ,$̃d

∑

n∈Ud

(
2$̃d,n

√
(1 +$d,n) (κTngd,n)2
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−$̃2
d,n

(∑

q∈Ud

κTq Inqκq + σ2
eff.,d,n

))
, (5.28a)

subject to
∑

q∈Ud

κ2
jq ≤ 1,∀j ∈ Ad. (5.28b)

We observe that matrix Inq is positive semi-definite. Hence, f(κ), as given below,

f(κ) ,
∑

n∈Ud

(
2$̃d,n

√
(1 +$d,n) (κTngd,n)2 − $̃2

d,n

(∑

q∈Ud

κTq Inqκq + σ2
eff.

))
, (5.29)

is concave with respect to κ. The above problem is a QCQP, which can be optimally

solved via ADMM (see [99, Chapter 5]), yielding a closed form update for κjn, which is

also known to be efficient in terms of convergence for large dimensional problems compared

to using off-the-shelf convex solvers. This is presented next.

We reformulate (5.28a) with the help of new auxiliary variables π = [πjn]j∈Ad,n∈Ud as

min
κ,π

1κ(π)− f(κ), (5.30a)

subject to κjn = πjn,∀j ∈ Ad, n ∈ Ud, (5.30b)

where 1κ(π) is defined as

1κ(π) =





0, if ‖πj,:‖2 ≤ 1,∀j ∈ Ad

∞, otherwise,
(5.31)

where πj,: ,
[
πj1, πj2, . . . , πj|Ud|

]T . Here, 1κ(π) is an indicator whether the auxiliary

variables satisfy the feasibility constraint ‖πj,:‖2 ≤ 1 corresponding to κ. Essentially,

π is a copy of the main optimization variable κ and should satisfy the same constraint.

Let π̄jn denote the scaled dual variables9 corresponding to the equality constraints πjn =

κjn, ∀j ∈ Ad, n ∈ Ud. Then, the augmented Lagrangian can be written as L (κ,π, π̄) =

1κ(π) − f(κ) +
δp

2

∑
n∈Ud

∑
j∈Ad

(πjn − κjn + π̄jn)2, where δp is a penalty parameter. We now

9In the ADMM terminology, the variables κ and π can be considered as the first and second blocks of
primal variables, respectively. In ADMM, a set of dual variables are introduced for the equality constraint
in (5.30a), and they are to be updated in each iteration with the primal variables.
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arg min
κ

(∑

n∈Ud

κTn

(∑

q∈Ud

$̃2
d,nInq +

δp

2
I|Ad|

))
κn

− 2
∑

n∈Ud

(
$̃d,n

√
(1 +$d,n)gd,n +

δp

2
(π:,n + π̄:,n)

)T
κn. (5.33)

κopt.
n =

(∑

q∈Ud

$̃2
d,nInq +

δp

2
I|Ad|

)−1

×
(
$̃d,n

√
(1 +$d,n)gd,n +

δp

2
(π:,n + π̄:,n)

)
∈ C|Ad|×1,∀n ∈ Ud. (5.34)

update κn,∀n ∈ Ud, as the solution of

arg min
κ
−f(κ) +

δp

2

∑

n∈Ud

∑

j∈Ad

(πjn − κjn + π̄jn)2 . (5.32)

Upon substituting for f(κ) in (5.32), we get (5.33), from which we obtain κopt.
n as given

in (5.34). Here, π:,n ,
[
π1,n, π2,n, . . . , π|Ad|,n

]T
and π̄:,n ,

[
π̄1,n, π̄2,n, . . . , π̄|Ad|,n

]T
. Next,

we can find the optimal update of the second block of primal variables as

arg min
π

1κ(π) +
δp

2

∑

n∈Ud

∑

j∈Ad

(πjn − κjn + π̄jn)2 .

Equivalently, πopt.
jn is the solution of

arg min
πjn

δp

2

∑

n∈Ud

∑

j∈Ad

(πjn − κjn + π̄jn)2 , (5.35a)

subject to
∑

n∈Ud

π2
jn ≤ 1, ∀j ∈ Ad. (5.35b)
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$̃iter+1
d,n =

√
1 +$iter+1

d,n

√
(N − τp)

√Ed

(
∑
j∈Ad

αjnκ
iter
jn

)




∑
q∈Ud

∑
j∈Ad

Ed(κiterjq )2(βjn − α2
jn)

+(N − τp)
∑
q∈Ud

Ed

(
∑
j∈Ad

κiterjq αjn

)2

|〈ϕl(n),ϕl(q)〉|2 + σ2
eff.,d,n




. (5.38)

Now, (5.35a) can be solved independently for each AP index by evaluating

arg min
πjn

δp

2

∑

n∈Ud

(πjn − κjn + π̄jn)2 , (5.36)

for each j ∈ Ad subject to the per-AP power constraint
∑

n∈Ud
π2
jn ≤ 1. Using the KKT

condition, we can show that the optimal solution corresponding to the jth DL AP, πopt.
j ,

is

πopt.
j = min

{
1,

√
1

‖π̇j‖2

}
π̇j,∀j ∈ Ad, (5.37)

with π̇j ,
[
(κj1 − π̄j1), (κj2 − π̄j2), . . . , (κj|Ud| − π̄j|Ud|)

]T . We summarize the iterative

recipe for solving our original problem (5.28a) via ADMM approach in Algorithm 8.

We note that the {κjn} yielded by Algorithm 8 are globally optimal. We present the

overall DL power control recipe in Algorithm 9. The stopping criterion of the algorithm

is decided by the threshold δd. Also, with ZF precoding, the closed-form update equation

for $̃iter+1
n is presented in (5.38). To update κ, Inq needs to be substituted in (5.34)

from (5.24).

Proposition 5.3. The DL power allocation algorithm is convergent in objective since

f(κ,$d) is bounded above and monotonically non-decreasing after each iteration.

We now highlight the key benefits of our DL power control scheme. First of all, the DL

power allocation algorithm is precoder and combiner agnostic (lines 2, 3 in Algorithm 9
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Algorithm 8: Solving (5.28a) via ADMM
Input: π0

jn,∀j ∈ Ad, n ∈ Ud, δADMM > 0

Initialization: π̄0
jn = 0,∀j ∈ Ad, n ∈ Ud, iter = 0

[1]: while ‖κn − π:,n‖ ≥ δADMM do
[2]: Evaluate: κiter+1

n using (5.34) with πiter
:,n and π̄iter

:,n

[3]: Evaluate: πiter+1
:,n using (5.37) with

π̇j ,
[
(κiter+1

j1 − π̄iterj1 ), . . . , (κiter+1
j|Ud| − π̄

iter
j|Ud|)

]T

[4]: Update: π̄iter+1
jn = πiterjn − κiter+1

jn + π̄iterjn

[5]: Update: iter = iter + 1

[6]: end

Algorithm 9: Downlink Power Control
Input: Eu,k,∀k ∈ Uu

Initialization: κ0
jn,∀j ∈ Ad, n ∈ Ud, iter = 0

[1]: while |f(κ,$d)iter+1 − f(κ,$d)iter| ≥ δd do

[2]: Evaluate: $iter+1
d,n =

(
(κiter

q )Tgd,n

)2

∑
q∈Ud

(κiter
q )T Inqκiter

q −
(
(κiter

q )Tgd,n

)2
+ σ2

eff.

[3]: Evaluate: $̃iter+1
n =

√
1 +$iter+1

d,n gTd,nκ
iter
n∑

q∈Ud

(κiter
q )T Inqκiter

q + σ2
eff.

[4]: Evaluate: κiter+1
q via solving (5.28a) with $d,n = $iter+1

d,n and $̃d,n = $̃iter+1
d,n

[5]: Update: iter = iter + 1

[6]: end

and lines 2, 3, and 4 in Algorithm 8 apply to any choice of precoder), similar to our UL

power allocation algorithm. This makes our algorithms more widely applicable compared

to [92]. Also, as mentioned for UL, most of the works in literature lower bound the original

cost function (e.g., the sum SE optimization in [92], [88]) by a series of surrogate convex

functions and use available general-purpose convex solvers. In contrast, we provide closed-

form update equations for all the auxiliary variables, and, thanks to FP, our algorithm

directly optimizes the original cost function. Finally, interested readers can refer to Ap-

pendix D.5 for detailed numerical simulations related to the convergence properties of the
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subproblems as well as the overall alternating optimization.

5.4.d Complexity Analysis

We now present the order complexity of the UL and DL power control algorithms. FP

admits closed-form updates for the power control coefficients and auxiliary variables. In

the case of UL, we need to compute three such parameters via simple arithmetic opera-

tions at each iteration. Thus, the overall complexity of the UL power control is O(|Uu|).

In contrast, the algorithms for power control that use sequential convex programming and

numerical solvers for sum SE maximization, such as [103], are of a complexity O(|Uu|4).

Hence, FP-based UL power allocation is substantially less complex compared to the ex-

isting comparative approaches. Similarly, the main burden of the DL FP algorithm is the

inner ADMM algorithm, which involves a matrix inversion. It can be argued that the

overall FP and ADMM have a complexity of O(|Ud||Ad|3). However, solving the QCQP

with interior point programming leads to the complexity of O(|Ud|3|Ad|3); which is much

larger, especially when the number of UEs in the system is high. This leads us to con-

clude that having closed-form updates help to reduce the complexity of the power control

algorithms compared to existing tools.

Remark 5.4. One can generalize (5.18), for example, to include user priority or fairness

guarantees, by considering weighted sum UL-DL SE. The technical development, algo-

rithms, and update equations directly extend to weighted sum UL-DL SE maximization,

thanks to the FP-based approach [98], at the cost of additional notational bookkeeping.

Hence, for simplicity, we do not include it in this chapter.

5.5 FD CF MIMO System

We now present the SE analysis and power control for an FD-enabled CF MIMO system.

The analysis for the FD system is similar to that of the DTDD system presented in

Section 5.3, except that all the APs are now capable of concurrent transmission and
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reception. Hence, Au = Ad = A with |A| = M . Also, each AP suffers from IrAI. We can

express the kth stream of the UL received signal (after local combining using vmk ∈ CNrx)

at the mth FD AP as

ŝu,mk =
√
Eu,kv

H
mkfmksu,k +

∑

n∈Uu\k

√
Eu,nv

H
mkfmnsu,n

+
√
Ed

M∑

j 6=m,
j=1

∑

n∈Ud

κjnv
H
mkG̃mjpjnsd,n

︸ ︷︷ ︸
InAI from all APs except the mth AP

+
√
Ed

∑

n∈Ud

κmnv
H
mkG

SI
mpmnsd,n

︸ ︷︷ ︸
IrAI of mth AP

+vHmkwu,mk. (5.39)

In (5.39), the third and fourth terms correspond to the InAI and IrAI, as indicated. We

see that DL signals from all the APs interfere with the UL signal received at any AP,

unlike DTDD, where only the APs scheduled in DL interfere with signals received at the

APs scheduled in UL. Then, the weighted received signal from the kth UL UE at the CPU

becomes

ŝu,k =
M∑

m=1

ω∗mkŝu,mk =
√
Eu,k

M∑

m=1

ω∗mkv
H
mkfmksu,k +

∑

n∈Uu\k

√
Eu,n

M∑

m=1

ω∗mkv
H
mkfmnsu,n

+
√
Ed

M∑

m=1

ω∗mk

M∑

j 6=m,
j=1

∑

n∈Ud

κjnv
H
mkG̃mjpjnsd,n

+
√
Ed

M∑

m=1

ω∗mk
∑

n∈Ud

κmnv
H
mkG

SI
mpmnsd,n +

M∑

m=1

ω∗mkv
H
mkwu,mk. (5.40)

Hence, we can write the UL SINR of the kth UE for the FD system as follows:

Eu,k|ωkHE[ukk]|2

ωkH




∑
i∈Uu

Eu,iE[ukiu
H
ki]− Eu,kE [ukk]E[uHkk]

+
∑
n∈Ud

E[akna
H
kn] + Neff.


ωk

,

where ωk , [ω1k, ω2k, . . . , ωMk]
T ∈ CM , uki , [vH1kf1i,v

H
2kf2i, . . . ,v

H
MkfMi]

T ∈ CM , [akn]m =
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M∑
j=1,
j 6=m

√Edκjnv
H
mkG̃mjpjn +

√Edκmnv
H
mkG

SI
mpmn, and

Neff. = N0diag
(
E
[
‖v1k‖2

]
, . . . ,E

[
‖vMk‖2

])
∈ CM×M .

We note that the FD-SINR expression is similar to the DTDD case (see ((5.5)) except

that we have set Au = M since all the APs are capable of UL reception, and the addition

of IrAI in [akn]m. Hence, to avoid repetition, we present the final results related to the

optimal CPU combining weights, the UL and DL SE expressions, and the power control

algorithms for the FD system without detailed proofs.10

Corollary 5.1. The optimal weighting vector for the kth UL UE at the CPU is αopt.
k =

Eu,kR
−1
α ūk, with ūk= [α2

u,1k, α
2
u,2k, . . . , α

2
u,Mk]

T and Rα =
∑

k′∈Pl(k)\k

Eu,k′ūk′ū
H
k′+

1

Nrx − τp
Ṙα+

Ed

Nrx − τp
R̈α, where Ṙα and R̈α are diagonal matrices with mth diagonal entry being

[Ṙα]m =
∑

k′∈Uu

Eu,k′α
2
u,mk(βu,mk′ − α2

u,mk′) +N0α
2
u,mk′ ,

[R̈α]m =
M∑

j=1,j 6=m

Ntxκ
2
jnζ

InAI
mj α

2
u,mk +Ntxκ

2
mnα

2
u,mkζ

SI
mm,

respectively, for m = 1, 2, . . . ,M .

Corollary 5.2. The UL and DL SINRs of the FD CF MIMO system are, respectively,

ηu,k(κ,Eu) =

(Nrx − τp)Eu,k(
M∑
m=1

ω∗mkα
2
u,mk)

2




ESTu,k + MUIu,k

+IAPk +N0

M∑
m=1

|ω∗mk|2α2
u,mk




, (5.42)

10Our SE expressions match with those in the FD literature under special cases such as perfect channel
estimation [24] and equal weight-based combining at the CPU [24,92].
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and

ηd,n(κ,Eu) =

(Ntx − τp)
(

M∑
j=1

√Edαd,jnκjn

)2

ESTd,n + MUId,n + IUEn +N0

, (5.43)

where ESTu,k, MUIu,k and IAPk correspond to interferences caused by the channel estimation

error, multi-UE interference, and inter-AP interference. For DL, ESTd,n, MUId
n and IUEn

represent error due to channel estimation, the DL multi-UE interference and the UL UE

to DL UE CLI, respectively. These terms can be evaluated as

ESTu,k =
∑

k′∈Uu

Eu,k′

M∑

m=1

|ω∗mk|2α2
u,mk(βu,mk′ − α2

u,mk′),

MUIu,k = (Nrx − τp)
∑

i∈Pl(k)\k

Eu,i

( M∑

m=1

ω∗mkα
2
u,mi

)2

,

IAPk = NtxEd

∑

n∈Ud

M∑

m=1

( M∑

j=1,j 6=m

κ2
jnζ

InAI
mj |ω∗mk|2α2

u,mk + κ2
mn|ω∗mk|2α2

u,mkζ
SI
mm

)
,

ESTd,n =
∑

q∈Ud

M∑

j=1

Edκ
2
jq(βd,jn − α2

d,jn),

MUId
n = (Ntx − τp)Ed

∑

q∈Pl(n)\n

( M∑

j=1

κjqαd,jn

)2

,

IUEn =
∑

k∈Uu

Eu,kεnk.

Thus, the sum UL-DL SE of the FD enabled CF-system can be expressed as

Rs(κ,Eu) =
τ − τp
τ

[∑

k∈Uu

log(1 + ηu,k(κ,Eu)) +
∑

n∈Ud

log(1 + ηd,n(κ,Eu))

]
. (5.45)

Proof. See Appendix D.4 �

From the expression for IAPk, we see that the DL signals from all the APs interfere

with the UL signals of any AP, unlike DTDD. On the other hand, there is no need for

scheduling APs in UL/DL in the FD system. Thus, we only need to consider power allo-

cation for the FD system. However, it is easy to apply the UL and DL power allocation
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protocols developed for the DTDD-enabled system in the FD case. As mentioned earlier,

instead of the scheduled UL and DL AP subsets, we now have Au = Ad = {1, 2, . . . ,M}.

This only changes the limits of the summations in the beamforming gain and the inter-

ference terms. Secondly, due to IrAI, for the sub-problem of UL power allocation, the

effective noise additionally includes the power of IrAI. To elaborate, in the FD case, we

have Gu,k(Eu) = (N − τp)Eu,k

(
M∑
m=1

ω∗mkα
2
mk

)2

, Iu,k(Eu) = ESTu,k + MUIu,k + σ2
eff.,u,k, and

σ2
eff.,u,k ,

(
IAPk +N0

M∑
m=1

|ω∗mk|2α2
mk

)
. Recall that σ2

eff.,u,k is the power of the effective

noise, which does not depend on the UL transmit powers. Here, IAPk also includes the

IrAI power, unlike DTDD. Thus, the original structure of the problem, as described for

DTDD in Section 5.4.b, does not change. Similar arguments can also be made for the

case of DL. Thus, the algorithms (namely Algorithm 7, Algorithm 8, and Algorithm 9)

derived for DTDD directly apply to the FD system.

5.6 Orthgonal Pilots and Fixed Power Allocation: A
Special Case

In this section, we present the achievable SEs with MRC in the UL and MFP in the DL,

considering orthogonal pilot allocation and fixed power allocation. These results can be

easily derived as special cases of the theories developed in the earlier sections. However,

having a simplified model helps us understand the effects of various system parameters

on the sum UL-DL SE, which is the purpose of this section. We first analyze the DTDD

enabled CF-mMIMO system and then discuss the FD CF-mMIMO case.

5.6.a SE Analysis: DTDD

We first present a closed-form expression for the UL SINR.
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Lemma 5.5. The UL SINR of the kth UE can be expressed as

ηu,k =

NEu,k

( ∑
m∈Au

α2
mk

)2

MUIu
k + IAPk +N0

∑
m∈Au

α2
mk

, (5.46)

where MUIu
k represents multi-user interference and IAPk represents inter-AP CLI. These

are given by

MUIu
k =

∑

m∈Au

∑

n∈Uu

Eu,nα
2
mkβmn, (5.47a)

IAPk = N
∑

n∈Ud

∑

m∈Au

∑

j∈Ad

Ed,jκ
2
jnζmjα

2
mkα

2
jn. (5.47b)

Proof. The above result can be derived following the steps outlined in Chapter 4 ( [33])

with cmk replaced with (τpEp,kβmk +N0)−1, and ignoring the effect of pilot contamination.

�

Next, we present the DL SINR in the following lemma.

Lemma 5.6. The DL SINR for the nth UE can be expressed as

ηd,n =

N2

(
∑
j∈Ad

κjn
√
Ed,jα

2
jn

)2

MUId
n + IUEn +N0

, (5.48)

where MUId
n and IUEn represent the DL multi-user interference and the UL UE to DL UE

CLI, respectively, and read as

MUId
n = N

∑

q∈Ud

∑

j∈Ad

Ed,jκ
2
jqβjnα

2
jq, (5.49a)

IUEn =
∑

k∈Uu

Eu,nεnk. (5.49b)

With the above SINR expressions in hand, we can write the overall sum UL-DL SE of
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the system as

RDTDD
sum =

τ − τp
τ

[
∑
k∈Uu

Ru,k +
∑
n∈Ud

Rd,n

]
, (5.50)

where Ru,k = log2(1 + ηu,k) and Rd,n = log2(1 + ηd,n).

Note that, from Lemma 5.5 and Lemma 5.6, the gain and interference terms involved in

the UL and DL SINRs are dependent on Au and Ad. Consequently, RDTDD
sum depends on

which APs are scheduled in the UL and DL. Clearly, the brute-force approach of listing

out all the 2|Au∪Ad| possible AP schedules and computing their achievable sum UL-DL

SE using (5.50) makes the complexity of finding an optimal AP schedule exponential in

the number of APs. As a low-complexity and pragmatic alternative, we use the greedy

algorithm presented in [33]. In this approach, the incremental gain in sum UL-DL SE by

activating each APs in the UL and DL modes is evaluated using (5.51a) and (5.51b),11 and

the AP that procures the maximum incremental gain in the sum UL-DL SE is scheduled in

the corresponding mode; and this is repeated till all the APs are scheduled. It suffices to

say that this greedy approach provides nearly identical performance as exhaustive search

across all cases of our extensive simulation-based experiments.

5.6.b SE Analysis: FD

Now, we analyze the UL and DL SE of the FD CF-mMIMO system. We consider a similar

distributed processing scheme as discussed in Section 5.6.a, except that each AP is now

FD-enabled. Furthermore, each AP suffers from SI, incurring additional interference in

the UL. We present our final closed-form expressions in the following Corollary.

11In (5.51a) and (5.51b), the scheduled AP set is denoted by As ⊆ A, consisting of UL and DL AP
indices denoted byAu

s andAd
s, withAu

s∪Ad
s = As, respectively. Also, {j} /∈ As denotes an unscheduled AP.

δu,j and δd,j are the incremental gain obtained by scheduling the {j}th AP in UL and in DL, respectively.
Thus, if δu,j > δd,j , we schedule the {j}th AP in the UL.
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δu,j =
∑

k∈Uu

log2







1 +

NEu,k

( ∑
m∈Au

s∪j
α2
mk

)2




∑
m∈Au

s∪j

∑
n∈Uu

Eu,nα
2
mkβmn

+N
∑
n∈Ud

∑
m∈Au

s∪j

∑
j∈Ad

s

Ed,jκ
2
jnζmjα

2
mkαjn +N0

∑
m∈Au

s∪j
α2
mk







×
(

1 +

NEu,k

(
∑

m∈Au
s

α2
mk

)2

∑
m∈Au

s

∑
n∈Uu

Eu,nα2
mkβmn +N

∑
n∈Ud

∑
m∈Au

s

∑
j∈Ad

s

Ed,jκ2
jnζmjα

2
mkαjn +N0

∑
m∈Au

s

α2
mk

)−1




(5.51a)

δd,j =
∑

k∈Uu

log2







1 +

NEu,k

( ∑
m∈Au

s

α2
mk

)2




∑
m∈Au

s

∑
n∈Uu

Eu,nα
2
mkβmn

+N
∑
n∈Ud

∑
m∈Au

s

∑
j∈Ad

s∪j
Ed,jκ

2
jnζmjα

2
mkαjn +N0

∑
m∈Au

s

α2
mk







×




1 +

NEu,k

(
∑

m∈Au
s

α2
mk

)2




∑
m∈Au

s

∑
n∈Uu

Eu,nα
2
mkβmn

+N
∑
n∈Ud

∑
m∈Au

s

∑
j∈Ad

s

Ed,jκ
2
jnζmjα

2
mkαjn +N0

∑
m∈Au

s

α2
mk







−1


+
∑

n∈Ud

log2


1 +

N2
(∑

j∈Ad
s∪j

κjn
√
Ed,jα

2
jn

)2

N
∑
q∈Ud

∑
j∈Ad

s∪j
Ed,jκ2

jqβjnα
2
jq + IUEn +N0




×


1 +

N2
(∑

j∈Ad
s
κjn
√
Ed,jα

2
jn

)2

N
∑
q∈Ud
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Corollary 5.3. The sum UL-DL SE of the FD CF system is

RFD
sum =

τ − τp
τ

[∑

k∈Uu

log2(1 + ηu,k) +
∑

n∈Ud

log2(1 + ηd,n)

]
, (5.52)

with the UL SINR of the kth UL UE and the DL SINR of the nth DL UE respectively

evaluated as

ηu,k =

N2
rxEu,k

( ∑
m∈A

αu2
mk

)2

MUIu
k + IAPk +NrxN0

∑
m∈A

αu2
mk

(5.53a)

ηd,k =
N2

tx

(∑
j∈A κjn

√
Ed,jα

d2
jn

)2

MUId
n + IUEn +N0

, (5.53b)

where A = Au∪Ad. The UL multi-user interference, inter-AP CLI, and the DL multi-user

interference read as

MUIu
k = Nrx

∑

m∈Au

∑

n∈Uu

Eu,nα
u2
mkβ

u
mn, (5.54a)

IAPk = NtxNrx
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, (5.54b)

MUId
n = Ntx

∑

q∈Ud

∑

j∈A

Ed,jκ
2
jqβ

d
jnα

d2
jq , (5.54c)

respectively. The inter-UE interference is given by (5.49b).

We can now comment on the benefits and challenges associated with FD and DTDD

within the purview of CF-mMIMO. From Corollary 5.3, in FD, all the APs (A) participate

in UL as well in DL; unlike in DTDD where a subset of APs receive in the UL (the set

Au) and its complement set serves the DL UEs. This is an advantage of FD-enabled

APs. However, if we consider similar antenna density per AP in both the schemes, i.e.,

Ntx +Nrx = N , the UL/DL array gain in DTDD scales with N ; while in FD, it scales with

Ntx or Nrx. Therefore, if the localized traffic demand at (or a set of) APs is asymmetric in
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the UL and DL directions, DTDD can potentially procure much better system throughput.

5.7 Numerical Results

We consider that the UEs are dropped uniformly at random locations in a 1 km2 square

area. We take 5, 000 random channel instantiations for Monte Carlo averaging. We con-

sider 50% of the UEs to have UL data demands. The APs are deployed on a uniform

rectangular grid for better coverage. The large scale fading between the mth AP and

the kth UE is modeled as βmk = 10

PLmk + σsh.zmk
10 , where the path-loss PLmk follows the

three-slope model in [24], σsh. = 6 dB, and zmk ∼ N (0, 1). The system bandwidth and

noise figure are taken as 20 MHz and 9 dB, respectively, which gives a noise variance of

−92 dBm. The coherence interval consists of 200 channel uses [20]. The pilot SNR is

taken as 20 dB. We set the algorithm parameters δu, δd, δADMM and δp to 0.001. Other

parameters, such as the number of APs, UEs, UL/DL data transmit powers, etc., are

mentioned in the plots.

In Figure 5.4, we compare the cumulative distribution function (CDF) of the achievable

UL SE with different power allocation schemes. We observe that FP-based power control

added with weighted combing at the CPU (see WC + FP) uniformly outperforms only FP-

based power control (see FP without WC) and only weighted combing at the CPU (see

WC). This underlines the need for weighted combing along with UL power control rather

than applying each individually. Further, we compare the proposed WC + FP scheme with

the estimated channel variance and large-scale fading-dependent power control scheme

proposed by Nikbakht et al. in [104, 105], and we observe almost 4-fold improvement

in 90%-likely UL SE rendered by our algorithm. Also, we verify the correctness of our

derived closed-form expression for weighted combing given in Lemma 5.2 (see WC : Lemma

5.2) with that of Lemma 5.1 (see WC : Lemma 5.1), and see that SE achieved by derived

weights matches the theoretical SE.

In Figure 5.5, we compare the CDFs of the achievable DL SE with our proposed FP and
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u

Figure 5.4: UL sum SE under the proposed power control algorithm and comparison with
existing approaches [104,105]. Optimal weighting at the CPU along with FP-based power
control yields the best performance.

ADMM-based algorithm with equal power allocation and the scalable DL power allocation

algorithm proposed by Interdonato et al. in [106]. We observe almost 43% improvement

in the 90% sum DL SE attained by our proposed algorithm compared to the method

in [106]. Further, compared to the equal power allocation scheme for DL outlined by Vu

et al. in [24], Algorithm 9 procures almost 5-fold improvement in the SE. Also, as we

increase the maximum DL transmit power budget per AP, the DL SE uniformly improves

for all schemes.

We now compare the performances of DTDD and FD CF MIMO. In particular, we

assume the InAI and IrAI are well suppressed, at −40 dB. Figure 5.6 compares the sum

SEs under the two duplexing schemes considering different AP and antenna densities. We

observe that an FD system with (Ntx = Nrx = N,M = 64) offers only 6% improvement
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Figure 5.5: DL sum SE under the proposed power control algorithm and comparison with
an existing approach [106]. This figure illustrates the improvement in DL sum SE that
can be attained via our algorithm.

in the 90%-likely sum SE compared to a DTDD enabled CF-system with N antennas per

64 APs. However, the former system has double the antenna density compared to the

DTDD CF system. If we consider the same antenna density in the two systems, then the

90%-likely sum SE of the DTDD CF system is 21% more than that of the FD system (see

(Ntx = Nrx = N/2,M = 64)). This is because, in DTDD, the APs are scheduled based on

the local UL/DL load in its vicinity, and hence, if there is more UL load near to one or

a set of APs, those APs are scheduled in UL, which in turn leads to a beamforming gain

in UL that scales with N . On the other hand, in the FD system, the beamforming gain

scales with N/2. Recall that although in the FD system, all the APs are FD enabled, APs

far away from the UEs contribute minimally to the overall sum SE. Thus, scheduling APs

based on the localized traffic load is more beneficial.

In Figure 5.7, we illustrate the effect of IrAI on the performance of the FD CF system

and contrast it with the DTDD CF system. When the IrAI is −20 dB, FD uniformly
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tx rx

tx rx

tx rx

tx rx

Figure 5.6: Performance comparison of DTDD and FD systems with various antenna and
AP densities. We consider K = 40. Each HD AP is equipped with N = 8 antennas. InAI
and IrAI strengths are taken as −40 dB.

outperforms the DTDD system even when the FD system has double the antenna density.

However, as the IrAI strength increases, the sum SE of FD starts to deteriorate, achieving

a 40% lower sum SE than DTDD when IrAI is 10 dB. Thus, the performance of FD is

highly dependent on the level of IrAI suppression, while DTDD completely obviates the

need for IrAI suppression and offers similar performance to that of an FD system having

double the antenna density and low IrAI.

In Figure 5.8, we further inspect the variation of the sum SE over a wide range of IrAI

for the FD system and compare the performance to the DTDD system. Even with double

antenna density, the FD system can perform very poorly when IrAI strength becomes

more pronounced (see the shaded region).

In Figure 5.9, we illustrate the effect of InAI on the sum SE. An FD system with (M =
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Figure 5.7: Effect of intra-AP interference (IrAI) on the performance of the FD system
while InAI is maintained the same for both DTDD and FD systems.

64, Ntx = Nrx = N = 8) with IrAI −20 dB outperforms DTDD with (M = 64, N = 8)

(i.e., half the antenna density compared to the FD system) when the InAI is no more than

≈ 11 dB above the noise floor. However, beyond an InAI of 11 dB, the sum SE of the FD

system degrades compared to the DTDD system. This is because, in the FD system, all

APs cause InAI, while in DTDD, only the DL-scheduled APs cause inter-AP interference.

Finally, in Figure 5.10, we plot the CDF of sum UL-DL SE of the DTDD and FD systems

with MMSE combining in the UL and RZF precoding in the DL, and illustrate the effects

of both power control and IrAI on the sum UL-DL SE. We obtain substantial benefits

by applying the proposed power control algorithms compared to equal power allocation.

This illustrates the applicability of the algorithms developed here to different precoder and

combining schemes. Also, with similar antenna density, DTDD uniformly outperforms FD

even with MMSE and RZF. This is because of the additional degrees of freedom DTDD
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Figure 5.8: Sum UL-DL SE as a function of IrAI. DTDD can outperform FD even though
the latter has double the antenna density

offers in terms of UL and DL AP scheduling and, consequently, mitigating the effects of

InAI better than the FD system.

5.8 Chapter Summary

In this chapter, we presented a comparative study of DTDD and FD in CF systems.

We first showed that the performance of these two duplexing schemes depends heavily

on InAI, IrAI (for FD), and InUI, which in turn depends on the channel estimation er-

ror (and the pilot contamination level), UL and DL power allocation strategy, and the

scheduled AP set (for DTDD). Then, we optimized the UL and DL power allocation and

AP scheduling for DTDD, to maximize the sum UL-DL SE. We solved this NP-hard and

non-convex problem by decoupling it into AP-scheduling, UL, and DL power allocation
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Figure 5.9: Effects of inter-AP interference (InAI) on the sum UL-DL SE. We observe that
DTDD is more resilient to InAI.

sub-problems. We developed FP-based UL/DL power allocation algorithms and proved

the convergence of the sub-problems to local optima. Further, we provided closed-form

update equations using the Lagrange dual transform and ADMM for the sub-problems,

making them easy to implement. We numerically illustrated the superiority of considering

UL-DL power allocation and optimal weighting at the CPU over the case when either

equal power allocation and/or only optimal weighting is considered (as were the scenarios

in Chapter 3 and Chapter 4). Our experiments also underscored the interference suppres-

sion capabilities of MMSE-type combiners and precoders over ZF and MR-based combiners

and precoders. Finally, we saw that DTDD outperforms FD when the two systems have a

similar antenna density. This happens because DTDD can schedule the APs in UL or DL

based on the localized traffic load and achieve better array gain for a given antenna density
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Figure 5.10: Effect of IrAI on the sum UL-DL SE with MMSE combiner in the UL and
RZF precoder in the DL. InAI strength is taken as −40 dB, and we consider K = 20,M =
64, N = 8, Ntx = Nrx = N/2 (i.e., similar antenna density.)

and InAI suppression. Thus, we conclude that although both DTDD and FD enable the

CF system to serve UL and DL UEs concurrently, DTDD is preferable because it can meet

and even outperform FD without requiring the use of IrAI cancellation hardware. Fairness

guarantees under the two duplexing schemes are a good direction for future work.



6 Modeling & Analysis of
Asynchronism in UL Cell-Free
Systems

Chapter Highlights
This chapter develops a mathematical framework to analyze the impact of ICI and ISI in the UL

SE of the CF-mMIMO system using OFDM. In a CF-mMIMO system, geographically separated
APs jointly serve a large number of UEs. The distributed nature of the overall system results in
different propagation delays in the signals received at the APs. This delay in receiving signals
from different UEs can exceed the CP duration, leading to interference from adjacent subcarriers
and consecutive OFDM symbols. Our analysis shows that ignoring this crucial aspect leads to
a gross overestimation of the achievable SE. We also develop an interference-aware combining
scheme to alleviate ISI and ICI in addition to multi-UE interference. We also account for the
scenario in which each UE performs a timing-advance with respect to its nearest AP. Numerically,
we illustrate that ICI and ISI can significantly limit the achievable SE, but we can considerably
lessen the impacts of ICI and ISI by using the nearest AP-based timing advance and interference
aware combining, and in many scenarios, obtain performance that is close to a time-aligned CF-
mMIMO system.

174
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6.1 Introduction

CF-mMIMO systems, where distributed APs jointly serve multiple UEs, have been shown

to provide multi-fold improvement in the SE compared to cellular mMIMO systems [19,

47, 107, 108]. However, the benefits of CF-mMIMO are obtained under the assumption

that all the APs time-synchronously receive all the UEs’ transmitted symbols [109, 110].

In a practical system, since every UE is at a different distance from every AP, it is not

possible to ensure synchronous arrival of all the UEs’ signals at all the APs. Accounting

for this delay in receiving the signals at various APs and analyzing its impact on the SE

is the goal of this work.

Recently, the authors in [109] evaluated the uplink SE of a CF-mMIMO system using

OFDM. The authors in [110] proposed an opportunistic AP-selection scheme for efficient

time-frequency resource utilization in a CF-OFDM system. Superimposed pilot-based

channel estimation for CF-mMIMO OFDM has been explored in [111]. However, all these

works assume that the uplink signals from all the UEs arrive time-synchronously at all the

APs. In the sequel, we will refer to this as a time-aligned CF-mMIMO OFDM system.

In a cellular system, where each UE is attached to a specific base station (BS), the UEs

can time-advance their transmit signals so that the BS synchronously receives the signals

from all the UEs being served by it [112]. Due to this, in an OFDMA system where

different UEs are allotted non-overlapping subcarriers, the multi-path signals from all the

UEs arrive with a symbol start time that is contained within the CP duration. Hence, ICI

and ISI are avoided at the BS. However, in a CF system, each UE is served by multiple

APs, and thus, the propagation delays associated with each AP are different. Now, based

on the distances between the APs and UEs, it is possible that the desired signal arrives at
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an AP beyond the CP duration as per the timing reference at the AP.1 This renders the

OFDM sub-carriers non-orthogonal and, in turn, results in ICI and ISI. In this work, we

analyze an uplink CF-mMIMO system accounting for the impact of ICI and ISI induced

by signal propagation delays. Our key contributions and findings are as follows:

1. We first develop a model for a CF-mMIMO OFDM system that incorporates the

effects of the propagation delays between all AP-UE pairs in the received signal

at the APs. This, in turn, enables us to mathematically analyze the effects of ICI

and ISI in the signal-to-interference-plus-noise ratio (SINR) at the central processing

unit (CPU).

2. We then analyze a scheme where each UE time-advances its transmit signal with

respect to the time reference at its nearest AP. This ensures that for every UE, there

is no delay on the received signal in the nearest AP, and also reduces the propagation

delays on the subsequent APs. The effectiveness of the scheme is validated via

numerical experiments (see Figure 6.4).

3. We derive the achievable per-UE SE with maximal ratio and zero-forcing comb-

ing (MRC and ZFC). We extend our analysis to design an ICI and ISI-aware com-

biner that minimizes the mean square error (MSE) between the transmitted and the

estimated symbols at the CPU.

4. Our numerical experiments show that the performance of a CF system can be severely

limited by ICI and ISI. Increasing the CP length mitigates the ICI; this, however,

reduces the fractional symbol duration. Further, an interference aware combining

with the nearest AP-based timing-advance can reduce the effects of ICI and ISI (see

1For instance, 5G NR supports 30 kHz subcarrier spacing with the OFDM symbol duration being
33.3 µs and the CP duration being 2.3 µs. Thus, the propagation delay at an AP that is at an excess
distance (relative to its nearest AP) of 750 m will be 2.5 µs, which exceeds the CP duration. Further, for
60 kHz subcarrier spacing and 1.2 µs CP duration, propagation delay at an AP at an excess distance of
more than even 360 m will exceed the CP duration.
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Figure 6.4) and offer a performance that almost matches with the time-aligned CF-

system.

These results show that it is crucial to account for the effects of propagation delays in the

design and analysis of CF-mMIMO systems. It is also important to perform appropriate

timing-advance and ICI and ISI-aware signal processing at the CPU in order to mitigate

the loss in SE due to ICI and ISI.

6.2 Signal and Channel Model

We consider an uplink CF-mMIMO OFDM system where M APs jointly serve K active

UEs, all considered to be single antenna nodes, and M > K.2 The APs are connected

to a CPU, which performs joint data decoding based on the relayed data streams from

the APs. The UEs simultaneously transmit their data over Ns sub-carriers. Let Si,k =

[Si,1,k, Si,2,k, . . . , Si,Ns,k]
T ∈ CNs×1 be the ith OFDM symbol to be transmitted by the kth

UE (before CP addition), where Si,l,k denotes the data transmitted over the lth sub-carrier.

We consider that E
[
|Si,l,k|2

]
= Ei,l,k and E

[
Si,l,kS

∗
i′,l′,k′

]
= 0,∀i′ 6= i, l′ 6= l, and k′ 6= k.

The time domain transmitted signal can be expressed as CtF
HSi,k, where F ∈ CNs×Ns is

the normalized discrete Fourier transform (DFT) matrix and the matrix Ct inserts the

CP of length Ncp, which has the following structure:

Ct =

[
0Ncp×(Ns−Ncp) INcp

INs

]
∈ RNo×Ns . (6.1)

Here, No = Ncp + Ns is the length of the time domain signal. Let Hmk ∈ CNo×No be

the channel impulse response matrix between the mth AP and the kth UE, which has a

Toeplitz structure [113] with first column being [hmk[0], hmk[1], . . . , hmk[Lhmk
− 1], 0, . . . , 0]T ∈

CNo×1, where hmk[n],∀n = 1, 2, . . . Lhmk
is the channel impulse response at the time sample

2This CF-MIMO system is referred to as massive as the total number of antenna elements is more
than the number of active UEs, even if the APs are equipped with single antenna. This model has been
considered in [19,109].
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3rd AP

<latexit sha1_base64="DhnscqBhvblElsM3BS7XwuLQymc=">AAAB+HicbVDJSgNBEO1xjXHJqEcvjYngQcKMuB0jXjxGMAskQ+jp9CRNunuG7hoxDvkSLx4U8eqnePNv7CwHTXxQ8Hiviqp6YSK4Ac/7dpaWV1bX1nMb+c2t7Z2Cu7tXN3GqKavRWMS6GRLDBFesBhwEayaaERkK1ggHN2O/8cC04bG6h2HCAkl6ikecErBSxy20gT1CVpIl6OPr6qjjFr2yNwFeJP6MFNEM1Y771e7GNJVMARXEmJbvJRBkRAOngo3y7dSwhNAB6bGWpYpIZoJscvgIH1mli6NY21KAJ+rviYxIY4YytJ2SQN/Me2PxP6+VQnQVZFwlKTBFp4uiVGCI8TgF3OWaURBDSwjV3N6KaZ9oQsFmlbch+PMvL5L6adm/KJ/fnRUrJ7M4cugAHaJj5KNLVEG3qIpqiKIUPaNX9OY8OS/Ou/MxbV1yZjP76A+czx/wFJKQ</latexit>

mth AP

<latexit sha1_base64="SVVxotGy4ias+D8kSWSzFYmeFkk=">AAAB+HicbVDLTsJAFJ3iC/FB1aWbiWDiwpDW4GOJceMSE3kk0JDpMIUJ02kzc2vEhi9x40Jj3Pop7vwbB+hCwZPc5OSce3PvPX4suAbH+bZyK6tr6xv5zcLW9s5u0d7bb+ooUZQ1aCQi1faJZoJL1gAOgrVjxUjoC9byRzdTv/XAlOaRvIdxzLyQDCQPOCVgpJ5d7AJ7hLRcLcMQX9cnPbvkVJwZ8DJxM1JCGeo9+6vbj2gSMglUEK07rhODlxIFnAo2KXQTzWJCR2TAOoZKEjLtpbPDJ/jYKH0cRMqUBDxTf0+kJNR6HPqmMyQw1IveVPzP6yQQXHkpl3ECTNL5oiARGCI8TQH3uWIUxNgQQhU3t2I6JIpQMFkVTAju4svLpHlWcS8q53fVUu00iyOPDtEROkEuukQ1dIvqqIEoStAzekVv1pP1Yr1bH/PWnJXNHKA/sD5/AJghklc=</latexit>

4th AP

<latexit sha1_base64="wsV+Fhc/S1rATx/pckUCjGguQyg=">AAAB+HicbVBNS8NAEN34WetHox69LLaCBymJ+HUsiOCxgmkLbSib7aZdutmE3YlYQ3+JFw+KePWnePPfuG1z0NYHA4/3ZpiZFySCa3Ccb2tpeWV1bb2wUdzc2t4p2bt7DR2nijKPxiJWrYBoJrhkHnAQrJUoRqJAsGYwvJ74zQemNI/lPYwS5kekL3nIKQEjde1SB9gjZJVhBQbYuxl37bJTdabAi8TNSRnlqHftr04vpmnEJFBBtG67TgJ+RhRwKti42Ek1Swgdkj5rGypJxLSfTQ8f4yOj9HAYK1MS8FT9PZGRSOtRFJjOiMBAz3sT8T+vnUJ45WdcJikwSWeLwlRgiPEkBdzjilEQI0MIVdzciumAKELBZFU0IbjzLy+SxmnVvaie352Vayd5HAV0gA7RMXLRJaqhW1RHHqIoRc/oFb1ZT9aL9W59zFqXrHxmH/2B9fkD+r+Slw==</latexit>

kth UE
<latexit sha1_base64="QmsfQ8REKDKVRpB7qgNXSFWMmZ8=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgQcKu+DoGvHiMYB6SLGF2MpsMmZ1dZnqFsOQrvHhQxKuf482/cZLsQRMLGoqqbrq7gkQKg6777RRWVtfWN4qbpa3tnd298v5B08SpZrzBYhnrdkANl0LxBgqUvJ1oTqNA8lYwup36rSeujYjVA44T7kd0oEQoGEUrPXaRpr3MG0165YpbdWcgy8TLSQVy1Hvlr24/ZmnEFTJJjel4boJ+RjUKJvmk1E0NTygb0QHvWKpoxI2fzQ6ekBOr9EkYa1sKyUz9PZHRyJhxFNjOiOLQLHpT8T+vk2J442dCJSlyxeaLwlQSjMn0e9IXmjOUY0so08LeStiQasrQZlSyIXiLLy+T5nnVu6pe3l9Uamd5HEU4gmM4BQ+uoQZ3UIcGMIjgGV7hzdHOi/PufMxbC04+cwh/4Hz+ANbmkGE=</latexit>⌧1k

<latexit sha1_base64="NiLn7g576T0I1QWiMowyFOY0Lrs=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYhA8SNgNvo4BLx4jmIckS5idzCZDZmaXmV4hLPkKLx4U8ernePNvnCR70MSChqKqm+6uMBHcoOd9Oyura+sbm4Wt4vbO7t5+6eCwaeJUU9agsYh1OySGCa5YAzkK1k40IzIUrBWObqd+64lpw2P1gOOEBZIMFI84JWilxy6StJdVR5NeqexVvBncZeLnpAw56r3SV7cf01QyhVQQYzq+l2CQEY2cCjYpdlPDEkJHZMA6lioimQmy2cET99QqfTeKtS2F7kz9PZERacxYhrZTEhyaRW8q/ud1UoxugoyrJEWm6HxRlAoXY3f6vdvnmlEUY0sI1dze6tIh0YSizahoQ/AXX14mzWrFv6pc3l+Ua+d5HAU4hhM4Ax+uoQZ3UIcGUJDwDK/w5mjnxXl3PuatK04+cwR/4Hz+ANhskGI=</latexit>⌧2k

<latexit sha1_base64="xVMzQnvcfzCkSzYvlq7jrqwsXIQ=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYhA8SNj1fQx48RjBPCRZwuxkNhkyM7vM9AphyVd48aCIVz/Hm3/jJNmDJhY0FFXddHeFieAGPe/bWVpeWV1bL2wUN7e2d3ZLe/sNE6easjqNRaxbITFMcMXqyFGwVqIZkaFgzXB4O/GbT0wbHqsHHCUskKSveMQpQSs9dpCk3ex8OO6Wyl7Fm8JdJH5OypCj1i19dXoxTSVTSAUxpu17CQYZ0cipYONiJzUsIXRI+qxtqSKSmSCbHjx2j63Sc6NY21LoTtXfExmRxoxkaDslwYGZ9ybif147xegmyLhKUmSKzhZFqXAxdiffuz2uGUUxsoRQze2tLh0QTSjajIo2BH/+5UXSOKv4V5XL+4ty9TSPowCHcAQn4MM1VOEOalAHChKe4RXeHO28OO/Ox6x1yclnDuAPnM8f2fKQYw==</latexit>⌧3k

<latexit sha1_base64="iU2owfraJ44e+doUAh6j5zV4gUQ=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8SNiV+DgGvHiMYB6SLGF2MpsMmZ1dZnqFsOQrvHhQxKuf482/cZLsQRMLGoqqbrq7gkQKg6777aysrq1vbBa2its7u3v7pYPDpolTzXiDxTLW7YAaLoXiDRQoeTvRnEaB5K1gdDv1W09cGxGrBxwn3I/oQIlQMIpWeuwiTXtZdTTplcpuxZ2BLBMvJ2XIUe+Vvrr9mKURV8gkNabjuQn6GdUomOSTYjc1PKFsRAe8Y6miETd+Njt4Qk6t0idhrG0pJDP190RGI2PGUWA7I4pDs+hNxf+8TorhjZ8JlaTIFZsvClNJMCbT70lfaM5Qji2hTAt7K2FDqilDm1HRhuAtvrxMmhcV76pyeV8t187zOApwDCdwBh5cQw3uoA4NYBDBM7zCm6OdF+fd+Zi3rjj5zBH8gfP5A9t4kGQ=</latexit>⌧4k
<latexit sha1_base64="QvbQThXeyp+S57EcVeaBSQNSBhg=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgQcKu+DoGvHiMYB6SLGF2MpsMmdldZnqFsOQrvHhQxKuf482/cZLsQRMLGoqqbrq7gkQKg6777RRWVtfWN4qbpa3tnd298v5B08SpZrzBYhnrdkANlyLiDRQoeTvRnKpA8lYwup36rSeujYijBxwn3Fd0EIlQMIpWeuwiTXuZGk165YpbdWcgy8TLSQVy1Hvlr24/ZqniETJJjel4boJ+RjUKJvmk1E0NTygb0QHvWBpRxY2fzQ6ekBOr9EkYa1sRkpn6eyKjypixCmynojg0i95U/M/rpBje+JmIkhR5xOaLwlQSjMn0e9IXmjOUY0so08LeStiQasrQZlSyIXiLLy+T5nnVu6pe3l9Uamd5HEU4gmM4BQ+uoQZ3UIcGMFDwDK/w5mjnxXl3PuatBSefOYQ/cD5/ADJdkJ0=</latexit>⌧mk

:

Figure 6.1: Different delay profiles with respect to the kth UE at different APs.

n, and Lhmk
, is the tap length of the channel. The impulse response hmk[n] includes the

effects of path loss and follows an exponential power delay profile. Details on the modeling

of hmk[n] are provided in Section 6.4.

Let the distance between the mth AP and the kth UE be denoted by lmk. The uplink

transmitted signal from the kth UE experiences a delay of lmk/c seconds, where c denotes

the speed of light. We define the normalized delay in receiving the uplink signals at the

mth AP from the kth UE by

τmk =

⌊
lmk
cTs

⌋
, (6.2)

where Ts is the sampling time. This is illustrated in Figure 6.1. We refer to this system

as a time-mismatched CF-system.

We note that in a cellular system, each UE performs a timing-advance operation with
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respect to the BS with which it is associated. This ensures that signals from the intra-cell

UEs arrive at the BS synchronously (more precisely, within the CP duration), and hence,

ICI and ISI can be avoided within the cell. However, in a CF system, since each UE is being

served by multiple distributed APs, a nearest AP/BS-based timing-advance does not imply

synchronous reception at all APs for all the UEs. Yet, if each UE performs timing-advance

with respect to its nearest AP, ICI/ISI from UEs close to APs can be avoided. Hence, we

analyze the performance of this judicious timing-advance scheme. Mathematically, if m(k)

is the index of the AP nearest to the UE k, then, after timing-advance, the normalized

delay, denoted by τ TAmk, can be expressed as

τ TAmk =

⌊
lmk
cTs

⌋
−
⌊
lm(k)k

cTs

⌋
,∀m = 1, 2, . . . ,M. (6.3)

Needless to say, for m = m(k), τ TAmk = 0. Later, we will show that this can significantly

improve the performance compared to the system wherein no timing-advance is performed.

Now, in the uplink, the received signal corresponding to the ith OFDM symbol at the

mth AP can be expressed as

yi,m =
K∑

k=1

FCrΞmkHmkCtF
HSi,k

+
K∑

k=1

FCrΞmkHmkCtF
HSi−1,k + FCrnm, (6.4)

where

Ξmk ,

[
0τmk×No

I(No−τmk) 0(No−τmk)×τmk

]
∈ RNo×No , (6.5)

and

Ξmk ,

[
0τmk×(No−τmk) Iτmk

0(No−τmk)×No

]
∈ RNo×No , (6.6)

encapsulate the effects of propagation delay between the mth AP and the kth UE, and
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the interference from the previous OFDM symbol, respectively.3 Here, similar to Ct,

the matrix Cr ,
[
0Ns×Ncp

INs

]
∈ RNs×No performs the CP removal operation. Lastly,

nm ∼ CN (0, σ2
nINo

) is the additive receiver noise at the mth AP. Note that, setting

τmk = 0,∀m, k, results in Ξmk = INo
and Ξmk = 0No

, and reduces the system model

to existing works on CF-mMIMO OFDM systems that do not consider the effects of

propagation delays [109–111]. We refer to the system model obtained by setting τmk = 0

as a time-aligned system. Now, the received stream corresponding to the lth sub-carrier

of the ith OFDM symbol at the mth AP can be expressed as

yi,l,m =
K∑

k=1

fTl CrΞmkHmkCtf
∗
l Si,l,k +

K∑

k=1

Ns∑

n=1,
n 6=l

fTl CrΞmkHmkCtf
∗
nSi,n,k

+
K∑

k=1

Ns∑

n=1

fTl CrΞmkHmkCtf
∗
nSi−1,k + fTl Crnm, (6.7)

with fTl being the lth row of the DFT matrix and f∗n being the nth column of the inverse

DFT matrix.

Now, the CPU receives M data streams from all the APs corresponding to each sub-

carrier index. Thus, the received signal at the CPU can be written as

yi,l =




yi,l,1

yi,l,2
...

yi,l,M




=




K∑
k=1

fTl CrΞ1kH1kCtf
∗
l Si,l,k

K∑
k=1

fTl CrΞ2kH2kCtf
∗
l Si,l,k

...
K∑
k=1

fTl CrΞMkHMkCtf
∗
l Si,l,k




+ neff.
i,l . (6.8)

We can rewrite (6.8) as

yi,l = Gi,llSi,l + neff.
i,l , (6.9)

3We assume that maxm,k τmk ≤ No,∀m, k. Thus, only the previous OFDM symbol causes ISI. For
instance, if the farthest AP that can help with decoding a UE’s signal is 1 km away, then the excess
normalized delay (τmk) is 51 for a sampling time of 6.5 µsec. This is well within one symbol duration.
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Gi,ll =




fTl CrΞ11H11Ctf
∗
l fTl CrΞ12H12Ctf

∗
l . . . fTl CrΞ1KH1KCtf

∗
l

fTl CrΞ21H21Ctf
∗
l fTl CrΞ22H22Ctf

∗
l . . . fTl CrΞ2KH2KCtf

∗
l

... . . . . . .
...

fTl CrΞM1HM1Ctf
∗
l fTl CrΞM2HM2Ctf

∗
l . . . fTl CrΞMKHMKCtf

∗
l



.

(6.10)

where Gi,ll ∈ CM×K is shown in (6.10), Si,l = [Si,l,1, Si,l,2, . . . , Si,l,K ]T ∈ CK×1, and neff.
i,l

being

neff.
i,l =

Ns∑

n=1,n 6=l

Gi,lnSi,n +
Ns∑

n=1

Gi,lnSi−1,n + nl, (6.11)

with the kth column of Gi,ln and Gi,ln ∈ CM×K given by

[Gi,ln]:,k =




fTl CrΞ1kH1kCtf
∗
n

fTl CrΞ2kH2kCtf
∗
n

...

fTl CrΞMkHMkCtf
∗
n



∈ CM×1, (6.12a)

[
Gi,ln

]
:,k

=




fTl CrΞ1kH1kCtf
∗
n

fTl CrΞ2kH2kCtf
∗
n

...

fTl CrΞMkHMkCtf
∗
n



∈ CM×1, (6.12b)

respectively. The mth component of nm ∈ CM×1 is fTl Crnm.

Upon receiving the data streams from all the APs, the CPU combines the M streams

for all the UEs at each sub-carrier to reconstruct the desired UE’s signal from yi,l. The

CPU utilizes the full CSI among all AP-UE links to design the combiner matrix, denoted
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by Vi,l , [vi,l,1,vi,l,2, . . . ,vi,l,K ], with the kth column being vi,l,k ∈ CM×1.4 Thus, the

estimate of the desired signal can be written as Ŝi,l = VH
i,lyi,l. Therefore, the estimated

symbol on the kth stream of the ith OFDM symbol and the lth sub-carrier can be written

as

Ŝi,l,k = vHi,l,kgi,ll,kSi,l,k +
K∑

k′=1,k′ 6=k

vHi,l,kgi,ll,k′Si,l,k′

+
Ns∑

n=1,n 6=l

vHi,l,k

K∑

k′=1

gi,ln,k′Si,n,k′ +
Ns∑

n=1

vHi,l,k

K∑

k′=1

gi,ln,k′Si−1,n,k′ + vHi,l,knl, (6.13)

where the second term is due to muti-UE interference, and the third and the fourth terms

correspond to ICI and ISI arising due to timing misalignment in the uplink transmission,

respectively. This is illustrated in Figure 6.2. Also, gi,ll,k, gi,ln,k, and gi,ln,k denote the

kth column of Gi,ll,k, Gi,ln,k, and Gi,ln,k, respectively. Next, we present the performance

analysis of this time-mismatched uplink CF-mMIMO system.

6.3 Performance Analysis

Based on (6.13), the instantaneous SINR of the kth UE on the lth sub-carrier and the

ith OFDM symbol can be expressed as

ηi,l,k =

∣∣vHi,l,kgi,ll,k
∣∣2 Ei,l,k

MUIi,l,k + ICIi,l,k + ISIi,l,k + σ2
n‖vi,l,k‖2

, (6.14)

where

MUIi,l,k =
K∑

k′=1,k′ 6=k

∣∣vHi,l,kgi,ll,k′
∣∣2 Ei,l,k′ , (6.15a)

4This being the first work on the effects of propagation delays in uplink CF-systems, we consider
availability of perfect CSI to focus attention on the effects of ICI and ISI due to timing mismatches. The
incorporation of imperfect CSI adds to the interference due to the channel estimation error. Further, due
to relative propagation delays, even the channel estimation procedure needs to be addressed with care,
and can be a potential direction for future work.
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<latexit sha1_base64="2Qrze0o44wN3hcQZvt0Cj07f/oM=">AAAB8nicbVDLSsNAFJ3UV62vqks3wSK4Kon4Wha7cVnBPiANZTKdtEPnEWZuhBL6GW5cKOLWr3Hn3zhps9DWAwOHc+5lzj1RwpkBz/t2SmvrG5tb5e3Kzu7e/kH18KhjVKoJbRPFle5F2FDOJG0DA057iaZYRJx2o0kz97tPVBum5CNMExoKPJIsZgSDlYK+wDDWImu2ZoNqzat7c7irxC9IDRVoDapf/aEiqaASCMfGBL6XQJhhDYxwOqv0U0MTTCZ4RANLJRbUhNk88sw9s8rQjZW2T4I7V39vZFgYMxWRncwjmmUvF//zghTi2zBjMkmBSrL4KE65C8rN73eHTFMCfGoJJprZrC4ZY40J2JYqtgR/+eRV0rmo+9f1q4fLWuOuqKOMTtApOkc+ukENdI9aqI0IUugZvaI3B5wX5935WIyWnGLnGP2B8/kDdVmRYg==</latexit>

CP <latexit sha1_base64="hN8Y8xlriezlPM0wGbDcAR/KcY0=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIjvpZFRdyIFe0D2qFk0kwbmkmGJCPUoforblwo4tb/cOffmGlnoa0HAodz7uWeHD9iVGnH+bZyM7Nz8wv5xcLS8srqmr2+UVMilphUsWBCNnykCKOcVDXVjDQiSVDoM1L3+2epX78nUlHB7/QgIl6IupwGFCNtpLa91QqR7skwub44v3q8HYS+YMO2XXRKzghwmrgZKYIMlbb91eoIHIeEa8yQUk3XibSXIKkpZmRYaMWKRAj3UZc0DeUoJMpLRumHcNcoHRgIaR7XcKT+3khQqJQJZibTrGrSS8X/vGasgxMvoTyKNeF4fCiIGdQCplXADpUEazYwBGFJTVaIe0girE1hBVOCO/nlaVLbL7lHpcObg2L5NKsjD7bBDtgDLjgGZXAJKqAKMHgAz+AVvFlP1ov1bn2MR3NWtrMJ/sD6/AHICpV0</latexit>

OFDM Symbol

<latexit sha1_base64="2Qrze0o44wN3hcQZvt0Cj07f/oM=">AAAB8nicbVDLSsNAFJ3UV62vqks3wSK4Kon4Wha7cVnBPiANZTKdtEPnEWZuhBL6GW5cKOLWr3Hn3zhps9DWAwOHc+5lzj1RwpkBz/t2SmvrG5tb5e3Kzu7e/kH18KhjVKoJbRPFle5F2FDOJG0DA057iaZYRJx2o0kz97tPVBum5CNMExoKPJIsZgSDlYK+wDDWImu2ZoNqzat7c7irxC9IDRVoDapf/aEiqaASCMfGBL6XQJhhDYxwOqv0U0MTTCZ4RANLJRbUhNk88sw9s8rQjZW2T4I7V39vZFgYMxWRncwjmmUvF//zghTi2zBjMkmBSrL4KE65C8rN73eHTFMCfGoJJprZrC4ZY40J2JYqtgR/+eRV0rmo+9f1q4fLWuOuqKOMTtApOkc+ukENdI9aqI0IUugZvaI3B5wX5935WIyWnGLnGP2B8/kDdVmRYg==</latexit>

CP <latexit sha1_base64="hN8Y8xlriezlPM0wGbDcAR/KcY0=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIjvpZFRdyIFe0D2qFk0kwbmkmGJCPUoforblwo4tb/cOffmGlnoa0HAodz7uWeHD9iVGnH+bZyM7Nz8wv5xcLS8srqmr2+UVMilphUsWBCNnykCKOcVDXVjDQiSVDoM1L3+2epX78nUlHB7/QgIl6IupwGFCNtpLa91QqR7skwub44v3q8HYS+YMO2XXRKzghwmrgZKYIMlbb91eoIHIeEa8yQUk3XibSXIKkpZmRYaMWKRAj3UZc0DeUoJMpLRumHcNcoHRgIaR7XcKT+3khQqJQJZibTrGrSS8X/vGasgxMvoTyKNeF4fCiIGdQCplXADpUEazYwBGFJTVaIe0girE1hBVOCO/nlaVLbL7lHpcObg2L5NKsjD7bBDtgDLjgGZXAJKqAKMHgAz+AVvFlP1ov1bn2MR3NWtrMJ/sD6/AHICpV0</latexit>

OFDM Symbol

<latexit sha1_base64="2Qrze0o44wN3hcQZvt0Cj07f/oM=">AAAB8nicbVDLSsNAFJ3UV62vqks3wSK4Kon4Wha7cVnBPiANZTKdtEPnEWZuhBL6GW5cKOLWr3Hn3zhps9DWAwOHc+5lzj1RwpkBz/t2SmvrG5tb5e3Kzu7e/kH18KhjVKoJbRPFle5F2FDOJG0DA057iaZYRJx2o0kz97tPVBum5CNMExoKPJIsZgSDlYK+wDDWImu2ZoNqzat7c7irxC9IDRVoDapf/aEiqaASCMfGBL6XQJhhDYxwOqv0U0MTTCZ4RANLJRbUhNk88sw9s8rQjZW2T4I7V39vZFgYMxWRncwjmmUvF//zghTi2zBjMkmBSrL4KE65C8rN73eHTFMCfGoJJprZrC4ZY40J2JYqtgR/+eRV0rmo+9f1q4fLWuOuqKOMTtApOkc+ukENdI9aqI0IUugZvaI3B5wX5935WIyWnGLnGP2B8/kDdVmRYg==</latexit>

CP <latexit sha1_base64="hN8Y8xlriezlPM0wGbDcAR/KcY0=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIjvpZFRdyIFe0D2qFk0kwbmkmGJCPUoforblwo4tb/cOffmGlnoa0HAodz7uWeHD9iVGnH+bZyM7Nz8wv5xcLS8srqmr2+UVMilphUsWBCNnykCKOcVDXVjDQiSVDoM1L3+2epX78nUlHB7/QgIl6IupwGFCNtpLa91QqR7skwub44v3q8HYS+YMO2XXRKzghwmrgZKYIMlbb91eoIHIeEa8yQUk3XibSXIKkpZmRYaMWKRAj3UZc0DeUoJMpLRumHcNcoHRgIaR7XcKT+3khQqJQJZibTrGrSS8X/vGasgxMvoTyKNeF4fCiIGdQCplXADpUEazYwBGFJTVaIe0girE1hBVOCO/nlaVLbL7lHpcObg2L5NKsjD7bBDtgDLjgGZXAJKqAKMHgAz+AVvFlP1ov1bn2MR3NWtrMJ/sD6/AHICpV0</latexit>

OFDM Symbol

<latexit sha1_base64="2Qrze0o44wN3hcQZvt0Cj07f/oM=">AAAB8nicbVDLSsNAFJ3UV62vqks3wSK4Kon4Wha7cVnBPiANZTKdtEPnEWZuhBL6GW5cKOLWr3Hn3zhps9DWAwOHc+5lzj1RwpkBz/t2SmvrG5tb5e3Kzu7e/kH18KhjVKoJbRPFle5F2FDOJG0DA057iaZYRJx2o0kz97tPVBum5CNMExoKPJIsZgSDlYK+wDDWImu2ZoNqzat7c7irxC9IDRVoDapf/aEiqaASCMfGBL6XQJhhDYxwOqv0U0MTTCZ4RANLJRbUhNk88sw9s8rQjZW2T4I7V39vZFgYMxWRncwjmmUvF//zghTi2zBjMkmBSrL4KE65C8rN73eHTFMCfGoJJprZrC4ZY40J2JYqtgR/+eRV0rmo+9f1q4fLWuOuqKOMTtApOkc+ukENdI9aqI0IUugZvaI3B5wX5935WIyWnGLnGP2B8/kDdVmRYg==</latexit>

CP <latexit sha1_base64="hN8Y8xlriezlPM0wGbDcAR/KcY0=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIjvpZFRdyIFe0D2qFk0kwbmkmGJCPUoforblwo4tb/cOffmGlnoa0HAodz7uWeHD9iVGnH+bZyM7Nz8wv5xcLS8srqmr2+UVMilphUsWBCNnykCKOcVDXVjDQiSVDoM1L3+2epX78nUlHB7/QgIl6IupwGFCNtpLa91QqR7skwub44v3q8HYS+YMO2XXRKzghwmrgZKYIMlbb91eoIHIeEa8yQUk3XibSXIKkpZmRYaMWKRAj3UZc0DeUoJMpLRumHcNcoHRgIaR7XcKT+3khQqJQJZibTrGrSS8X/vGasgxMvoTyKNeF4fCiIGdQCplXADpUEazYwBGFJTVaIe0girE1hBVOCO/nlaVLbL7lHpcObg2L5NKsjD7bBDtgDLjgGZXAJKqAKMHgAz+AVvFlP1ov1bn2MR3NWtrMJ/sD6/AHICpV0</latexit>

OFDM Symbol

<latexit sha1_base64="2Qrze0o44wN3hcQZvt0Cj07f/oM=">AAAB8nicbVDLSsNAFJ3UV62vqks3wSK4Kon4Wha7cVnBPiANZTKdtEPnEWZuhBL6GW5cKOLWr3Hn3zhps9DWAwOHc+5lzj1RwpkBz/t2SmvrG5tb5e3Kzu7e/kH18KhjVKoJbRPFle5F2FDOJG0DA057iaZYRJx2o0kz97tPVBum5CNMExoKPJIsZgSDlYK+wDDWImu2ZoNqzat7c7irxC9IDRVoDapf/aEiqaASCMfGBL6XQJhhDYxwOqv0U0MTTCZ4RANLJRbUhNk88sw9s8rQjZW2T4I7V39vZFgYMxWRncwjmmUvF//zghTi2zBjMkmBSrL4KE65C8rN73eHTFMCfGoJJprZrC4ZY40J2JYqtgR/+eRV0rmo+9f1q4fLWuOuqKOMTtApOkc+ukENdI9aqI0IUugZvaI3B5wX5935WIyWnGLnGP2B8/kDdVmRYg==</latexit>

CP
<latexit sha1_base64="hN8Y8xlriezlPM0wGbDcAR/KcY0=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIjvpZFRdyIFe0D2qFk0kwbmkmGJCPUoforblwo4tb/cOffmGlnoa0HAodz7uWeHD9iVGnH+bZyM7Nz8wv5xcLS8srqmr2+UVMilphUsWBCNnykCKOcVDXVjDQiSVDoM1L3+2epX78nUlHB7/QgIl6IupwGFCNtpLa91QqR7skwub44v3q8HYS+YMO2XXRKzghwmrgZKYIMlbb91eoIHIeEa8yQUk3XibSXIKkpZmRYaMWKRAj3UZc0DeUoJMpLRumHcNcoHRgIaR7XcKT+3khQqJQJZibTrGrSS8X/vGasgxMvoTyKNeF4fCiIGdQCplXADpUEazYwBGFJTVaIe0girE1hBVOCO/nlaVLbL7lHpcObg2L5NKsjD7bBDtgDLjgGZXAJKqAKMHgAz+AVvFlP1ov1bn2MR3NWtrMJ/sD6/AHICpV0</latexit>

OFDM Symbol

<latexit sha1_base64="2Qrze0o44wN3hcQZvt0Cj07f/oM=">AAAB8nicbVDLSsNAFJ3UV62vqks3wSK4Kon4Wha7cVnBPiANZTKdtEPnEWZuhBL6GW5cKOLWr3Hn3zhps9DWAwOHc+5lzj1RwpkBz/t2SmvrG5tb5e3Kzu7e/kH18KhjVKoJbRPFle5F2FDOJG0DA057iaZYRJx2o0kz97tPVBum5CNMExoKPJIsZgSDlYK+wDDWImu2ZoNqzat7c7irxC9IDRVoDapf/aEiqaASCMfGBL6XQJhhDYxwOqv0U0MTTCZ4RANLJRbUhNk88sw9s8rQjZW2T4I7V39vZFgYMxWRncwjmmUvF//zghTi2zBjMkmBSrL4KE65C8rN73eHTFMCfGoJJprZrC4ZY40J2JYqtgR/+eRV0rmo+9f1q4fLWuOuqKOMTtApOkc+ukENdI9aqI0IUugZvaI3B5wX5935WIyWnGLnGP2B8/kDdVmRYg==</latexit>

CP
<latexit sha1_base64="hN8Y8xlriezlPM0wGbDcAR/KcY0=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIjvpZFRdyIFe0D2qFk0kwbmkmGJCPUoforblwo4tb/cOffmGlnoa0HAodz7uWeHD9iVGnH+bZyM7Nz8wv5xcLS8srqmr2+UVMilphUsWBCNnykCKOcVDXVjDQiSVDoM1L3+2epX78nUlHB7/QgIl6IupwGFCNtpLa91QqR7skwub44v3q8HYS+YMO2XXRKzghwmrgZKYIMlbb91eoIHIeEa8yQUk3XibSXIKkpZmRYaMWKRAj3UZc0DeUoJMpLRumHcNcoHRgIaR7XcKT+3khQqJQJZibTrGrSS8X/vGasgxMvoTyKNeF4fCiIGdQCplXADpUEazYwBGFJTVaIe0girE1hBVOCO/nlaVLbL7lHpcObg2L5NKsjD7bBDtgDLjgGZXAJKqAKMHgAz+AVvFlP1ov1bn2MR3NWtrMJ/sD6/AHICpV0</latexit>

OFDM Symbol

<latexit sha1_base64="bJidQt9BBCsYiH5JTC8d4yLj6qM=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQiyeJYB6SLGF2MpsMmZ1dZnqFsOQrvHhQxKuf482/cZLsQaMFDUVVN91dQSKFQdf9cgpLyyura8X10sbm1vZOeXevaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsYXU/91iPXRsTqHscJ9yM6UCIUjKKVHm57WReRmEmvXHGr7gzkL/FyUoEc9V75s9uPWRpxhUxSYzqem6CfUY2CST4pdVPDE8pGdMA7lioaceNns4Mn5MgqfRLG2pZCMlN/TmQ0MmYcBbYzojg0i95U/M/rpBhe+plQSYpcsfmiMJUEYzL9nvSF5gzl2BLKtLC3EjakmjK0GZVsCN7iy39J86TqnVfP7k4rtas8jiIcwCEcgwcXUIMbqEMDGETwBC/w6mjn2Xlz3uetBSef2YdfcD6+AbDRkFo=</latexit>

Ns

<latexit sha1_base64="33RbtxoQ2zphL1IvkMQEHX02TuM=">AAAB8XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQiyeJYB6YLGF2MkmGzM4uM71CWPIXXjwo4tW/8ebfOJvsQaMFDUVVN91dQSyFQdf9cgpLyyura8X10sbm1vZOeXevaaJEM95gkYx0O6CGS6F4AwVK3o41p2EgeSsYX2d+65FrIyJ1j5OY+yEdKjEQjKKVHm57aReRsHjaK1fcqjsD+Uu8nFQgR71X/uz2I5aEXCGT1JiO58bop1SjYJJPS93E8JiyMR3yjqWKhtz46eziKTmySp8MIm1L2f2Z+nMipaExkzCwnSHFkVn0MvE/r5Pg4NJPhYoT5IrNFw0SSTAi2fukLzRnKCeWUKaFvZWwEdWUoQ2pZEPwFl/+S5onVe+8enZ3Wqld5XEU4QAO4Rg8uIAa3EAdGsBAwRO8wKtjnGfnzXmftxacfGYffsH5+AZqo5DE</latexit>

Ncp

<latexit sha1_base64="KzUJNtuDauWoNjohFz9Xr8YU2q8=">AAAB9HicbVDJSgNBEK1xjXGLevTSGARPYUbcjkEvHiOYBZIx9HR6kiY9i901wTDMd3jxoIhXP8abf2MnmYMmPih4vFdFVT0vlkKjbX9bS8srq2vrhY3i5tb2zm5pb7+ho0QxXmeRjFTLo5pLEfI6CpS8FStOA0/ypje8mfjNEVdaROE9jmPuBrQfCl8wikZyxUPaQf6EKQ6yrFsq2xV7CrJInJyUIUetW/rq9CKWBDxEJqnWbceO0U2pQsEkz4qdRPOYsiHt87ahIQ24dtPp0Rk5NkqP+JEyFSKZqr8nUhpoPQ480xlQHOh5byL+57UT9K/cVIRxgjxks0V+IglGZJIA6QnFGcqxIZQpYW4lbEAVZWhyKpoQnPmXF0njtOJcVM7vzsrV6zyOAhzCEZyAA5dQhVuoQR0YPMIzvMKbNbJerHfrY9a6ZOUzB/AH1ucPtT+Sug==</latexit>

ith
<latexit sha1_base64="9In6U7KpK4uWGsudI2dOExCOuoQ=">AAAB+nicbVDLTsMwEHR4lvJK4cjFokLiQpUgXscKLhyLRB9SGyrHdVqrjhPZG6AK+RQuHECIK1/Cjb/BbXOAlpFWGs3sanfHjwXX4Djf1sLi0vLKamGtuL6xubVtl3YaOkoUZXUaiUi1fKKZ4JLVgYNgrVgxEvqCNf3h1dhv3jOleSRvYRQzLyR9yQNOCRipa5dSfuRmd2kH2COkMMiyrl12Ks4EeJ64OSmjHLWu/dXpRTQJmQQqiNZt14nBS4kCTgXLip1Es5jQIemztqGShEx76eT0DB8YpYeDSJmSgCfq74mUhFqPQt90hgQGetYbi/957QSCCy/lMk6ASTpdFCQCQ4THOeAeV4yCGBlCqOLmVkwHRBEKJq2iCcGdfXmeNI4r7lnl9OakXL3M4yigPbSPDpGLzlEVXaMaqiOKHtAzekVv1pP1Yr1bH9PWBSuf2UV/YH3+ANttlGk=</latexit>

i� 1th

<latexit sha1_base64="9In6U7KpK4uWGsudI2dOExCOuoQ=">AAAB+nicbVDLTsMwEHR4lvJK4cjFokLiQpUgXscKLhyLRB9SGyrHdVqrjhPZG6AK+RQuHECIK1/Cjb/BbXOAlpFWGs3sanfHjwXX4Djf1sLi0vLKamGtuL6xubVtl3YaOkoUZXUaiUi1fKKZ4JLVgYNgrVgxEvqCNf3h1dhv3jOleSRvYRQzLyR9yQNOCRipa5dSfuRmd2kH2COkMMiyrl12Ks4EeJ64OSmjHLWu/dXpRTQJmQQqiNZt14nBS4kCTgXLip1Es5jQIemztqGShEx76eT0DB8YpYeDSJmSgCfq74mUhFqPQt90hgQGetYbi/957QSCCy/lMk6ASTpdFCQCQ4THOeAeV4yCGBlCqOLmVkwHRBEKJq2iCcGdfXmeNI4r7lnl9OakXL3M4yigPbSPDpGLzlEVXaMaqiOKHtAzekVv1pP1Yr1bH9PWBSuf2UV/YH3+ANttlGk=</latexit>

i� 1th

<latexit sha1_base64="9In6U7KpK4uWGsudI2dOExCOuoQ=">AAAB+nicbVDLTsMwEHR4lvJK4cjFokLiQpUgXscKLhyLRB9SGyrHdVqrjhPZG6AK+RQuHECIK1/Cjb/BbXOAlpFWGs3sanfHjwXX4Djf1sLi0vLKamGtuL6xubVtl3YaOkoUZXUaiUi1fKKZ4JLVgYNgrVgxEvqCNf3h1dhv3jOleSRvYRQzLyR9yQNOCRipa5dSfuRmd2kH2COkMMiyrl12Ks4EeJ64OSmjHLWu/dXpRTQJmQQqiNZt14nBS4kCTgXLip1Es5jQIemztqGShEx76eT0DB8YpYeDSJmSgCfq74mUhFqPQt90hgQGetYbi/957QSCCy/lMk6ASTpdFCQCQ4THOeAeV4yCGBlCqOLmVkwHRBEKJq2iCcGdfXmeNI4r7lnl9OakXL3M4yigPbSPDpGLzlEVXaMaqiOKHtAzekVv1pP1Yr1bH9PWBSuf2UV/YH3+ANttlGk=</latexit>

i� 1th

<latexit sha1_base64="KzUJNtuDauWoNjohFz9Xr8YU2q8=">AAAB9HicbVDJSgNBEK1xjXGLevTSGARPYUbcjkEvHiOYBZIx9HR6kiY9i901wTDMd3jxoIhXP8abf2MnmYMmPih4vFdFVT0vlkKjbX9bS8srq2vrhY3i5tb2zm5pb7+ho0QxXmeRjFTLo5pLEfI6CpS8FStOA0/ypje8mfjNEVdaROE9jmPuBrQfCl8wikZyxUPaQf6EKQ6yrFsq2xV7CrJInJyUIUetW/rq9CKWBDxEJqnWbceO0U2pQsEkz4qdRPOYsiHt87ahIQ24dtPp0Rk5NkqP+JEyFSKZqr8nUhpoPQ480xlQHOh5byL+57UT9K/cVIRxgjxks0V+IglGZJIA6QnFGcqxIZQpYW4lbEAVZWhyKpoQnPmXF0njtOJcVM7vzsrV6zyOAhzCEZyAA5dQhVuoQR0YPMIzvMKbNbJerHfrY9a6ZOUzB/AH1ucPtT+Sug==</latexit>

ith

<latexit sha1_base64="KzUJNtuDauWoNjohFz9Xr8YU2q8=">AAAB9HicbVDJSgNBEK1xjXGLevTSGARPYUbcjkEvHiOYBZIx9HR6kiY9i901wTDMd3jxoIhXP8abf2MnmYMmPih4vFdFVT0vlkKjbX9bS8srq2vrhY3i5tb2zm5pb7+ho0QxXmeRjFTLo5pLEfI6CpS8FStOA0/ypje8mfjNEVdaROE9jmPuBrQfCl8wikZyxUPaQf6EKQ6yrFsq2xV7CrJInJyUIUetW/rq9CKWBDxEJqnWbceO0U2pQsEkz4qdRPOYsiHt87ahIQ24dtPp0Rk5NkqP+JEyFSKZqr8nUhpoPQ480xlQHOh5byL+57UT9K/cVIRxgjxks0V+IglGZJIA6QnFGcqxIZQpYW4lbEAVZWhyKpoQnPmXF0njtOJcVM7vzsrV6zyOAhzCEZyAA5dQhVuoQR0YPMIzvMKbNbJerHfrY9a6ZOUzB/AH1ucPtT+Sug==</latexit>

ith

<latexit sha1_base64="LqUj+8WnrmrcESrxpaEF5n255R8=">AAAB9HicbVDJSgNBEO2JW4xb1KOXxiB4CjPidgyK4DGCWSAZQk+nJmnSs9hdEwzDfIcXD4p49WO8+Td2kjlo9EHB470qqup5sRQabfvLKiwtr6yuFddLG5tb2zvl3b2mjhLFocEjGam2xzRIEUIDBUpoxwpY4EloeaPrqd8ag9IiCu9xEoMbsEEofMEZGsntIjxi2rjJeqmT9coVu2rPQP8SJycVkqPeK392+xFPAgiRS6Z1x7FjdFOmUHAJWambaIgZH7EBdAwNWQDaTWdHZ/TIKH3qR8pUiHSm/pxIWaD1JPBMZ8BwqBe9qfif10nQv3RTEcYJQsjni/xEUozoNAHaFwo4yokhjCthbqV8yBTjaHIqmRCcxZf/kuZJ1Tmvnt2dVmpXeRxFckAOyTFxyAWpkVtSJw3CyQN5Ii/k1Rpbz9ab9T5vLVj5zD75BevjG/zCkkE=</latexit>

UE1

<latexit sha1_base64="NOMCTjSTCr4O0EhXxxANa+P9yzs=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBU0mKX+ClIILHCqYttKFstpt26WYTdyfFEvI7vHhQxKs/xpv/xm2bg7Y+GHi8N8PMPD8WXINtf1uFldW19Y3iZmlre2d3r7x/0NRRoihzaSQi1faJZoJL5gIHwdqxYiT0BWv5o5up3xozpXkkH2ASMy8kA8kDTgkYyesCe4LUvc16aS3rlSt21Z4BLxMnJxWUo9Erf3X7EU1CJoEKonXHsWPwUqKAU8GyUjfRLCZ0RAasY6gkIdNeOjs6wydG6eMgUqYk4Jn6eyIlodaT0DedIYGhXvSm4n9eJ4Hgyku5jBNgks4XBYnAEOFpArjPFaMgJoYQqri5FdMhUYSCyalkQnAWX14mzVrVuaie359V6td5HEV0hI7RKXLQJaqjO9RALqLoET2jV/Rmja0X6936mLcWrHzmEP2B9fkD/CySOw==</latexit>

UE2

<latexit sha1_base64="0H63HPflFWsEK33heLA50so4Xt8=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBU0n8Bi8FETxWMG2hDWWz3bRLN5u4OymWkN/hxYMiXv0x3vw3btsctPXBwOO9GWbm+bHgGmz72yosLa+srhXXSxubW9s75d29ho4SRZlLIxGplk80E1wyFzgI1ooVI6EvWNMf3kz85ogpzSP5AOOYeSHpSx5wSsBIXgfYE6TubdZNT7NuuWJX7SnwInFyUkE56t3yV6cX0SRkEqggWrcdOwYvJQo4FSwrdRLNYkKHpM/ahkoSMu2l06MzfGSUHg4iZUoCnqq/J1ISaj0OfdMZEhjoeW8i/ue1EwiuvJTLOAEm6WxRkAgMEZ4kgHtcMQpibAihiptbMR0QRSiYnEomBGf+5UXSOKk6F9Xz+7NK7TqPo4gO0CE6Rg66RDV0h+rIRRQ9omf0it6skfVivVsfs9aClc/soz+wPn8A/bGSPA==</latexit>

UE3

<latexit sha1_base64="fKiJedtcftvYBePYbxg/Wan4o48=">AAAB8HicbVDLSgNBEOyNrxhfUY9eFoPgKeyKL/AS8OIxgnlIsoTZyWwyZGZ2mekVwpKv8OJBEa9+jjf/xkmyB00saCiquunuChPBDXret1NYWV1b3yhulra2d3b3yvsHTROnmrIGjUWs2yExTHDFGshRsHaiGZGhYK1wdDv1W09MGx6rBxwnLJBkoHjEKUErPXaRpL1M+pNeueJVvRncZeLnpAI56r3yV7cf01QyhVQQYzq+l2CQEY2cCjYpdVPDEkJHZMA6lioimQmy2cET98QqfTeKtS2F7kz9PZERacxYhrZTEhyaRW8q/ud1Uoyug4yrJEWm6HxRlAoXY3f6vdvnmlEUY0sI1dze6tIh0YSizahkQ/AXX14mzbOqf1m9uD+v1G7yOIpwBMdwCj5cQQ3uoA4NoCDhGV7hzdHOi/PufMxbC04+cwh/4Hz+AN6vkHI=</latexit>⌧m1

<latexit sha1_base64="GErKaan7WwiIx3UivXNq0ho4Z1A=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYhA8hd3gC7wEvHiMYB6SLGF2MpsMmZldZnqFsOQrvHhQxKuf482/cZLsQRMLGoqqbrq7wkRwg5737aysrq1vbBa2its7u3v7pYPDpolTTVmDxiLW7ZAYJrhiDeQoWDvRjMhQsFY4up36rSemDY/VA44TFkgyUDzilKCVHrtI0l4mq5NeqexVvBncZeLnpAw56r3SV7cf01QyhVQQYzq+l2CQEY2cCjYpdlPDEkJHZMA6lioimQmy2cET99QqfTeKtS2F7kz9PZERacxYhrZTEhyaRW8q/ud1Uoyug4yrJEWm6HxRlAoXY3f6vdvnmlEUY0sI1dze6tIh0YSizahoQ/AXX14mzWrFv6xc3J+Xazd5HAU4hhM4Ax+uoAZ3UIcGUJDwDK/w5mjnxXl3PuatK04+cwR/4Hz+AOA0kHM=</latexit>⌧m2
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Inter-Carrier
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Figure 6.2: ICI and ISI resulting from delays in receiving the uplink signals at the mth
AP due to the third UE (UE3) whose signal arrives beyond the CP duration.

ICIi,l,k =
K∑

k′=1

Ns∑

n=1,n 6=l

∣∣vHi,l,kgi,ln,k′
∣∣2 Ei,n,k′ , (6.15b)

ISIi,l,k =
K∑

k′=1

Ns∑

n=1

∣∣vHi,l,kgi,ln,k′
∣∣2 Ei−1,n,k′ , (6.15c)

where we have used the fact that the symbols are independent across UEs and across

OFDM symbol indices in the frequency domain. Now, for MRC, vi,l,k = gi,ll,k and for ZFC,

vi,l,k =
[
Gi,ll

(
GH
i,llGi,ll

)−1
]

:,k
. We observe that although ZFC nullifies the effect of multi-

UE interference, the performance would still suffer from ICI and ISI. In a time-aligned

system, ZFC performs well in terms of the achievable SE at high SNR [Chapter 8, [113]],

[108]. However, in our system, as we numerically show in Section 6.4, ZFC can perform

poorly since it ignores the effects of ICI and ISI. Thus, we next provide an interference-

aware combining scheme that takes ICI and ISI into account.
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6.3.a Interference Aware Combining

To tackle the effects of ISI and ICI, the CPU can design a combiner which is MSE optimal

with respect to the received symbol. Essentially, the optimal combiner is the solution of

the following optimization problem:

P1 : min
vi,l,k∈CM×1

E
[∣∣∣Ŝi,l,k − Si,l,k

∣∣∣
2
]
, ∀i, l, k, (6.16)

where our estimate Ŝi,l,k depends on the choice of the combiner vi,l,k. The expectation

in (6.16) can be expanded as

E
[∣∣Si,l,k − vHi,l,kyi,l

∣∣2
]

= Ei,l,k − E2
i,l,kg

H
i,ll,kC

−1
i,l,kgi,ll,k

+
(
vi,l,k − Ei,l,kC−1

i,l,kgi,ll,k
)H

Ci,l,k

(
vi,l,k − Ei,l,kC−1

i,l,kgi,ll,k
)
, (6.17)

where Ci,l,k is defined as

Ci,l,k =

(
K∑

k′=1

Ei,l,k′gi,ll,k′gHi,ll,k′ +
Ns∑

n=1,
n 6=l

K∑

k=1

Ei,n,kgi,ln,kgHi,ln,k

+
Ns∑

n=1

K∑

k=1

Ei−1,n,kgi,ln,kg
H
i,ln,k + σ2

nIM

)
. (6.18)

From (6.17), it is easy to show that the MSE optimal combiner is vopt
i,k,l = Ei,l,kC−1

i,l,kgi,ll,k.

6.3.b Spectral Efficiency

Under the different combining schemes discussed earlier, we can write the average per-UE

SE expression as

Ravg =
Ns

Ncp +Ns

1

KNs

K∑

k=1

Ns∑

l=1

log2 (1 + ηi,l,k) , (6.19)

where ηi,l,k is given by (6.14) and the pre-log factor
Ns

Ncp +Ns

captures the rate loss due

to the CP duration [Chapter 3, [113]]. Also, the factor 1/KNs averages the SE over all
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UEs and the subcarriers.

We next numerically illustrate the effects of propagation delays on the achievable SE

under different combining schemes.

6.4 Numerical Results

We consider a CF-mMIMO system over an area of 1 km2, where the APs are deployed

in a rectangular grid for uniform coverage, and the UE locations are generated uniformly

at random. All the numerical simulations are evaluated over 104 random instantiations of

UEs. The channel impulse response, hmk[n] is generated according to CN (0, σ2
hmk[n]βmk),

where βmk captures the effects of large-scale fading which is frequency independent and

remains constant for a relatively long period of time, and σ2
hmk[n] is the channel tap variance

that follows an exponential power delay profile with
Lhmk∑
n=0

σ2
hmk[n] = 1. For numerical

experiments, we consider Lhmk
= Lh,∀m = 1, . . . ,M and k = 1, . . . , K. The large-scale

fading coefficient βmk = 10

PLmk + ζmk
10 , where PLmk is the distance-dependent path loss

component that follows the three slope COST-HATA model with breakpoint distances

being 10 meters and 50 meters [109]. The shadow fading component is generated as

ζmk ∼ N (0, σ2
sh.), with σsh. being 6 dB [19,107,109]. We employ equal transmit power per

subcarrier, and the symbol SNR is defined as E/σ2
n, where Ei,l,k = E ,∀i, l, k. Other relevant

parameters, such as number of sub-carriers (Ns), APs (M), UEs (K), CP duration (Ncp),

and channel tap length (Lh) are plot-specific and are mentioned along with the figures. The

acronyms used in the figures are as follows: (a) TA : time-aligned system (i.e. τmk = 0), (b)

TM : time-mismatched system where τmk is evaluated as (6.2); and (c) TM + TD : time-

mismatched system employing nearest AP based timing-advance, where τmk is evaluated

as (6.3).

In Figure 6.3, we plot the SE for different values of the symbol SNR considering ZFC at

the CPU. We first observe that at low SNR (−30 to −10 dB), the system is noise-limited,
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Figure 6.3: Plot of the SE vs. symbol SNR. We observe that in a time-mismatched (TM)
system, the impact of ICI and ISI is significant, and the SE saturates at a lower value
compared to the time-aligned (TA) system.

and thus, the difference between time-aligned or time-mismatched systems is negligible.

In the case when Lh = Ncp, after a symbol SNR of 10 dB, the SE of the time-mismatched

system starts to saturate due to ICI and ISI at a considerably lower value (see, e.g., the

curves corresponding to TM with (Lh = 4,M = 32, 64)) compared to the time-aligned

system. Also, as the channel tap length increases, which in turn makes the system more

frequency selective, the ICI and ISI become more pronounced, and the SE of the time-

mismatched system deteriorates significantly (see (Lh = 8,M = 32, 64)). Finally, with

an increase in the number of APs, the performance of the system uniformly improves for

both time-aligned and time-mismatched systems.

Next, to illustrate the performance benefits of interference aware combining over conven-

tional MRC and ZFC, in Figure 6.4, we plot the cumulative distribution function (CDF) of

the SE under different combining schemes with and without timing-advance. Interference
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Figure 6.4: The CDFs of the uplink SE under different combining schemes. The figure
underlines the effectiveness of interference aware combining along with the nearest AP-
based timing-advance. (Acronym: TM + TD.)

aware combining considerably outperforms ZFC in the time-mismatched case; this high-

lights the ICI and ISI suppression ability of the scheme. Further, nearest AP-based tim-

ing advance along with interference-aware combining can potentially attain a performance

close to that of a time-aligned system. The gap in the 90%-likely SEs attained by the inter-

ference aware scheme with timing-advance (see TM + TD : Interference Aware Combining)

and the SE of the time-aligned system is marginal.5

One way to mitigate ICI is to increase the length of the CP. However, from (6.19), the

pre-log factor
Ns

Ncp +Ns

decreases as Ncp is increased. We experiment on this trade-off

in Figure 6.5. For the time-aligned system and time-mismatched system employing time-

advance with interference aware combining, choosing the CP length to equal the channel

tap length is optimal, and any further increase results in a reduction of the SE. However,

5For the time-aligned system, ZFC and interference aware combing perform almost the same. Thus,
to avoid clutter, we omit the CDF corresponding to the time-aligned system with ZFC.
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Figure 6.5: The behavior of SE with increasing CP duration under interference-aware
combining. We observe a trade-off between the ICI suppression capability of an increased
CP length and the rate loss incurred by it.

if we employ only ZFC or interference-aware combining without timing-advance, a larger

CP length is required for optimum SE. For instance, we need a CP length of 10 for the

time-mismatched system with interference aware combining without nearest AP-based

timing-advance. Essentially, an increase in CP length reduces the effects of ICI and ISI

and thus helps to improve the SE. However, beyond a certain CP length, the fractional

SE loss overwhelms the ICI and ISI mitigation effect, and the SE starts to decrease.

6.5 Chapter Summary

In this chapter, we analyzed the impact of the signal propagation delays on the per-

formance of an uplink CF-mMIMO OFDM system. The delays in receiving the uplink

signals result in ICI and ISI, which we mathematically modeled and accounted for in our

SE analysis. We investigated the performance with MRC and ZFC and also presented an

interference-aware combining scheme. We showed that it is important to account for the
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effects of ICI and ISI incurred due to signal propagation delays in CF mMIMO systems,

as the propagation delays are inevitable due to the different relative distances between the

APs and the UEs. We also saw that interference-aware combining coupled with nearest

AP-based timing-advance can improve the system SE compared to a time-aligned system

using classical ZFC or MRC. More sophisticated solutions based on uplink power control,

sub-carrier allocation, and CP length optimization are potential directions for future work.



7 Conclusion

Chapter Highlights
This chapter presents an overall summary of the thesis, underlining the key contributions and

observations. This thesis addressed three facets of CF-mMIMO systems: channel estimation,
DTDD, and UL synchronization. We first developed novel pilot design and allocation algorithms
for CF-mMIMO systems. In particular, our algorithm based on graph coloring ensured no con-
tamination among the UEs being served by one or more common AP(s) and simultaneously
procured an optimal allocation with the least number of orthogonal pilots. Then, we analyzed
the sum UL-DL SE of DTDD-enabled CF systems and developed algorithms for APs’ UL/DL
mode scheduling and UL-DL power allocation. Our major finding is that DTDD-enabled CF is
more resilient to CLIs and can even outperform FD cellular and CF systems with similar antenna
densities. Finally, we developed a theoretical framework to analyze the effects of asynchronous re-
ception on the UL SE of the CF-mMIMO systems. Our analysis and experiments underscored the
importance of the proposed interference-aware combining scheme, which mitigated the resulting
ICI and ISI and resulted in a near synchronous/ideal performance. We benchmarked the perfor-
mances of our proposed schemes with several existing comparable methods and illustrated the
superiority of the developed algorithms in terms of achievable SE, complexity, and convergence.
We conclude with a brief discussion of follow-up research that can be pursued in the future.

190
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This thesis has, on the whole, focused on channel estimation, DTDD, and UL synchro-

nization in CF-mMIMO systems. On channel estimation, one of the major contributions

of this thesis is the development of a low-complexity pilot allocation algorithm that pro-

cures the pilot allocation with a minimum number of orthogonal pilots being reused across

the UEs for CF-mMIMO systems. On DTDD, we found that the combination of DTDD

and CF works like a virtual FD, offering a sum UL-DL SE that surpasses that of an FD

CF system (without requiring SI or IrAI cancelation hardware.) Finally, on UL synchro-

nization, we investigated the issue of the timing advance used for synchronization in UL

cellular systems and how it affects the performance of CF systems.

In the following, we recapitulate our key findings in these three aspects of CF-mMIMO

as they were developed and matured from chapter to chapter.

7.1 Summary of the Thesis

In Chapter 2, we demonstrated three approaches for pilot allocation for CF-mMIMO

systems, each from a different and interesting viewpoint. In Section 2.2, we proposed

channel estimation via quasi-orthonormal pilots (see Definition 2.1). We proved that pilots

from MUOB codebooks minimize coherent interference among the set of quasi-orthogonal

pilot sequences. Further, we pointed out that ZC-sequences could be used to construct

MUOB pilot matrices, complying with the design specification of the 5G-NR standard.

Then, we developed an AP-centric clustering algorithm that facilitated the allocation of

pilots from MUOB codebooks to each cluster. One key advantage of MUOB-based pilot

design is that once the initial AP-UE clusterings are formed, the pilots can be randomly

assigned to each cluster from each MUOB codebook. Essentially, the strength of pilot

contamination from the outer-cluster UEs is allocation-agnostic, thanks to the constant

cross-correlation properties of the MUOB pilots. Hence, MUOB underlines the best (in

terms of estimated channel quality) that can be achieved via random allocation of pilots

to UEs. Our numerical findings illustrated that, in comparison to OPR, MUOB-based
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pilots are superior in terms of achievable SE and UE fairness.

Next, we observed that an equivalent strategy (as developed for MUOB) can lead to

high pilot contamination for orthogonal pilots. After AP-UE clustering, if we randomly

assign orthogonal pilots to each cluster and reuse the same set of pilots across clusters, the

cluster edge UEs can potentially share the same pilot orthogonal pilots. As a consequence,

all the APs in the vicinity of the cluster-edge UEs would procure channel estimates with

high MSE. Thus, to improve the performance of channel estimation via orthogonal pilots,

we developed an iterative pilot allocation algorithm (see Algorithm 3) in Section 2.3. Our

allocation strategy reduced the complexity compared to the previous algorithm (see Al-

gorithm 1, Section 2.2.f) in the sense that it obviated the need for initial AP-centric

clustering. However, the trade-off is the number of iterations required to procure channel

estimates with low MSE at the APs. On the other hand, compared to the several existing

schemes in literature for orthogonal pilot allocation, our algorithm does not require ad-

ditional signaling overhead, e.g., SINR exchanges, for pilot assignment. We numerically

illustrated the proposed algorithm’s performance compared to existing schemes.

Next, we observed that the previous two methods and also the existing works in the

literature focus on pilot design or pilot allocation given a predetermined length for the

pilot sequences. In Section 2.4, we proposed a novel pilot design and allocation algorithm

that ensures no pilot contamination among any pair of UEs that are proximal to a common

AP, and this is guaranteed at all APs. Further, our algorithm (see Algorithm 4) procures

the pilot allocation with a minimum number of orthogonal pilots being reused across the

UEs. Specifically, we recast the problem as a graph-vertex coloring problem and solve it

via a low-complexity algorithm known to be optimal for all bipartite graphs. Numerical

results illustrated the superiority of the proposed technique over existing methods.

At this point of the thesis, we shifted our attention from the channel estimation problem

and analyzed the performance of a DTDD-enabled CF-mMIMO system.

In Chapter 3, we derived the sum UL-DL SE of the DTDD-enabled CF-mMIMO system.
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For ease of exposition, we assumed the availability of perfect CSI. We formulated a sum

UL-DL SE maximization problem for scheduling the UL/DL mode of the APs based

on UL/DL traffic demands of the UEs located in their vicinity. We proved that, with

perfect CSI and perfect InAI cancelation, the sum UL-DL SE is a sub-modular function

of the underlying AP set. We then employed a greedy algorithm to activate the APs in

polynomial time. In the later part of the chapter (see Section 3.3.a and Section 3.3.b), we

relaxed the assumption of perfect CSI and proved similar results considering statistical and

estimated CSI with orthogonal pilots. Our numerical experiments revealed that DTDD-

enabled CF-mMIMO substantially improves the sum SE compared to conventional TDD-

based CF systems. The key reason for the performance improvement in DTDD compared

to TDD-based systems is that the former duplexing scheme acts as a virtual FD system,

simultaneously serving the UL and DL UEs.

Following this, in Chapter 4, we analyzed the performance of a DTDD CF-mMIMO sys-

tem considering the effect of pilot contamination and imperfect InAI cancellation. As a

consequence, the derivations of the sum UL-DL SE became more mathematically involved.

Specifically, due to coherent interference (because of pilot contamination), the sum UL-DL

SE becomes a non-linear function of the underlying UL and DL AP sets. Thus, for math-

ematical tractability, we derived a lower bound of the sum UL-DL SE and reformulated

the AP-scheduling problem based on the maximization of the product of UL-DL SINRs.

We then developed APs’ mode selection algorithm based on the sub-modular nature of the

product of UL-DL SINRs. We performed extensive numerical simulations to validate our

theoretical findings. As a benchmark, we compared the performance of HD DTDD CF

with an FD cellular system and observed that the HD DTDD CF-mMIMO can outper-

form an FD-cellular mMIMO system. Essentially, DTDD CF-mMIMO exploits the joint

signal processing of a CF system coupled with the adaptive scheduling of UL-DL slots

based on the localized traffic demands at the APs. On the other hand, the FD cellular

system suffers from multi-cell interference and the SI at the BSs. Hence, a key advantage
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of DTDD-enabled CF over the FD cellular system is that we no longer need additional

hardware at each AP to cancel the SI.

In the previous chapters (i.e., Chapter 3 and Chapter 4), we considered full power alloca-

tion in UL and equal power allocation in DL. Next, in Chapter 5, we developed FP-based

UL/DL power allocation algorithms and proved the convergence of the sub-problems to

local optima. Further, we provided closed-form update equations using the Lagrange dual

transform and ADMM for the sub-problems, making them easy to implement. Following

this, we compared the performance of DTDD CF with the FD CF system, and we observed

that DTDD outperforms FD when the two systems have a similar antenna density. This

happens because DTDD can schedule the APs in UL or DL based on the localized traffic

load and achieve better array gain for a given antenna density and InAI suppression. Thus,

we conclude that although both DTDD and FD enable the CF system to serve UL and

DL UEs concurrently, DTDD is preferable because it can meet and even outperform FD

without requiring the use of IrAI cancellation hardware.

Finally, in Chapter 6, we analyzed the impact of the signal propagation delays on the

performance of a UL CF-mMIMO OFDM system. The delays in receiving the uplink

signals result in ICI and ISI, which we mathematically modeled and accounted for in our

SE analysis. We investigated the performance with MR and ZF combining and presented

an interference-aware combining scheme. We showed that it is important to account for

the effects of ICI and ISI incurred due to signal propagation delays in CF mMIMO systems,

as the propagation delays are inevitable due to the different relative distances between the

APs and the UEs. We also saw that interference-aware combining coupled with nearest

AP-based timing-advance can improve the system SE compared to a time-aligned system

using classical ZF or MR combining.

Thus, in summary, the key take-home messages from this thesis are as follows:

(i) Pilot allocation is a challenging task for a CF-mMIMO system, and algorithms from
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cellular setup cannot be directly reused in a CF system. Our proposed MUOB-

based pilot design is allocation agnostic and provides the best performance obtainable

via quasi-orthogonal pilots. On the other hand, our proposed vertex-coloring-based

algorithm for orthogonal pilot reuse procures optimal allocation while minimizing

the pilot length. It results in better performance in terms of NMSE of the estimated

channels and the achievable SE compared to the state-of-the-art in the literature.

(ii) Our studies on the use of DTDD in a CF-mMIMO system considered a variety

of practical system imperfections and generalizations, and our key finding is that

DTDD is a promising duplexing scheme for the beyond 5G wireless systems, capable

of serving both UL and DL traffic using only HD hardware. Our experiments revealed

that DTDD CF is more resilient to CLIs and can outperform TDD CF & cellular,

FD cellular, and even FD CF systems in terms of achievable sum UL-DL SE.

(iii) Finally, our work on asynchronous reception effects on UL CF systems showed that

the assumption of perfect synchronism in a distributed system such as CF is a gross

overestimate of the actual performance. We developed a mathematical framework

to understand the effects of ICI and ISI on the UL SE. We also proposed a timing

advance and an interference-aware combining scheme at the CPU, which procures

near-synchronous performance.

As with most research, there is always room for further studies and improvement. We

catalog a few promising directions.

7.2 Future Work

(i) An interesting extension of Chapter 2 is to characterize the optimal SNR threshold

theoretically and explicitly determine the optimal pilot length that balances the

loss in SE with the level of pilot contamination. Also, algorithms for pilot power
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control can be developed to improve the performance of all the algorithms presented

in Chapter 2.

(ii) The works presented in Chapter 3, Chapter 4, and Chapter 5, can be extended

to incorporate fairness constraints. The system performance of CF-DTDD can be

improved by incorporating UL-to-DL UE interference cancellation. Another aspect

worth further investigating is a theoretical analysis of the latency performance of

DTDD-enabled CF-mMIMO systems.

(iii) In Chapter 6, we numerically evaluated the optimal CP length. More sophisticated

solutions based on UL power control, sub-carrier allocation, and CP length opti-

mization are potential future directions of the current work. The results in Chap-

ter 6 are for a centralized CF-mMIMO system, which can be extended to include

distributed combining at the APs, considering perfect and imperfect channel estima-

tion. Also, Chapter 6 only focused on UL asynchronism in CF systems. Exploring the

effects of asynchronous reception in a DL CF-mMIMO system is equally pertinent.

(iv) Finally, the work on DTDD CF mMIMO can be extended to consider an OFDM

framework, incorporating the effects of UL and DL synchronization/timing errors, to

study the overall sum UL-DL SE and to analyze the effects of pilot contamination,

power control, CLIs along with the ICI and ISI.



A Appendix to Chapter 2

A.1 Derivation of MMSE Channel Estimate

Proof. Recall that we are considering a CF-mMIMO system whereM APs, each equipped

with N antennas, jointly serve K single antenna UEs. The channel vector between the

mth AP and kth the UE is modeled as fmk =
√
βmkhmk ∈ CN , where the path loss

component βmk is assumed to be constant for several coherence blocks, and the fast fading

channel, hmk ∼ CN (0, IN), is to be estimated at the start of each coherence interval. Let

U = {1, 2, . . . , K} be the index set of all UEs, and the corresponding pilot sequences be

Φ , {ϕ1,ϕ2, . . . ,ϕK}. We consider the use of pilots of length τp.

Let, the kth UE transmits a pilot signal ϕk with an energy Ep,k, then the received signal

at the mth AP can be expressed as

Yp,m =
√
Ep,kτpfmkϕTk +

∑
i∈U\{k}

√
Ep,iτpfmiϕTi + Wp,m ∈ CN×τp , (A.1)

where, each columns of Wp,m is distributed as CN (0, N0IN). Now, to estimate the kth

UE’s channel, the mth AP post-multiply (A.1) with ϕ∗k, and the processed becomes

yp,m = Yp,mϕ
∗
k =

√
Ep,kτpfmk +

∑
i∈U\{k}

√
Ep,iτp〈ϕi,ϕk〉fmi + Wp,mϕ

∗
k ∈ CN×1, (A.2)

with Wp,mϕ
∗
k ∼ CN (0, N0IN). The MMSE estimate of the kth UE’s channel at the mth
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AP, denoted by f̂mk, can be evaluated as [3]

f̂mk =
E
[
fHmkyp,m

]

E
[
yHp,myp,m

]yp,m =

√
Ep,kτpβmk

N0 + Ep,kβmkτp +
∑

i∈U\{k} Ep,iτpβmi |〈ϕi,ϕk〉|
2 yp,m (A.3)

Also, we can write, f̂mk = fmk − f̃mk, where, f̃mk ∼ CN (0, (βmk − α2
mk)IN), with

α2
mk =

Ep,kβ2
mkτp

N0 + Ep,kβmkτp +
∑

i∈U\{k} Ep,iβmiτp |〈ϕi,ϕk〉|
2 . (A.4)

Letting, Contmk ,
∑

i∈U\{k} Ep,iβmiτp |〈ϕi,ϕk〉|
2, we can show that that [35]

Cont.k =





∑
j∈U\{Ok∪k} Ep,jβmj, Φ ∈ MUOB

∑
j s.t.〈ϕk,ϕj〉=1 τpEp,jβmj, Φ ∈ OPR

(A.5)

which is the pilot contamination experienced by the kth UE. �

A.2 Proof of Theorem 2.2.

Proof. First, note that since the pilot length is τp and Lτp = K, we can always generate

a pilot codebook Φp , [ϕk]k=1:τpL ∈ Cτp×K , such that pilots within each cluster are

mutually orthogonal. Then, ΦpΦ
H
p = LIτp follows from the fact that the intra-cluster

pilots are orthonormal and there are L clusters. Hence, all nonzero singular values of Φp

are equal to
√
L, and consequently, ‖ΦH

p x‖2 = L‖x‖2, ∀x ∈ Cτp . Therefore,

‖ΦH
p Φp‖2

F =
∑

1≤i≤τpL
‖ΦH

p ϕi‖2
2 = L

∑
1≤i≤τpL

‖ϕi‖2
2 = L2τp,

where the last equality follows from the fact that ‖ϕi‖2
2 = 1,∀i. Recall that U \ {Ok ∪ k}

indicates the set of all UEs that do not share the same cluster as kth UE, then,

∑
k∈U

∑
j∈U\{Ok∪k}

|〈ϕj,ϕk〉|2

= ‖ΦH
p Φp‖2

F −
∑

k∈U

∑
j∈Ok∪{k}

|〈ϕj,ϕk〉|2 = τpL(L− 1). (A.6)
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Since the summation in (A.6) contains τ 2
pL(L− 1) non-negative entries, it is easy to infer

that

max
k∈U ,

j∈U\{Ok∪k}

|〈ϕj,ϕk〉|2 ≥
τpL(L− 1)

τ 2
pL(L− 1)

=
1

τp
. (A.7)

Hence, |〈ϕj,ϕk〉|2 is lower bounded by 1
τp
.

We now need to design pilots codebooks that satisfy |〈ϕj,ϕk〉|2 = 1
τp
, ∀k, ∀j /∈ Ok ∪ k.

Invoking the definition of MUOB1 [34], when τp is a prime or a power of a prime, MUOB

codebooks exist provided
√
K ≤ τp < K. Then, (A.7) is satisfied with equality when ϕk

and ϕj are chosen from two distinct MUOB-codebooks. �

A.3 Proof of Theorem 2.3.

Proof. We now analyze the effect of pilot contamination on the system throughput. Our

analysis applies to any random pilot codebook.

A.3.a UL SINR Analysis

Let the kth UE transmit the symbol su,k (E[|su,k|2] = 1) in the UL with an energy of

Eu,k. Let Ak be the set of AP indices that jointly and coherently processes the kth UE’s

signal. After maximal ratio combining at those APs, the kth stream of the accumulated

received signal at the CPU becomes

ru,k =
√
Eu,k

∑
m∈Ak

E
[
f̂Hmkfmk

]
su,k +

√
Eu,k

∑
m∈Ak

{
f̂Hmkfmk − E[f̂Hmkfmk]

}
su,k

+
∑

i∈U\{k}

√
Eu,i

∑
m∈Ak

f̂Hmkfmisu,i +
∑

m∈Ak

f̂Hmkwm, (A.8)

where, wm ∼ CN (0, N0IN) is the receiver noise added at the mth AP. The first and second

term of (A.8) are commonly termed as array gain and beamforming uncertainty [19],

1A set of orthonormal bases {Φj}j=1,...,L of Cτp are said to be mutually unbiased if |〈ϕ1,ϕ2〉|2 = 1/τp
for any ϕ1 ∈ Φl and ϕ2 ∈ Φm, l 6= m.
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γuk =

Eu,k
∣∣∣∣∣
∑

m∈Ak

E[f̂Hmkfmk]

∣∣∣∣∣

2

Eu,kvar
(
∑

m∈Ak

f̂Hmkfmk

)
+

∑
i∈U\{k}

Eu,iE



∣∣∣∣∣
∑

m∈Ak

f̂Hmkfmi

∣∣∣∣∣

2

+N0

∑
m∈Ak

E‖f̂mk‖2

. (A.9)

respectively. Now, applying the use-and-then-forget technique [Chapter. 3, [3]], the UL

SE of kth UE can be expressed2 as λ(1− τp
τ

) log2(1 + γuk ), where, γuk is given by (A.9), and

the closed form expression is evaluated in the following lemma.

Lemma A.1. In the UL, the SINR of the kth UE can written as

γuk =
Eu,kGainu,k

Eu,kvar
(
∑

m∈Ak

f̂Hmkfmk

)
+
∑
i∈
U\{k}

Eu,iIik +N0

∑
m∈Ak

α2
mk

, (A.10)

where,

Gainu,k = N2
(∑

m∈Ak

α2
mk

)2

, (A.11a)

var
(∑

m∈Ak

f̂Hmkfmk

)
=
∑

m∈Ak

Nα2
mkβmk, (A.11b)

Iik = N2

(∑
m∈Ak

α2
mk

√
Ep,i
Ep,k

βmi
βmk

)2

|〈ϕi,ϕk〉|2 +N
∑

m∈Ak

α2
mkβmi. (A.11c)

Proof. The array gain in (A.9), can be written as

E
[∑

m∈Ak

f̂Hmkfmk

]
= E

[∑
m∈Ak

f̂Hmk

[
f̂Hmk + f̃mk

]]
=
∑

m∈Ak

E‖f̂mk‖2 = N
∑

m∈Ak

α2
mk

Thus, the numerator of (A.9), becomes

Eu,k
∣∣∣E[
∑

m∈Ak

f̂Hmkfmk]
∣∣∣
2

= Eu,kN2
(∑

m∈Ak

α2
mk

)2

, (A.12)

2For a coherence interval of τ , we equally partition duration of (τ − τp) channel uses for UL and DL
link data transmission. Thus, the pre-log factor λ(1− τp

τ ) for both UL implies a fraction λ (λ ∈ [0, 1]) of
the data transmission duration is alloted for UL.
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which corroborates with (A.11a). Next,

var
(∑

m∈Ak

f̂Hmkfmk

)
= E

[∣∣∣
∑

m∈Ak

f̂Hmkfmk −
∑

m∈Ak

E
[
f̂Hmkfmk

]∣∣∣
2
]

(a)

=

∑
m∈Ak

E
[∣∣∣f̂Hmkfmk − E

[
f̂Hmkfmk

]∣∣∣
2
]

=
∑

m∈Ak

{
E
[∣∣∣f̂Hmkfmk

∣∣∣
2
]
−
∣∣∣E
[
f̂Hmkfmk

]∣∣∣
2
}

=
∑

m∈Ak

{
E
[∣∣∣f̂Hmk f̃mk + ‖f̂mk‖2

∣∣∣
2
]
−
∣∣∣E‖f̂mk‖2

∣∣∣
2
}

(b)

=

∑
m∈Ak

{
E
[∣∣∣f̂Hmk f̃mk

∣∣∣
2
]

+ E
[
‖f̂mk‖4

]
−N2α4

mk

}

(c)

=

∑
m∈Ak

{
Nα2

mk(βmk − α2
mk) +N(N + 1)α4

mk −N2α4
mk

}
=
∑

m∈Ak

Nα2
mkβmk,

(A.13)

wherein, (a) follows as the variance of sum of independent random variables are sum of

the respective variances. In (b), we note that E
[
f̃mk

]
= 0 and is independent of f̂mk, and

therefore, apply Lemma. A.4. Finally, (c) is obtained using (A.39c). Thus, (A.11b) follows

directly. Next, we derive the multi-user interference term. Prior to that, let us define the

denominator of (A.3) as

d−1
mk = N0 + Ep,kβmkτp +

∑
i∈U\{k}

Ep,iτpβmi |〈ϕi,ϕk〉|2 , (A.14)

and thus, f̂mk =
√
Ep,kτpβmkdmkyp,m. For i 6= k, we can write,

Iik = E
[∣∣∣
∑

m∈Ak

f̂Hmkfmi

∣∣∣
2
]

= E
[∣∣∣
∑

m∈Ak

√
Ep,kτpβmkdmkyHp,mfmi

∣∣∣
2
]

= E

[∣∣∣∣
∑

m∈Ak

√
Ep,kτpβmkdmk

(∑
i′∈U

√
Ep,i′τp〈ϕi′ ,ϕk〉fmi′ + Wp,mϕ

∗
k

)H
fmi

∣∣∣∣
2
]

= E

[∣∣∣∣
∑

m∈Ak

√
Ep,kτpβmkdmkϕTkWH

p,mfmi

∣∣∣∣
2
]

+ E

[∣∣∣∣
∑

m∈Ak

√
Ep,kτpβmkdmk

(∑
i′∈U

√
Ep,i′τp〈ϕi′ ,ϕk〉fmi′

)H
fmi

∣∣∣∣
2
]

= NN0

∑
m∈Ak

Ep,kτpd2
mkβ

2
mkβmi + I1, (A.15)
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I1 = E

[∣∣∣∣
∑

m∈Ak

√
Ep,kτpβmkdmk


 ∑

i′∈U\{i}

√
Ep,i′τp〈ϕi′ ,ϕk〉fmi′ +

√
Ep,iτp〈ϕi,ϕk〉fmi



H

fmi

∣∣∣∣
2
]

(b)

=
E

[∣∣∣∣
∑

m∈Ak

√
Ep,kτpβmkdmk

√
Ep,iτp〈ϕi,ϕk〉‖fmi‖2

∣∣∣∣
2
]

+ E

[∣∣∣∣
∑

m∈Ak

√
Ep,kτpβmkdmk

(∑
i′∈U\{i}

√
Ep,i′τp〈ϕi′ ,ϕk〉fmi′

)H
fmi

∣∣∣∣
2
]

= I2 +N
∑

m∈Ak

∑
i′∈U\{i}

{
Ep,kτpβ2

mkd
2
mk

}
{Ep,i′τpβmiβmi′} |〈ϕi′ ,ϕk〉|2

︸ ︷︷ ︸
,I3

(A.17)

(b): Using (A.40).

where I1 being the second expectation term involved in (A.15), and can be further ma-

nipulated as shown in (A.17), with

I2 , E

[∣∣∣∣
∑

m∈Ak

√
Ep,kτpβmkdmk

√
Ep,iτp〈ϕi,ϕk〉‖fmi‖2

∣∣∣∣
2
]
. (A.16)

Next, we expand I2 as shown in (A.18).

I2 =
∑

m∈Ak

Ep,kEp,iτ 2
pd

2
mkβ

2
mk|〈ϕi,ϕk〉|2E

[
‖fmi‖4

]

+ Ep,kEp,iτ 2
p |〈ϕi,ϕk〉|2E

[∑
m∈Ak

∑
n∈Ak,
m6=n

dmkdnkβmkβnk‖fmi‖2‖fni‖2

]

= N(N + 1)
∑

m∈Ak

Ep,kEp,iτ 2
pd

2
mkβ

2
mk|〈ϕi,ϕk〉|2β2

mi

+N2Ep,kEp,iτ 2
p |〈ϕi,ϕk〉|2

∑
m∈Ak

∑
n∈Ak,
m6=n

dmkdnkβmkβnkβmiβni

= N2
(∑

m∈Ak

Ep,kEp,iτ 2
pd

2
mkβ

2
mk|〈ϕi,ϕk〉|2β2

mi

+Ep,kEp,iτ 2
p |〈ϕi,ϕk〉|2

∑
m∈Ak

∑
n∈Ak,
m 6=n

dmkdnkβmkβnkβmiβni

)

+N
∑

m∈Ak

Ep,kEp,iτ 2
pd

2
mkβ

2
mk|〈ϕi,ϕk〉|2β2

mi

︸ ︷︷ ︸
,I4

= N2
(∑

m∈Ak

√
Ep,kτpdmkβmk

√
Ep,iτpβmi

)2

|〈ϕi,ϕk〉|2 + I4. (A.18)
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Now, the first term of (A.18) can be re-written as

N2
(∑

m∈Ak

√
Ep,kτpdmkβmk

√
Ep,iτpβmi

)2

|〈ϕi,ϕk〉|2

= N2

(∑
m∈Ak

Ep,kτpdmkβ2
mk

√
Ep,iτp
Ep,kτp

βmi
βmk

)2

|〈ϕi,ϕk〉|2

= N2

(∑
m∈Ak

α2
mk

√
Ep,i
Ep,k

βmi
βmk

)2

|〈ϕi,ϕk〉|2, (A.19)

which contributes to coherent interference. Thus, now using (A.17), (A.18), and (A.19),

we have

I1 = N2

(∑
m∈Ak

α2
mk

√
Ep,i
Ep,k

βmi
βmk

)2

|〈ϕi,ϕk〉|2 + I4 + I3. (A.20)

Now, we will simplify the second term of (A.17) as

I3 = N
∑

m∈Ak

∑
i′∈
U\{i}

{
Ep,kτpβ2

mkd
2
mk

}
{Ep,i′τpβmiβmi′} |〈ϕi′ ,ϕk〉|2

= N
∑

m∈Ak

Ep,kτpβ2
mkd

2
mkβmi ×

(∑
i′∈U
Ep,i′τpβmi′ |〈ϕi′ ,ϕk〉|2 − Ep,iτpβmi|〈ϕi,ϕk〉|2

)

= N
∑

m∈Ak

Ep,kτpβ2
mkd

2
mkβmi

∑
i′∈U
Ep,i′τpβmi′|〈ϕi′ ,ϕk〉|2

︸ ︷︷ ︸
,I5

−N
∑

m∈Ak

Ep,kEp,iτ 2
pd

2
mkβ

2
mkβ

2
mi|〈ϕi′ ,ϕk〉|2. (A.21)

Then,

I5 = N
∑

m∈Ak

Ep,kτpβ2
mkd

2
mkβmi

(∑
i′∈U
Ep,i′τpβmi′|〈ϕi′ ,ϕk〉|2

)
, (A.22)

and we also observe here from (A.14) that

∑
i′∈U
Ep,i′τpβmi′ |〈ϕi′ ,ϕk〉|2 =

(
1

dmk
−N0

)
, (A.23)
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which when substituted back in (A.22) results in

I5 =N
∑

m∈Ak

Ep,kτpβ2
mkdmkβmi −NN0

∑
m∈Ak

Ep,kτpβ2
mkd

2
mkβmi. (A.24)

Therefore, inserting (A.24) into (A.21),

I3 =N
∑

m∈Ak

Ep,kτpβ2
mkdmkβmi −NN0

∑
m∈Ak

Ep,kτpβ2
mkd

2
mkβmi

−N
∑

m∈Ak

Ep,kEp,iτ 2
pd

2
mkβ

2
mkβ

2
mi|〈ϕi′ ,ϕk〉|2 (A.25)

Now, substituting (A.20) into (A.15), we get

Iik = NN0

∑
m∈Ak

Ep,kτpd2
mkβ

2
mkβmi

+N2

(∑
m∈Ak

α2
mk

√
Ep,i
Ep,k

βmi
βmk

)2

|〈ϕi,ϕk〉|2 + I4 + I3. (A.26)

Next, substituting for I4 and I3, we get,

Iik = NN0

∑
m∈Ak

Ep,kτpd2
mkβ

2
mkβmi +N2

(∑
m∈Ak

α2
mk

√
Ep,i
Ep,k

βmi
βmk

)2

|〈ϕi,ϕk〉|2

+N
∑

m∈Ak

Ep,kEp,iτ 2
pd

2
mkβ

2
mk|〈ϕi,ϕk〉|2β2

mi +N
∑

m∈Ak

Ep,kτpβ2
mkdmkβmi

−NN0

∑
m∈Ak

Ep,kτpβ2
mkd

2
mkβmi −N

∑
m∈Ak

Ep,kEp,iτ 2
pd

2
mkβ

2
mkβ

2
mi|〈ϕi′ ,ϕk〉|2, (A.27)

and, finally,

Iik =N2

(∑
m∈Ak

α2
mk

√
Ep,i
Ep,k

βmi
βmk

)2

|〈ϕi,ϕk〉|2 +N
∑

m∈Ak

Ep,kτpβ2
mkdmk︸ ︷︷ ︸

α2
mk

βmi. (A.28)

Lastly, the additive noise component of (A.10) trivially follows as f̂mk ∼ CN (0, α2
mkIN).

�

A.3.b DL SINR Analysis

Next, let sd,k be the intended DL signal for the kth UE. Let Ed,m be the total power budget
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of mth AP, and the corresponding power control coefficient ζmk decides what fraction of

power is intended for the kth UE. We employ reciprocity-based matched filter precoding

in the DL. Now, the mth AP serves only a cluster of users indicated by the set Ũm, and

therefore, the DL transmitted signal by the mth AP can be expressed as

rd,m =
∑

i∈Ũm

√
Ed,mζmif̂∗misd,i. (A.29)

Thus, the received signal at the kth UE can be expressed as

rd,k =
∑M

m=1
fTmkrd,m + wk =

∑M

m=1

∑
i∈Ũm

√
Ed,mζmifTmk f̂∗misd,k + wk

=
∑

m∈Ak

√
Ed,mζmkfTmk f̂∗mksd,k +

∑
i∈U\{k}

∑
m∈Ai

√
Ed,mζmifTmkf∗misd,i + wk, (A.30)

where, wk ∼ CN (0, N0) is the receiver noise at the kth user. To apply Use-and-then-Forget

bound, we re-write rd,k as

rd,k = E
[∑

m∈Ak

√
Ed,mζmkfTmk f̂∗mk

]
sd,k +

{∑
m∈Ak

√
Ed,mζmkfTmk f̂∗mk

−E
[∑

m∈Ak

√
Ed,mζmkfTmk f̂∗mk

]}
sd,k +

∑
i∈U\{k}

∑
m∈Ai

√
Ed,mζmifTmkf∗misd,i + wk,

and thus the DL SE becomes (1− λ)(1− τp
τ

) log2(1 + γdk), where,

γdk =
∣∣∣E
[∑

m∈Ak

√
Ed,mζmkfTmk f̂∗mk

]∣∣∣
2
(
var

(∑
m∈Ak

√
Ed,mζmkfTmk f̂∗mk

)

+
∑

i∈U\{k}
E
[∣∣∣
∑

m∈Ai

√
Ed,mζmifTmk f̂∗mi

∣∣∣
2
]

+N0

)−1

. (A.31)

We can apply the exact same analysis to derive the closed-form expressions of the DL

signal gain and the beamforming error variance and show that

E
[∑

m∈Ak

√
Ed,mζmkfTmk f̂∗mk

]
= N

√
Ed,mζmkα2

mk (A.32a)

var
(∑

m∈Ak

√
Ed,mζmkfTmk f̂∗mk

)
= N

∑
m∈Ak

Ed,mζmkα2
mkβmk. (A.32b)

However, there is a subtle difference in the multi-user interference term as the kth UE
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receives a signal from the ith UE (i 6= k) transmitted from the APs that serves ith

UE (m ∈ Ai). We derive the closed-form expression in the following lemma.

Lemma A.2. It can be shown that the DL multi-user interference experienced by the kth

UE due to the ith UE is

E
[∣∣∣
∑

m∈Ai

√
Ed,mζmifTmk f̂∗mi

∣∣∣
2
]

=N2

(∑
m∈Ai

√
Ed,mζmi

√
Ep,k
Ep,i

βmk
βmi

α2
mi

)2

|ϕHi ϕk|2

+N
∑

m∈Ai

Ed,mζmiβmkα2
mi. (A.33)

Proof. The technique of the proof is the same as adopted in the UL case. The key difference

is in the UL we substituted for the desired UE’s estimated channel (i.e., f̂mk) from (A.2),

whereas here we substitute for f̂mi. We show the key steps required to arrive at the final

expression of (A.33).

E
[∣∣∣
∑

m∈Ai

√
Ed,mζmifTmk f̂∗mi

∣∣∣
2
]

= E

[∣∣∣∣∣
∑

m∈Ai

√
Ed,mζmi

√
Ep,iτpβmidmifTmk×

(∑
i′∈U

√
Ep,i′τp〈ϕi′ ,ϕi〉fmi′ + Wp,mϕ

∗
i

)∗∣∣∣∣∣

2]
= Ep,kτpE

[∣∣∣
∑

m∈Ai

d̄mi‖fmk‖2
∣∣∣
2
]
|〈ϕk,ϕi〉|2

+ E

[∣∣∣∣
∑

m∈Ai

d̄mif
T
mk

∑
i′∈
U\k

√
Ep,i′τp〈ϕi′ ,ϕi〉f∗mi′

∣∣∣∣
2
]

︸ ︷︷ ︸
,I5

+E
[∣∣∣
∑

m∈Ai

d̄mif
T
mkW

∗
p,mϕi

∣∣∣
2
]

︸ ︷︷ ︸
,I6

,

(A.34)

where in the last equality we substitute d̄mi =
√
Ed,mζmi

√
Ep,iτpβmidmi. Next, observe

that, as the channel vectors of different users are uncorrelated and zero mean, and so are

the channel vector and the noise component, the sum of the second and third expectations

of (A.34) reduces to

I5 + I6 =N
∑

m∈Ai

∑
i′∈
U\k

d̄2
miEp,i′τpβmkβmi′ |〈ϕi′ ,ϕi〉|2 +NN0

∑
m∈Ai

d̄2
miβmk. (A.35)
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Next, the first expectation (A.34) can be expanded as

E



∣∣∣∣∣
∑

m∈Ai

d̄mi‖fmk‖2

∣∣∣∣∣

2

 =

∑

m∈Ai

d̄2
miE

[
‖fmk‖4

]
+ E

[∑
m∈Ai

∑
n∈Ai
n6=m

d̄mid̄ni‖fmk‖2‖fnk‖2

]

= N(N + 1)
∑

m∈Ai

d̄2
miβ

2
mk +N2

∑
m∈Ai

∑
n∈Ai
n6=m

d̄mid̄niβmkβnk

= N2
(∑

m∈Ai

d̄miβmk

)2

+N
∑

m∈Ai

d̄2
miβ

2
mk. (A.36)

Finally, substituting (A.36),and (A.35) into (A.34), we get

E



∣∣∣∣∣
∑

m∈Ai

√
Ed,mζmifTmk f̂∗mi

∣∣∣∣∣

2

 = Ep,kτp



N

2

(∑

m∈Ai

d̄miβmk

)2

+N
∑

m∈Ai

d̄2
miβ

2
mk



 |〈ϕk,ϕi〉|

2

+N
∑

m∈Ai

∑
i′∈
U\k

d̄2
miEp,i′τpβmkβmi′ |〈ϕi′ ,ϕi〉|2 +NN0

∑
m∈Ai

d̄2
miβmk

= N2
(√
Ep,kτp

∑
m∈Ai

d̄miβmk

)2

|〈ϕk,ϕi〉|2

+N
∑

m∈Ai

d̄2
miβmk

{∑
i′∈U
Ep,i′τpβmi′ |〈ϕi′ ,ϕi〉|2

}
+NN0

∑
m∈Ai

d̄2
miβmk. (A.37)

Now, (A.33) follows by substituting

√
Ep,kτpd̄miβmk =

√
Ed,mζmi

{
Ep,iτpdmiβ2

mi

} βmk
√
Ep,k

βmi
√
Ep,i

, (A.38a)

{
Ep,iτpdmiβ2

mi

}
= α2

mi, (A.38b)

and
{∑

i′∈U
Ep,i′τpβmi′ |〈ϕi′ ,ϕi〉|2

}
=

1

dmi
−N0 (A.38c)

appropriately on (A.37). �

Finally, in the UL, γuk of Lemma A.1 can be re-expressed as γuk of Theorem 2.3. The first

term of (A.28) corresponds to the first term on the denominator of γuk in (2.8a), and merg-

ing (A.13) and N
∑

m∈Ak
α2
mkβmi from (A.28),we obtain the second term of γuk . The rest of

the terms follow directly from Lemma A.1. (2.8b) follows similarly from (A.32a), (A.32b),

and Lemma A.2, and ρd be the maximum normalized (as a multiple of the noise variance

N0) power transmitted by each AP. �
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A.3.b.i Useful Lemma

Lemma A.3. [3, Appendix. A] Let two independent random vectors x and y be distributed

as CN (0, σ2
xIN) and CN (0, σ2

yIN), respectively. Then, the followings results follow

E
[
‖x‖2

]
= Nσ2

x (A.39a)

E
[
‖x‖4

]
= N(N + 1)σ4

x (A.39b)

E
[∣∣(x + y)Hx

∣∣2
]

= N(N + 1)σ4
x +Nσ2

xσ
2
y. (A.39c)

Lemma A.4. [19, (62)] If x and y are independent random vectors and E [x] = 0, then

E
[
|x + y|2

]
= E

[
|x|2
]

+ E
[
|y|2
]
. (A.40)



B Appendix to Chapter 3

B.1 Proof of Theorem 3.4

Proof. We first focus on the UL SE, considering the perfect CSI. If {j} /∈ As is activated in

the DL, then, from (3.12), the UL SINR remains unchanged, i.e., ηu,k(As∪{j}) = ηu,k(As),

for {j} ∈ Ad. If jth AP is activated in the UL, then from (3.8)

ηu,k(As ∪ {j}) =
∑

m∈As

NEu,kβ2
mk∑

k′∈Uu\k Eu,k′βmkβmk′ +N0βmk

+
NEu,kβ2

jk∑
k′∈Uu\k Eu,k′βjkβjk′ +N0βjk

= ηu,k(As) + ηu,k({j}) > ηu,k(As), (B.1)

establishing the monotonicity. Also,

ηu,k(As ∪ {j})− ηu,k(As)

=





0, if {j} operates in DL

ηu,k({j}), if {j} operates in UL
, (B.2)

and therefore, it is easy to see that ηu,k(As ∪ {j})− ηu,k(As) = ηu,k(At ∪ {j})− ηu,k(At).

Thus, the UL SINR is a modular function of the underlying activated AP set. Finally, we

can easily extend the above steps for the trained CSI case. �

B.2 Proof of Theorem 3.5

209
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Proof. Recall that Rs(As) = Rs(Au) +Rs(Ad), where Au and Ad are mutually exclusive

index sets. Hence, if the UL and DL sum SEs are sub-modular functions of the index set

of activated APs, then the sum UL-DL SE is also sub-modular.

From Theorem 3.4, the UL SINR is a monotonically non-decreasing function of the

activated AP set, and since log(1 + x) is monotonically increasing for x ≥ 0, the UL

SE is also a monotonically non-decreasing function of the activated AP set. We now

prove the sub-modular nature of the UL-SE. As the UL-SINR is modular, we can write

(1 + ηu,k(As ∪ {j}))−(1 + ηu,k(As)) = (1 + ηu,k(At ∪ {j}))−(1 + ηu,k(At)), which implies
1 + ηu,k(As ∪ {j})

1 + ηu,k(As)
≥ 1 + ηu,k(At ∪ {j})

1 + ηu,k(At)
. Here, we use the fact that

1

(1 + ηu,k(At))
≤ 1

(1 + ηu,k(At))
,

due to the monotonic non-decreasing nature of the SINR. Also, as
1 + ηu,k(As ∪ {j})

1 + ηu,k(As)
and

1 + ηu,k(At ∪ {j})
1 + ηu,k(At)

are both ≥ 1, using the monotonicity of log(·), we have

log (1 + ηu,k(As ∪ {j}))− log (1 + ηu,k(As))

≥ log (1 + ηu,k(At ∪ {j}))− log (1 + ηu,k(At)) , (B.3)

which establishes the sub-modularity of UL SE of kth UE, ∀k ∈ Uu. We can similarly

prove the sub-modularity of the DL SINR, and as the linear sum of sub-modular functions

is sub-modular [60], Theorem 3.5 holds true. �



C Appendix to Chapter 4

For the definitions of the notations used in the following proofs, the readers can refer

to Table 4.1.

C.1 Proof of Theorem 4.1

Proof. The numerator of (4.5) can be written as

E
[ ∑

m∈Au

f̂Hmk f̂mk + f̂Hmk f̃mk

]
=
∑

m∈Au

E
[
‖f̂mk‖2

]
= N

∑

m∈Au

α2
mk.

Next, we can show var
[ ∑
m∈Au

f̂Hmkfmk

]
=
∑
m∈Au

Nα2
mkβmk. Now, for the UEs that share their

pilot sequences with the kth UE, i.e., for n ∈ Ip\k,

E
[∣∣ ∑

m∈Au

f̂Hmkfmn
∣∣2] = E

[∣∣ ∑

m∈Au

cmk
√
τpEp,kβmk×

( ∑

n′∈Ip

√
Ep,n′τpfmn′ + ẇp,m

)H
fmn
∣∣2]

= N
∑

m∈Au

N0c
2
mkτpEp,kβ2

mkβmn

+E
[∣∣ ∑

m∈Au

cmk
√
τpEp,kβmk

∑

n′∈Ip

√
Ep,n′τpfHmn′fmn

∣∣2]. (C.1)

The last term in the above can be simplified as follows:

E
[∣∣ ∑

m∈Au

cmk
√
τpEp,kβmk

( ∑

n′∈Ip\n

√
Ep,n′τpfmn′+

√
Ep,nτpfmn

)H
fmn
∣∣2]

= N
∑

m∈Au

c2
mkτ

2
pEp,kβ2

mkEp,nβ2
mn
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+N2(
∑

m∈Au

α2
mk

βmn
βmk

√
Ep,n
Ep,k

)2N
∑

m∈Au

∑

n′∈Ip\n

c2
mkτ

2
pEp,kβ2

mkEp,n′βmn′βmn.

Now N
∑
m∈Au

∑
n′∈Ip\n

c2
mkτ

2
pEp,kβ2

mkEp,n′βmn′βmn, can be further expanded as

N
∑

m∈Au

cmk
√
τpEp,kβmkβmn

{
cmk
√
τpEp,kβmk×

∑

n′∈Ip

τpEp,n′βmn′
}
−N

∑

m∈Au

c2
mkτ

2
pEp,kβ2

mkEp,nβ2
mn

= N
∑

m∈Au

τpEp,kcmkβ2
mkβmn −NN0

∑

m∈Au

c2
mkτpEp,kβ2

mkβmn−N
∑

m∈Au

c2
mkτ

2
pEp,kβ2

mkEp,nβ2
mn,

(C.2)

where, in the last step above, we used the fact

cmk
√
τpEp,kβmk

∑

n′∈Ip

τpEp,n′βmn′ =
√
τpEp,kβmk −N0cmk

√
τpEp,kβmk.

Combining (C.1) and (C.2), with α2
mk = τpEp,kcmkβ2

mk, we obtain

∑

n∈Ip\k

Eu,nE
[∣∣ ∑

m∈Au

f̂Hmkfmn
∣∣2]=

∑

n∈Ip\k

Eu,n

(
N2
( ∑

m∈Au

α2
mk

βmn
βmk

√
Ep,n
Ep,k

)2
+N

∑

m∈Au

α2
mkβmn

)
.

(C.3)

The first two terms above correspond to coherent interference (4.8b) and non-coherent

interference, respectively, from UEs that share the kth UE’s pilot. Next, considering the

interference due to the UEs that do not share the kth UE’s pilot, we obtain

∑

q∈Uu\Ip

Eu,nE
[∣∣ ∑

m∈Au

f̂Hmkfmq
∣∣2]= N

∑

q∈Uu\Ip

Eu,n

∑

m∈Au

τpEp,kcmkβ2
mkβmq. (C.4)

Hence, (4.8a) follows via combining the beamforming uncertainty, the second term of (C.3),

and (C.4). Finally, we can derive the inter-AP interference as

∑

n∈Ud

E
[∣∣ ∑

m∈Au

∑

j∈Ad

√
Ed,jκjnf̂

H
mkGmj f̂

∗
jn

∣∣2]

=
∑

n∈Ud

∑

m∈Au

∑

j∈Ad

Ed,jκ
2
jnE
[
tr
(
Gmj f̂

∗
jnf̂

T
jnG

H
mj f̂mk f̂

H
mk

)]
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(a)

=

∑

n∈Ud

∑

m∈Au

∑

j∈Ad

Ed,jκ
2
jntr

(
E
[
Gmj f̂

∗
jnf̂

T
jnG

H
mj

]
E
[
f̂mk f̂

H
mk

])

= N2
∑

m∈Au

∑

j∈Ad

∑

n∈Ud

κ2
jnζmjα

2
mkα

2
jnEd,j.

In (a), we apply the linearity of trace. Then we use the fact that Gmj and fjn are

independent, and therefore, E[Gmj f̂
∗
jnf̂

T
jnG

H
mj] = ζmjE[tr(f̂∗jnf̂

T
jn)]IN = Nα2

jnζmjIN , and

E[f̂mk f̂
H
mk] = α2

mkIN , which yields the final result in (4.8c). �

C.2 Proof of Theorem 4.2

Proof. We note that from (4.9), we can write the effective DL SINR as

ηd,n=
[∣∣ ∑

j∈Ad

κjn
√
Ed,jE

[
fTjnf̂

∗
jn

]∣∣2]×
(
var
{ ∑

j∈Ad

κjn
√
Ed,jf

T
jnf̂
∗
jn

}

+
∑

q∈Ip\n

E
[∣∣ ∑

j∈Ad

κjq
√
Ed,jf

T
jnf̂
∗
jq

∣∣2]+
∑

q∈Ud\Ip

E
[∣∣ ∑

j∈Ad

κjq
√
Ed,qf

T
jnf̂
∗
jq

∣∣2]

+
∑

k∈Uu

Eu,nE
∣∣gnk

∣∣2 +N0

)−1

. (C.5)

The gain and the variance of the beamforming uncertainty related terms, i.e., the nu-

merator term and the first term in the denominator of (C.5), can be obtained via steps

similar to those in the UL case. The second term in the denominator of (C.5), which is

the inter-UE interference due to data streams of the UEs that share pilots with the nth

UE, i.e., q ∈ In\n, can be expressed as (C.6). Further algebraic manipulations yield

∑

q∈Ip\n

E
[∣∣ ∑

j∈Ad

κjq
√
Ed,jf

T
jnf̂
∗
jq

∣∣2]+
∑

q∈Ud\Ip

E
[∣∣ ∑

j∈Ad

κjq
√
Ed,qf

T
jnf̂
∗
jq

∣∣2]

= N2
∑

q∈Ip\n

(∑

j∈Ad

√
Ed,jκjqα

2
jq

√
Ep,n
Ep,q

βjn
βjq

)2
+N

∑

q∈Ud\n

∑

j∈Ad

Ed,jκ
2
jqβjnα

2
jq. (C.7)

The first term in (C.7) equates to (4.11b). The second term together with the nth UE’s

beamforming uncertainty corresponds to (4.11a), and (4.11c) follows from E
∣∣gnk

∣∣2 = εnk.
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E
[∣∣ ∑

j∈Ad

κjq
√
Ed,jf

T
jnf̂
∗
jq

∣∣2] = E
[∣∣ ∑

j∈Ad

κjq
√
Ed,jτp

√
Ep,nEp,qcjqβjq‖fjn‖2

∣∣2]

+E
[∣∣ ∑

j∈Ad

κjq
√
Ed,jcjq

√
τpEp,qβjqfTjn

( ∑

q′∈Ip\n

√
τpEp,q′fjq′ + ẇp,j

)∣∣2]

= N(N + 1)τ 2
pEp,nEp,q

∑

j∈Ad

κ2
jqEd,jc

2
jqβ

2
jqβ

2
jn

+N2τ 2
pEp,nEp,q

(∑

j∈Ad

√
Ed,jκjqcjqβjqβjn

)( ∑

j′∈Ad,j
′ 6=j

√
Ed,j′κj′qcj′qβj′qβj′n

)

+NτpEp,q
∑

j∈Ad

κ2
jqEd,jc

2
jqβ

2
jq

( ∑

q′∈Ip\n

τpEp,q′βjq′ +N0

)
βjn. (C.6)

�

C.3 Proof of Theorem 4.3

Proof. We present an inductive proof. Let us assume we schedule the APs in As such that

fmk(As) is maximized. Now consider the setAt, such thatAs ⊆ At. We need to prove that,

if we schedule any AP {j} /∈ At next, the incremental gain obtained by adding {j} to At is

smaller than the incremental gain achieved by adding {j} to As. Now, by our hypothesis,

the set As is determined first to maximize fmk(.). Therefore, since AP {j} is not part of

As, the product SINR under As is greater than that attained via only activating the {j}th

AP in either of the mode of transmissions, that is,
∏K

k=1

∑
m∈As

Gmk(As)∑
m∈As

Imk(As)
≥∏K

k=1

Gjk({j})
Ijk({j})

.

Using the monotonic nondecreasing property in Definition 4.1, we can write

K∏

k=1

∑
m∈At

Gmk(At)∑
m∈At

Imk(At)
≥

K∏

k=1

∑
m∈As

Gmk(As)∑
m∈As

Imk(As)
⇒
∏K

k=1

∑
m∈At

Gmk(At)−
∏K

k=1

∑
m∈At

Gmk(As)∏K
k=1

∑
m∈At

Imk(At)−
∏K

k=1

∑
m∈As

Imk(As)

≥
∏K

k=1

∑
m∈As

Gmk(As)∏K
k=1

∑
m∈As

Imk(As)
≥

K∏

k=1

Gjk({j})
Ijk({j})

⇒ −
K∏

k=1

Ijk({j})
K∏

k=1

∑

m∈As

Gmk(As)+
K∏

k=1

Gjk({j})
K∏

k=1

∑

m∈As

Imk(As)
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−
K∏

k=1

(
Ijk({j}) +

∑

m∈As

Imk(As)
) K∏

k=1

∑

m∈As

Gmk(As)

+
K∏

k=1

(
Gjk({j}) +

∑

m∈As

Gmk(As)
) K∏

k=1

∑

m∈As

Imk(As)

≥ −
K∏

k=1

(
Ijk({j}) +

∑

m∈At

Imk(At)
) K∏

k=1

∑

m∈At

Gmk(At)

+
K∏

k=1

(
Gjk({j}) +

∑

m∈At

Gmk(At)
) K∏

k=1

∑

m∈At

Imk(At). (C.9)

≥ −
K∏

k=1

Ijk({j})
K∏

k=1

∑

m∈At

Gmk(At)+
K∏

k=1

Gjk({j})
K∏

k=1

∑

m∈At

Imk(At) (C.8)

Next, adding and subtracting
∏K

k=1

∑
m∈As

Gmk(As)
∏K

k=1

∑
m∈As

Imk(As) on the left hand

side and
∏K

k=1

∑
m∈At

Gmk(At)
∏K

k=1

∑
m∈At

Imk(At) on the right hand side of (C.8), we

get (C.9), equivalently

−
K∏

k=1

∑

m∈As∪{j}

Imk(As ∪ {j})
K∏

k=1

∑

m∈As

Gmk(As)+
K∏

k=1

∑

m∈As∪{j}

Gmk(As ∪ {j})
K∏

k=1

∑

m∈As

Imk(As)

≥ −
K∏

k=1

∑

m∈At∪{j}

Imk(At ∪ {j})
K∏

k=1

∑

m∈At

Gmk(At)+
K∏

k=1

∑

m∈At∪{j}

Gmk(At ∪ {j})
K∏

k=1

∑

m∈At

Imk(At).

Using the fact that

K∏

k=1

∑

m∈As∪{j}

Imk(As ∪ {j})
K∏

k=1

∑

m∈As

Imk(As)≤
K∏

k=1

∑

m∈At∪{j}

Imk(At ∪ {j})
K∏

k=1

∑

m∈At

Imk(At),

we can finally write,

K∏
k=1

∑
m∈As∪{j}

Gmk(As ∪ {j})

K∏
k=1

∑
m∈As∪{j}

Imk(As ∪ {j})
−

K∏
k=1

∑
m∈As

Gmk(As)
K∏
k=1

∑
m∈As

Imk(As)
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≥

K∏
k=1

∑
m∈At∪{j}

Gmk(At ∪ {j})

K∏
k=1

∑
m∈At∪{j}

Imk(At ∪ {j})
−

K∏
k=1

∑
m∈At

Gmk(At)
K∏
k=1

∑
m∈At

Imk(At)
,

which reduces to Theorem 4.3. �



D Appendix to Chapter 5

D.1 Proof of Lemma 5.2

Proof. With ZF combining, the mth term of E[ukk] in (??) evaluates to

γmkE[eTl(k)(Z
H
u,mZu,m)−1ZH

u,mfmk] = α2
mk. (D.1)

Next, we evaluate E[ukiu
H
ki] ∈ C|Au|×|Au| in closed form. First, we consider the UEs that

use the same pilot as the kth UE, i.e., the UEs indexed by i ∈ Pl(k), i 6= k. In this case,

the mth diagonal entry of E[ukiu
H
ki] can be expanded as

E[vHmkfmif
H
mivmk] = E[vHmk f̂mif̂

H
mivmk] + E[vHmk f̃mif̃

H
mivmk]

(a)

=
α4
mk + E[vHmkE[f̃mif̃

H
mi]vmk]. (D.2)

Here, in (a) we use the fact that E[vHmk f̂mif̂
H
mivmk] = α4

mk if i ∈ Pl(k). Next, since f̃mi ∼

CN (0, (βmi−α2
mi)IN) and E[vHmkvmk] =

α2
mk

N − τp
, E[vHmkE[f̃mif̃

H
mi]vmk] =

1

N − τp
α2
mk(βmi−

α2
mi). The off-diagonal (m,n)th element of E[ukiu

H
ki] can be calculated as [E[ukiu

H
ki]]m,n =

E[vHmk f̂mif̂
H
nivnk] + E[vHmk f̃mif̃

H
nivnk] = α2

mkα
2
ni. Next, for the UEs that do not share the

same pilot as the kth UE (∀i′ /∈ Pl(k)), it is easy to show that the off-diagonal entries

of E[uki′u
H
ki′ ] are zero. The mth diagonal entry can be evaluated as E[vHmkfmi′f

H
mi′vmk] =

E[vHmkE[f̃mi′ f̃
H
mi′ ]vmk] =

α2
mk(βmi′ − α2

mi′)

(N − τp)
.

Next, we can show that E[|vHmkG̃mjpjn|2] =
Nζ InAP

mj α2
mk

(N − τp)
. It is easy to argue that due to

the independence of the channel vectors involved, the off-diagonal entries of E[dknd
H
kn] are
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zero. Finally, Neff. = N0diag

(
α2

1k

N − τp
, . . . ,

α2
|Au|k

N − τp

)
. This completes the key steps in the

derivation of ωopt.
k . With a little algebraic manipulation, we arrive at the expressions in

the Lemma. �

D.2 Proof of Lemma 5.4

Proof. Here, we provide the important steps involved in the proof. The beamforming

gain,

∣∣∣∣∣
∑
j∈Ad

κjn
√Edf

H
jnpjn

∣∣∣∣∣

2

, after substituting for pjn, with E
[
‖Zd,j(Z

H
d,jZd,j)

−1el(n)‖2
]

=

cjn
(N − τp)

and f̂jn = cjn
√
τpEp,jβjnZd,jel(n), can be evaluated as follows:

Ed

∣∣∣∣∣
∑

j∈Ad

κjn

√
(N − τp)c−1

jn f̂HjnZd,j

(
ZH

d,jZd,j

)−1
el(n)

∣∣∣∣∣

2

= (N − τp)Ed

(∑

j∈Ad

κjnαjn

)2

. (D.3)

Next, from the denominator of (3.12), we can rewrite Ed

(
var{κTndnn}+

∑
q∈Ud\n E[|κTq dnq|2]

)

as Ed

(∑
q∈Ud

E[|κTq dnq|2]− |E[κTndnn]|2
)
. Substituting for dnq and κq, we get

∑

q∈Ud

E
[∣∣κTq dnq

∣∣2
]

=
∑

q∈Ud

E
[∣∣∣
∑

j∈Ad

κjqf
T
jnpjq

∣∣∣
2
]
, (D.4)

which can be evaluated as (N−τp)
∑

q∈Pl(n)

(∑
j∈Ad

κjqαjn

)2

+
∑
q∈Ud

∑
j∈Ad

κjq(βjn−α2
jn). Then,

with
∣∣E[κTndnn]

∣∣2 = (N − τp)
(∑

j∈Ad
κjnαjn

)2

, we get (5.16a) and (4.11a). �

D.3 Proof of Proposition 5.2

Proof. First, optimizing f (Eu,$u) is equivalent to optimizing f (Eu,$u, $̃u), where

f (Eu,$u, $̃u) =
∑

k∈Uu

ln (1 +$u,k)−
∑

k∈Uu

$u,k + f(Eu, $̃u), (D.5)
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due to the equivalence of
∑

k∈Uu

(1 +$u,k)Gu,k (Eu)

Gu,k (Eu) + Iu,k (Eu)
and f(Eu, $̃u). Next, we observe

that f
(
Eiter+1

u ,$iter+1
u , $̃iter+1

u

)
≥ f

(
Eiter

u ,$iter
u , $̃iter

u

)
, because at iteration indexed

by iter + 1, each of these variables optimally solves the equivalent convex surrogate f(·)

while keeping the other two variables fixed. Since f (Eu,$u, $̃u) has a finite upper bound,

the algorithm is globally convergent. �

D.4 Proof of Corollary 5.2

Proof. The proof follows using similar techniques as in Lemmas 5.3 and 5.4. We only

explain the proof for IrAI. The power of the IrAI with ZF is E
[∣∣√Edκmnv

H
mkG

SI
mpmn

∣∣2
]

=

Edκ
2
mnE
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2
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, where for the inner expectation, we

note that the ith diagonal entry, E
[
GSI
mpmnp

H
mnG

SI
m
H
]
ii
, can be evaluated as

E
[
GSI
m [i, :] pmnp

H
mnG

SI
m
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]

= tr
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mn
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E
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Here, GSI
m [i, :] denotes the ith row of GSI

m. It is easy to show that the off-diagonal terms

evaluate to zero. Thus, E
[
GSI
mpmnp

H
mnG

SI
m
H
]

= Ntxζ
SI
mmINrx

. Finally, with ZF combining,

E [‖vmk‖2] =
α2
mk

Nrx − τp
. �

D.5 Numerical experiments on the convergence of Al-
gorithm 7 and Algorithm 9

Now, we validate the rate of convergence (we define this as the difference in the iter-

ates/cost function between two consecutive iterations of the algorithms) of the iterates (i.e.,

κ and Eu) as a function of the iteration count. We evaluate the UL and DL power alloca-

tion algorithms with different initializations of κ and Eu, and observe convergence within
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Figure D.1: Rate of convergence of UL power control coefficients
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Figure D.2: Rate of convergence of the equivalent cost given in (5.20)

6/7 iterations while ensuring the gap between two consecutive iterates no more than 0.001
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Figure D.3: Rate of convergence of DL power control coefficients
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Figure D.4: Rate of convergence of the equivalent cost, i.e., f(κ,$d).
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Figure D.5: Convergence of the UL cost function for two different initializations. The
legends indicate the initial power allocation.

upon convergence. Specifically, Figure D.5 illustrates the convergence claimed in Proposi-

tion 5.2 in the revised manuscript. Similar results can be generated for DL, but we omit

it to avoid repetition. Convergence properties of the overall AO of UL and DL power

allocation are illustrated in Figure D.6, Figure D.7, and Figure D.8. These experiments

reveal fast convergence of the proposed algorithms in terms of cost function as well as

the iterates involved in the algorithm, even with a large number of APs and UEs in the

system.
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Figure D.6: Convergence of the AO of sum UL-DL SE (cost function) for two different
initializations. The legends indicate the initial power allocation
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Figure D.7: Rate of convergence of overall alternating optimization with different number
of UEs in the system.
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Figure D.8: Rate of convergence of overall alternating optimization with different number
of APs in the system.
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