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Abstract

Intelligent reflecting surface (IRS), also referred to as reconfigurable intelligent surface
(RIS), is an emerging technology aimed at dynamically controlling the propagation envi-
ronment of next-generation wireless systems. An IRS comprises a large array of passive
phase shifters whose configurations can be adaptively adjusted to co-phase the reflected
signals at the receiver, thereby mitigating the channel impairments such as fading and
shadowing. Despite its promising benefits, the practical deployment of IRS entails several
signal processing challenges that require careful investigation. This thesis addresses three
fundamental problems in this context, with an emphasis on low-complexity solutions and

rigorous performance analysis of IRS-assisted wireless systems.

The first part of this thesis focuses on developing a low-complexity approach to harness
the full potential of IRS-aided systems. Conventionally, optimizing the IRS phase con-
figuration involves a three-stage procedure: (i) estimating the channels of all the links,
(ii) computing the optimal phase shifts, and (iii) transporting the phase angles from the
base station (BS) to the IRS, resulting in a three-fold overhead. To circumvent this, we
develop an alternative scheme wherein, in every time slot, the IRS phases are randomly
sampled, and a user equipment (UE) is scheduled opportunistically for data transmission.
The central idea is that, with a sufficiently large number of UEs, a randomly chosen IRS
configuration is likely to be near-optimal (i.e., beamforming-aligned) for at least one UE.
Scheduling such a UE, for e.g., using a proportional-fair (PF) scheduler, for data trans-
mission allows us to obtain most of the IRS gains without explicitly optimizing the IRS,
thereby eliminating the associated overheads. Moreover, it is easy to find the UE that ex-
periences the highest SNR (or PF metric) for a given randomly chosen phase configuration
using one of several splitting or timer-based methods. We perform an in-depth analysis
of this scheme under various channel models and frequency bands. For example, we show
that the number of UEs required to attain a spectral efficiency (SE) close to the beam-
forming SE grows exponentially with the rank of the IRS spatial covariance matrix. We
also propose alternative strategies that improve this scaling. Furthermore, we extend the

scheme to frequency-selective channels using orthogonal frequency-division multiplexing
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(OFDM) and characterize the resulting performance tradeoffs.

The second part of this thesis explores the impact of IRS deployment in a multi-operator
wireless system, where each operator serves its UEs over non-overlapping frequency bands.
Given that IRSs are inherently passive and lack active RF components such as band-pass
filters, they cannot selectively reflect signals confined to specific frequency bands. This
raises a key question: if an IRS is deployed and controlled by one operator, how does it
affect the performance of out-of-band (OOB) operators operating in adjacent frequency
bands? To address this, we first analyze a two-operator scenario where one operator con-
trols a single IRS. Our findings reveal that, although the IRS introduces random phase
shifts to the OOB signals, the IRS elements collectively enhance the OOB UE performance,
albeit with lower gains than those experienced by the controlling operator. Specifically,
in sub-6 GHz bands, the IRS induces rich scattering for the OOB UEs, while in mmWave
bands, it increases the likelihood of virtual line-of-sight (LoS) paths. We further show
that deploying multiple IRSs amplifies these benefits for OOB users due to spatial diver-
sity. Further, for ease of implementing a multiple-IRS setup, we propose a low-complexity
channel estimation technique tailored for distributed IRS deployments, which notably
maintains constant pilot overhead when the number of IRSs does not exceed a threshold.
Lastly, we generalize our analysis to multi-operator networks where each operator con-
trols its own IRS, and investigate the limits of inter-operator cooperation gains in realistic

wireless environments.

The final part of this thesis investigates the performance of wideband beamforming with
IRS, where the IRS configuration is designed to beamform wideband signals. A fundamen-
tal challenge in this case arises due to the frequency-flat nature of phase shifters, which
limits their ability to focus energy uniformly across a wide frequency band. This results
in a spatial-wideband effect at the UE, leading to the beam-squint or beam-split (B-SP)
effect in the frequency domain, causing a degradation of the array gain and the achievable
throughput. To address this issue, we propose two low-complexity mitigation strategies.
First, we introduce a distributed IRS architecture in which multiple smaller IRSs are
strategically deployed. This architecture reduces the severity of the spatial-wideband ef-
fect by parallelizing the spatial delay spread and exploiting the angle diversity. However,
it may introduce temporal delay spread (TDS) unless signals from different sub-IRSs ar-
rive within the same sampling bin. In this view, we formulate and solve an optimization
problem to determine the optimal placement of IRSs that minimizes TDS over a set of
all possible UE locations. In the second approach, we leverage the law of energy con-
servation to show that, under the B-SP effect, the IRS must inherently form different
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beams across different frequency components. Exploiting this insight, we propose an op-
portunistic OFDMA framework that assigns different subbands to different UEs, enabling
the system to harness full array gain across the entire bandwidth through multi-user di-
versity. Lastly, we observe that in sub-6 GHz bands, frequency selectivity is dominated by
rich multipath effects rather than the B-SP phenomenon. Accordingly, we develop a joint
IRS phase optimization strategy using a majorization-minimization framework tailored for

OFDM systems that maximizes the overall sum-rate at a given UE.

In summary, this thesis explores three core aspects of IRS-aided wireless systems: oppor-
tunistic user scheduling, performance of IRS-aided multi-operator systems, and wideband
beamforming strategies. It demonstrates how even a randomly configured IRS can extract
most of its benefits and improve the performance of wireless communication systems. The

major takeaways are as follows:

e We develop novel opportunistic scheduling schemes that employ randomly selected
IRS phase configurations and leverage multi-user diversity. These schemes deliver
near-optimal IRS gains without explicit optimization of the IRS phase configurations

or incurring the associated signaling overheads.

e We analyze the impact of the IRS in multi-operator environments, particularly on
the OOB users. A key finding is that IRSs, despite being controlled by one operator,

can enhance the performance of OOB operators by improving their effective channels.

e Finally, we develop low-complexity techniques to enable wideband beamforming us-
ing phase-shifter-based IRSs. In particular, we show that a distributed IRS archi-
tecture inherently mitigates the B-SP effect, while an opportunistic OFDMA strategy

exploits it to enhance system throughput under a randomly configured IRS phase.

By benchmarking the proposed techniques in this thesis against other existing methods,
we show that our solutions can achieve superior performance while maintaining low time

and computational complexities.
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Simultaneous Orthogonal Matching Pursuit
Synchronization Signal Block
Single-User OFDM

Spatial-Wideband

Time Division Duplex

Time Division Multiple Access
Temporal Delay Spread

Tera Hertz

True-Time Delay

User-Equipment

Uplink

Uniform Linear Array

Uniform Planar Array

Ultra Reliable and Low Latency Communications

Zero Forcing




(zeneral Mathematical Notation

Vectors and matrices are denoted by boldface small and capital letters, respectively. Sets

are denoted by calligraphy letters. The rest of the notation is listed below.

Field
R, R* Field of real numbers, positive real numbers
C Field of complex numbers
Set
[N] Set of truncated natural numbers: {1,2,..., N}
|A| Cardinality of the set A
AUB Union of the set A and B
ANB Intersection of the set A and B
A\B Set difference: set of elements in A that are not in B
A° Complement of the set A
ACB A is subset of B
Vectors
a], ith element of vector a
(a,b) Inner product between two vectors a and b
1/p
lall, l, norm of a vctor a: (Z:Ll ][a]n|p>
e; 1th column of identity matrix
On All zero vector of length N
1y All one vector of length N
diag(a) Diagonal matrix with entries of a along its diagonal
supp(a) Support of the vector a
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Matrices

A®B
AoB
AcoB
AoB
diag(A)
vec(A)
N
A>B

Identity matrix of dimension N x N

All zero matrix of dimension M x N

A matrix A whose columns are ag,...,ay

(m, n)th entry of A

nth column of A

mth row of A

Transpose of a matrix A

Inverse of a matrix A

Pseudo-inverse of a matrix A

Conjugation of a matrix A

Conjugate transpose (Hermitian) of a matrix A
Kronecker product of matrices A and B
Khatri-Rao product of matrices A and B
Hadamard product of matrices A and B
Element-wise division of matrices A and B
Vector containing the diagonal entries of the matrix A
Column-wise vectorized version of matrix A
Frobenius norm of matrix A

A — B is a positive semi-definite matrix

Standard Symbols

RNXM

CNXM

|z, z*

Lx, arg(x)
O(-),2(-), 0()
*, ®

x!

The set of real-valued N x M matrices
The set of complex-valued N x M matrices

Absolute value/complex conjugate of a complex scalar/vector x/x

Phase of a complex scalar/vector z/x
Landau’s Big-O, Omega, Small-O notations
Linear convolution operator

Factorial of =

The statement holds for all z (in the set that « belongs to)

Real part and imaginary part of x
DFT (IDFT) matrix (unless otherwise mentioned.)
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Functions

TgL)(- i) Confluent Lauricella function

Fy(z) Nth order Fejér Kernel evaluated at x

[(x) Gamma function

I (a, z;b) Generalized upper incomplete Gamma function
I'(a,x) Upper incomplete Gamma function

K, (z) nth order modified Bessel function of second kind
sgn(x) sign of x

Iy Indicator function

-1, -] Ceil and floor functions

d(z) Dirac-delta function

Otz Kronecker delta function

W) Lambert-W function

\VAAVA Gradient and Hessian operators

a(o) Array steering response vector at angle ¢
Probability

N(p, %)
Uldo, ¢1]
exp()
Ber(p)
Bin(n, p)
iid.

N

a.s

Probability measure of an event

Expectation of a random variable/vector

Variance of a random variable/vector

Circularly symmetric complex normal distribution with
mean p, covariance X

Real normal distribution with mean p, covariance 3
Uniform distribution over support [¢, ¢1]

Exponential distribution with parameter A

Bernoulli distribution with parameter p

Binomial distribution with parameters n, p

independent and identically distributed

Convergence in distribution

Convergence in almost sure sense

Random variable X stochastically dominates the variable Y
Random variables X and Y are equal in distribution
Cumulative distribution function (CDF) of random variable X
Probability density function (PDF) of random variable X
CDF of a real standard normal Gaussian variable

The regular @Q-function obtained as 1 — ®(x)
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1 | Intelligent Reflecting Surfaces: A
Game Changer for 5G & Beyond

With the rapid advancement of communication technologies, the wireless industry is in-
creasingly prioritizing the delivery of high-speed, highly reliable, and ubiquitous connectiv-
ity services. Wireless cellular communication began in the 1980s with the first generation
(1G), and since then, a new generation of cellular technology has emerged approximately
every decade, leading to the current deployment of fifth-generation (5G) networks, known
as “5G-New Radio” (5G NR). Looking ahead, next-generation wireless systems are ex-
pected to support an even broader range of applications across various sectors, including
enhanced broadband, the Internet of Things (IoT), healthcare, and smart vehicles. 5G
is envisaged to cater to three key use cases [1]: 1) enhanced mobile broadband (eMBB),
2) massive machine-type communications (MMTC), and 3) ultra-reliable and low-latency
communications (URLLC). The success of 5G networks in meeting the requirements of
these use-cases is quantified using a diverse range of key performance indicators (KPIs.)
However, meeting these growing demands necessitates a fundamental shift in how wireless
systems are designed. A key breakthrough in this evolution has been the introduction of
multiple-antenna array systems, which have significantly enhanced performance (such as
higher data rates) without consuming additional scarce resources like time, bandwidth,
and energy. We next briefly outline the fundamental contributions of antenna array signal
processing to wireless communication, laying the groundwork for the necessity of intelli-
gent reflecting surfaces (IRSs) for next-generation wireless systems, which is the central

focus of this thesis.
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1.1 Array Signal Processing for Wireless Communica-

tions: Benefits and Limitations

With the integration of antenna arrays at both the base station (BS) and user equipment
(UE), significant performance improvements have been achieved on several fronts. The

key advantages of using antenna arrays include:
1. Beamforming (or) array gain,
2. Spatial diversity gain,
3. Spatial multiplexing gain.

Beamforming gain: It is the ability of multiple antennas to collectively form a beam, con-
centrating the transmitted signal’s energy towards the receiver. This technique enhances
the signal-to-noise ratio (SNR) at a UE, which significantly improves the communication
rate. At its core, beamforming is a form of spatial filtering, where multiple antennas
sample the signal in the spatial domain and selectively transmit/receive signals within a
specific range of spatial frequencies, corresponding to a specific physical direction or angle.
Since beamforming relies on antenna arrays, it is also known as array gain. Depending
on the application, different beamforming techniques can be employed, including maximal
ratio transmission (MRT), zero-forcing (ZF) precoding, and minimum mean-square error

(MMSE) precoding, each offering unique trade-offs in performance and complexity.

Spatial diversity gain: Wireless channels are prone to fading, which can lead to deep
fade events, which are periods when the signal strength drops significantly. These events
can increase packet error rates at the receiver, making reliable communication challenging.
In this context, diversity serves as a fundamental technique to mitigate the effects of
fading by enabling signals to propagate through multiple independent wireless paths. The
core principle is that while some channels may undergo deep fades, others are likely to
remain strong, thereby preserving the overall link reliability. When multiple antennas
are deployed, the channel independence across these antennas introduces spatial diversity,

which significantly improves robustness and minimizes the detrimental effects of fading.
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Spatial multiplexing gain: In a multiple-input multiple-output (MIMO) system, we
can leverage the additional spatial degrees of freedom to transmit multiple data streams
simultaneously over independent channels without requiring additional bandwidth or time
resources. This enables us to efficiently use the spectrum, leading to higher throughput

and network performance.

Although antenna array systems provide significant advantages, fully harnessing their
potential requires the implementation of advanced and efficient array signal processing

algorithms. As a result, these systems also come with many challenges and overheads, like

1. Higher energy consumption due to multiple antennas, radio-frequency (RF) chains,

and amplifiers
2. Larger time complexity incurred for channel estimation and beamforming
3. Pilot contamination and need for more robust interference mitigation hardware
4. Higher cost of implementation /larger form factors of the antenna array
5. Sophisticated data decoding procedures, costly feedback/control overheads, etc.

Therefore, unless low-complezity and efficient array signal processing techniques are de-
ployed, the overheads mentioned above can easily undermine the advantages of using
antenna arrays in a system. Moreover, a fundamental characteristic of multiple-antenna
systems is that they enhance data transmission by adapting the transmitted signal to the
propagation environment, rather than directly controlling the wireless channel itself. This
limitation, along with the need for low-complexity solutions, serves as the motivation for
the development of intelligent reflecting surfaces (IRSs).

Unlike traditional antenna arrays, IRSs provide a means to shape and control the wireless
channel while remaining nearly passive. Thus, integrating IRS technology enables next-
generation antenna array systems to jointly control and adapt to the wireless channel. We

next explore the innovative IRS technology in detail and subsequently remark on how IRS
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further enhances the beamforming, spatial diversity, and spatial multiplexing capabilities,

which helps to place the contributions of this thesis in context.

1.2 Intelligent Reflecting Surfaces: Working Principle
and State-of-the-Art

Intelligent reflecting surface, also referred to as reconfigurable intelligent surface (RIS),
consists of an array of passive elements capable of manipulating an incident electromag-
netic wave to steer its reflection in a required direction. A prominent technique to imple-
ment an [RS involves the use of metamaterials, which are artificially engineered structures
with reconfigurable electromagnetic properties [2]. These materials allow the effective
refractive index of each element to be dynamically adjusted, thereby enabling precise con-
trol of the reflection coefficient at the point of incidence. Consequently, by tuning the
IRS elements to induce specific phase shifts and amplitude responses, it becomes feasi-
ble to reconfigure the wireless environment as per our requirement. In particular, this
capability facilitates the intelligent control of the wireless channels between any pair of
transceivers in the network, opening new avenues for enhancing spectral efficiency (SE),
reliable communication, mitigating interference, etc.

To make the discussion more concrete, a simplified schematic of an IRS-assisted wireless
communication system is illustrated in Fig. 1.1. This example considers a single BS and a
single UE, each equipped with a single antenna. An IRS consisting of N passive reflecting
elements is deployed at an appropriate location within the environment, and as described
above, the reflection coefficient of each element of the IRS is independently programmable.

As a consequence, the overall channel at a UE, say, indexed by k, can be expressed as

he = v/ Brihy  ©Ohy + v/ Baghar, (1.1)

where hg, is the small-scale fading channel from BS to UE-k in the direct link, h;, hyj €
C¥ are the small-scale fading channels from BS to IRS, and IRS to UE-k respectively, and

Bak, Br denote the large-scale path loss of direct and cascaded channels via the IRS at
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Figure 1.1: An IRS-assisted wireless system.

UE-k. Further, ® € CN*¥ is a diagonal matrix that contains the reconfigurable reflection
coefficients of the IRS elements and is modeled as © = diag ([Clej¢1, Gei?2, .. (yel?N] T) ,
where ¢, € [0,1] and ¢,, € [0,27) denote the amplitude and phase of the reflection
coefficient at nth IRS element. If we design our IRS circuit elements such that the reflection
coefficients have equal magnitude, then, we can set ¢, = 1 for all n € [N] = {1,2,..., N}
without loss of generality, and the IRS reflection coefficient matrix, ® becomes a phase
shift matrix: © = diag ([ej¢1,ej¢2, o ej‘ﬁN}T).

It is evident from (1.1) that the overall wireless channel can be effectively manipulated
using the phase-shift array at the IRS, even when both the BS and the UE are equipped
with just a single antenna. Extending this idea further, when multiple active antennas are
employed at the BS and/or UE in conjunction with a large array of passive reflecting ele-
ments at the IRS, the system acquires substantial flexibility. Specifically, the IRS enables
us to shape the channel, and the transmitter array at the BS adapts the transmission to
channel conditions, thereby allowing for fine-tuned optimization of the end-to-end wireless

link in accordance with specific performance objectives.

1.2.a Integrating IRSs into Next-Generation Wireless Systems

We now shift our focus toward understanding the different protocols involved in integrat-
ing IRSs into next-generation wireless communication systems. As previously discussed,
the IRS modifies the channel by imparting a carefully designed phase shift at each of
its elements. However, to apply the desired configuration at the IRS, it is essential to

implement a structured three-phase protocol, as described below:
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1. Channel estimation: The first step involves acquiring knowledge of the underlying
channel coefficients, also called channel state information (CSI), between the BS and
the UE. Specifically, from (1.1), it can be observed that in the presence of an IRS
comprising N elements, the total number of channel coefficients is 2N + 1, including
the direct BS-UE path, BS-IRS link, and IRS-UE link. However, since the knowledge
of the cascaded channel, denoted as h, = hy ; ® hy, where © represents the element-
wise (Hadamard) product, is sufficient for optimizing the IRS phase shifts [2], we need
to estimate N + 1 coefficients, which in turn requires the use of at least N + 1 known

pilot signals, unless these parameters are significantly correlated.
2. Channel feedback & phase optimization:

(a) The goal of the channel feedback step is to enable the BS to acquire the CSI
estimated in the previous step. In the case of frequency division duplexing (FDD),
the estimated CSI is fed back to the BS via a dedicated feedback link, after the UE
performs channel estimation in the downlink. However, in time-division duplexing
(TDD) systems, by leveraging channel reciprocity, the BS can directly estimate
the uplink channel and infer the corresponding downlink CSI from it. This, in
turn, enables efficient signaling strategies that eliminate the need for explicit CSI

feedback from UE to BS, thereby reducing the signaling overheads.

(b) In the phase optimization step, the BS computes the optimal IRS phase configura-
tion based on the acquired CSI. This typically involves formulating and solving an
optimization problem aimed at enhancing a specific performance metric, such as
received signal power, spectral efficiency, or signal-to-interference-plus-noise ratio,

while satisfying the unit-modulus constraint imposed by the IRS phase shifts.

3. IRS phase transportation: This is the final step in configuring an IRS. Owing to the
passive nature of the IRS, the BS is responsible for performing the phase optimization
process. Once the optimal phase shifts are determined, these phase angles are trans-
ported from the BS to the IRS controller through a dedicated control link. The IRS

controller then programs each reflecting element with its respective phase shift, thereby
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Figure 1.2: Control signaling steps in configuring an IRS. The left-hand figure shows the exchange
of information among different nodes, and its timing diagram is shown on the right.

realizing the intended manipulation of the wireless channel.

Figure 1.2 provides a schematic illustration of the complete procedure for configuring an

IRS and integrating it into a wireless communication system.

1.2.b Use-cases and Deployment Scenarios: The State-of-the-Art

Integrating an IRS into a wireless system enables overall channel optimization and can
enhance system performance in multiple ways [3-8]. Below, we briefly summarize several
approaches proposed in the literature for configuring the IRS and harnessing its benefits:

In [9], the authors demonstrate that an IRS can create a virtual line-of-sight (LoS) path
between the BS and UEs, leading to improved SNR and spectral efficiency (SE). Simi-
larly, [10] shows that optimizing IRS phase shifts for a given channel increases the received
SNR quadratically with the number of IRS elements. In [11], the authors focus on maxi-
mizing the energy efficiency, while works in [12-14] propose joint active and passive beam-
forming algorithms that underscore the adaptability and controllability of IRS-enabled
systems, as discussed in Sec. 1.1. Moreover, IRS phase optimization in MIMO and or-

thogonal frequency division multiplexing (OFDM) systems has been addressed in [15-20].
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However, realizing the benefits of an IRS requires accurate CSI; accordingly, several works
have investigated channel estimation with various guarantees and complexities [21-35].
Coverage enhancement via IRS is explored in [5, 36|, the effect of IRSs on inter-BS in-
terference in [37], and IRS-based interference nulling in [38|. Additionally, physical layer
security improvements using IRSs are discussed in [39], and the role of IRS in integrated
sensing and communications is demonstrated in [40].

A few studies have also investigated randomly configured IRSs. Blind beamforming
and diversity analysis with random IRS phases are reported in [41-44], although these
methods incur high time complexity. Also, [45] employs randomized IRSs to protect
against wireless jammers. For wideband systems, methods for channel estimation and
beam training accounting for spatial wideband effects have been developed in [46-48|,
Localization of UEs is addressed in [49], while [50,51] leverage wideband phenomena
to enhance cell coverage and the performance of OFDM-based multiple access. Finally,
several works [52-55] use true time-delay (TTD) units at the IRS to enable coherent
beamforming over the entire operational bandwidth.

Regarding deployment scenarios, IRS technology is envisioned for indoor environments,
where it can enhance throughput and coverage for IoT applications [56], as well as for
outdoor scenarios, as discussed in the previous paragraph.

Beyond academic research, several industrial bodies are also actively advancing through
the IRS technology. The European Telecommunications Standards Institute (ETSI) has
dedicated study items on IRS [57], the Telecommunications Standards Development So-
ciety (TSDSI), an standards development organization of India has proposed interface
design options and implementation methods for IRS-aided systems [58,59], and industry
leaders such as Qualcomm and ZTE routinely host workshops, underscoring the growing
interest in practical IRS implementation.

Despite these advances, the key challenges remain. Incorporating an IRS into a wireless
system introduces substantial overheads. Without the development of low-complexity,
high-performance schemes, the real-time deployability of IRS becomes a challenge. Also,

the fundamental performance limits of many IRS use cases are still not well understood.
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Addressing these issues is crucial for fully realizing the benefits of IRSs in practical systems.

1.3 Scope of this Thesis

This thesis primarily investigates two key aspects of IRS-aided wireless systems:
1. Design of IRS-aided wireless systems with particular emphasis on low-complezity,
2. Performance analysis of IRS-aided systems under practical deployment constraints.

Accordingly, the thesis is organized into three main parts, each addressing a distinct, yet
interconnected class of problems. In the following, we provide an overview of the research

questions tackled in each part and discuss the key contributions of this thesis.

1.3.a PART - 1: Low-Complexity Methods for Optimal Benefits

The first part of this thesis delves into the fundamental principles governing the operation
of the IRS, as outlined in Section 1.2.a. We first recognize that incorporating an IRS into

a wireless communication system leads to incurring the following three-fold overheads:

1. CSI estimation overheads: As detailed in Section 1.2.a, the first step involves es-
timating the CSI of all the links. Notably, the required pilot overhead scales linearly
with the number of reflecting elements at the IRS. Even when advanced estimation
techniques are employed to reduce this complexity, the system still suffers from channel

estimation errors, which again scale with the number of IRS elements [60].

2. Optimization overheads: To determine the optimal phase angles, the BS must first
acquire the CSI estimated in the first step. In scenarios where CSI is obtained via
feedback, this process introduces its own overheads [61]. Once the CSI is acquired at the
BS, it solves an optimization problem to jointly determine the IRS phase configuration
along with other relevant system parameters. In general, this optimization problem is
inherently non-convex, making it computationally intractable to solve optimally. As a
result, significant computational resources must be allocated to obtain a near-optimal

IRS phase configuration, particularly when the system dimensions are large.
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3. Transportation overheads: Finally, since the phase information of every element
has to be transported from BS to IRS (see the phase transportation step in Sec. 1.2.a),
this overhead also potentially scales linearly in the number of IRS elements, N. For
e.g., if the resolution of the phase shifter at an IRS element is d, then N log,(d) bits

have to be conveyed to the IRS every time the IRS is reconfigured.

Clearly, when compared to a system without an IRS, an IRS-aided system can incur a
significant amount of additional time and computational complexity. These added com-
plexities reduce the time and power available for data transmission, thereby undermining
the professed benefits of incorporating an IRS. This observation raises a crucial question,

which forms the central focus of PART 1 of this thesis.

Problem for PART - 1

How can we obtain optimal IRS benefits without optimizing the IRS and

without incurring the three-fold overheads?

We provide an affirmative answer to this question using the following idea:

Solution for the problem of PART - 1

Configure the IRS phases randomly and adopt opportunistic scheduling!

The core concept underlying an opportunistic communication (OC) framework is to allo-
cate system resources to those UEs that experience the most favorable channel conditions
within a given resource element. For instance, in a time-division multiple access (TDMA)
system employing single-carrier transmission, the BS schedules, in each time slot, the UE
witnessing the strongest instantaneous channel conditions for data transmission. Within

this context, the central premise of our approach is as follows:

Premise of the idea in PART - 1: Random IRS becomes optimal IRS

With multiple UEs, a random IRS phase is near-optimal to at least one UE;
opportunistically scheduling that UE reaps optimal gain without optimization!

While the effectiveness of this approach is inherently tied to scenarios involving a large
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number of UEs, such conditions are generally anticipated in next-generation wireless net-

works to support dense user populations [62]. Consequently, the proposed strategy is

well-aligned with the characteristics and requirements of advanced wireless systems.
Within the scope of this framework, PART 1 of the thesis addresses the following key

research questions:

Q1: What performance guarantees can be established for different opportunistic schedul-

ing policies when the IRS configurations are randomly selected?

Q2: What is the appropriate sampling distribution from which random IRS phase con-

figurations should be drawn to achieve (near-)optimal system performance?

Q3: What is the minimum number of UEs required to attain a specified opportunistic

scheduling gain from the IRS?

Q4: How does the proposed scheme perform under various channel models, including

sub-6 GHz and mmWave propagation environments?

Q5: Finally, how does system performance vary between narrowband and wideband chan-

nel conditions?

In Sec. 1.4.a (and in Sec. 1.4.c.ii for mmWave bands), we summarize the answers to
the above questions and outline the key contributions of this part of the thesis. Our
main finding is that an opportunistic scheduling framework can achieve near-optimal IRS
performance without relying on complex optimization procedures while maintaining low
time and computational overheads, and even when there are only a moderate number of

UEs in the system.

1.3.b  PART - 2: Does an IRS Degrade Out-of-Band Performance?

This part of the thesis investigates a critical concern associated with the deployment of
IRSs in practical wireless systems. In real-world network environments, it is common for
multiple wireless service providers (or mobile operators) to offer services within the same

geographical region. Each operator is typically allocated a distinct yet closely spaced
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frequency band for serving its subscribers. In such a setting, consider a scenario where
one operator (called the in-band operator) deploys and controls an IRS to optimize service
for its own users. Then, a natural question is: How does the deployment of this IRS impact
the channel characteristics and performance of users served by a different operator, referred
to as the out-of-band (OOB) operator that operates in a nearby but non-overlapping band?

This question is of practical relevance due to the passive and frequency-agnostic nature of
IRSs, as discussed in Section 1.2. Unlike active devices, IRSs are not equipped with band-
pass filters capable of selectively reflecting signals of the operator who deployed the IRS.
As a result, an IRS reflects all incident electromagnetic signals, thereby unintentionally al-
tering the wireless propagation environment for OOB users as well. For instance, consider
the n78 band in 5G New Radio (NR), which spans the frequency range of 3300-3800 MHz,
corresponding to a total bandwidth of 500 MHz. Since the maximum carrier bandwidth
permitted in 5G NR is 100 MHz, this band can simultaneously accommodate five different
operators even if the full 100 MHz is allotted to each operator. In such a deployment
scenario, although each operator transmits within a non-overlapping portion of the spec-
trum, the IRS will reflect signals from all operators with comparable efficiency, given that
they operate within the same frequency range. This creates the possibility of unintended
channel modifications for OOB users.

Thus, PART 2 of the thesis is dedicated to rigorously addressing the pivotal question:

Problem for PART - 2

How does an IRS deployed by a mobile operator affect the performance of an OOB

operator providing services in the same geographical area?

We find that the answer to this question is as follows:

Solution for the problem of PART - 2

The OOB channel gain improves due to the presence of an uncontrolled
IRS. In sub-6 GHz bands, the gain improves monotonically (O(N)) with the
number of IRS elements, N. In mmWave bands, the gain dramatically improves
(O(N?)) with a probability whose value decreases as O(1/N).
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To arrive at the above conclusion, we consider a wireless system comprising two operators,
wherein only one of them deploys and controls an IRS. Through this setup, we aim to

systematically answer the following key research questions:

Q1: How does the ergodic spectral efficiency scale for both the in-band and OOB oper-

ators in the presence of an IRS controlled only by the in-band operator?

Q2: What is the behavior of the outage probability of UEs associated with both the
in-band and OOB operators?

Q3: How does performance vary for sub-6 GHz and mmWave propagation environments?*

Q4: How do the performance trends differ between single-IRS and multiple-IRS deploy-

ments for both operators?

Q5: How can we design efficient CSI estimation algorithms for multi-IRS setups that

incur minimal pilot overhead at the in-band operator?

Q6: To what extent does the OOB performance depend on the choice of scheduling
algorithms employed by the OOB operator?

Q7: Finally, focusing specifically on the mmWave regime, if each operator independently
deploys and controls its own IRS, what are the individual performance gains or losses
arising from the presence of OOB IRSs, and what additional benefit, if any, can be

realized through inter-operator cooperation?

The answers to these questions are summarized in Section 1.4.b. Our finding reveals
that each mobile operator can independently deploy and manage its own IRS infrastruc-
ture without significant cooperation with other operators, thereby maintaining network

autonomy while benefiting from the advantages of IRS technology.

'We consider scenarios where both operators operate in the same frequency regime—either sub-6 GHz

or mmWave; but exclude cases where one operator uses sub-6 GHz and the other mmWave bands.
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1.3.c PART - 3: IRS-aided Wideband Beamforming

In this final part of the thesis, we turn our focus to a critical and largely open challenge:
enabling IRSs to effectively beamform wideband signals, and we propose viable solutions
to address this issue. This study encompasses both sub-6 GHz and mmWave communi-
cation bands. The core challenge arises from the fundamental limitations of using phase
shifters at the IRS for beamforming. Specifically, wideband signals generally experience
frequency-selective fading, where the channel response differs across frequency compo-
nents. In contrast, IRS phase shifters exhibit a frequency-flat response over the entire
bandwidth, limiting their ability to adapt to the frequency-dependent variations of the
channel. Consequently, the IRS cannot perfectly align its reflection phases with the de-
sired channel across all frequency subbands, thereby degrading its beamforming efficiency
in wideband settings. This issue can be better understood in the context of classical array
signal processing theory [63], where the canonical structure for wideband beamforming is
the delay-and-sum architecture using true-time delay (T'TD) units. Under the narrowband
assumption, this architecture simplifies to a phase shift-and-sum beamformer, which mir-
rors the operational design of typical IRS implementations. However, incorporating TTD
units at the IRS is impractical due to their bulkiness, power consumption, and complexity,
which defeat the low-cost and passive design philosophy of IRSs. Motivated by this gap,
we explore and develop low-complexity, hardware-friendly techniques to enable wideband

beamforming of IRSs, which constitutes the central focus of this part of the thesis.

mmWave bands: In this frequency range, the frequency selectivity of the channel is
attributed to the spatial-wideband effect—a phenomenon where the signal propagation
delay across the aperture of a large IRS becomes comparable to, or even exceeds, the
sampling duration. This leads to the so-called beam-split (B-SP) effect, wherein the
IRS focuses its reflected energy toward a given UE only over a portion of the operating
bandwidth. As a result, both the array gain and throughput degrade significantly in
wideband scenarios.

Motivated by the above considerations, we aim to address the following core problem:
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Problem for PART - 3

How to handle/control beam-split effects using low-complexity techniques?

To tackle this challenge, we pursue two complementary approaches:

e In the first approach, the B-SP effect is treated as an impairment. Accordingly, we
develop a low-complexity mitigation strategy to suppress its adverse impact on the

achievable array gain and throughput at a UE.

e In the second approach, we take a different perspective wherein the B-SP effect can be

exploited to enhance system throughput from a network-level viewpoint.

Then, the key ideas behind these approaches are outlined as follows.

Premise of the idea in PART - 3

1. Partitioning a large IRS into multiple smaller, distributed IRSs allows

for effective control and mitigation of the B-SP effect at a given UE.

2. Adopting an opportunistic OFDMA approach exploits the B-SP effect to yield

the full array gain across the entire bandwidth from a network perspective.

In particular, we address the following specific questions:

Mitigating beam-split effect

Q1: What is the maximum permissible number of IRS elements required to effectively

control the B-SP effect?

Q2: How does the delay spread introduced by distributed sub-IRSs impact the achievable

data rate at a given UE?
Q3: What is the optimal choice of locations of the sub-IRSs?
Q4: Can multiple IRSs offer diversity benefits to further mitigate the B-SP effect?

Q5: How does the complexity of the proposed approach compare with existing methods?
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We address these questions in Sec. 1.4.c.i and summarize the key contributions related to

mitigating the B-SP effect.

Exploiting beam-split effect
Q1: What is the precise nature of the frequency selectivity induced by the B-SP effect?

Q2: What is the rationale behind employing an opportunistic OFDMA strategy with

multiple UEs to achieve full beamforming gain over the bandwidth?
Q3: What is the success rate of the scheme for achieving a target SNR across the BW?
Q4: How many UEs are necessary to achieve a target success rate with high probability?

Q5: What is the achievable throughput of the system using the proposed opportunistic
OFDMA strategy?

In Sec. 1.4.c.ii, we briefly answer these questions and highlight the key contributions

concerning the exploitation of the B-SP effect.

Sub-6 GHz bands: Here, the channel frequency selectivity primarily arises due to the
rich scattering induced by multipath propagation through the IRS. As a result, in multi-
carrier communication systems such as OFDM, each subcarrier experiences a distinct
channel gain. This variation poses a fundamental challenge to IRS-based beamforming
in wideband systems, where the phase configuration of the IRS cannot be simultaneously
optimal across all subcarriers.

Motivated by this observation, we pose the following research question:

Q1: What is the optimal IRS phase configuration that maximizes the OFDM system’s

sum-rate while maintaining low complexity and high performance?

In the next section, we summarize the key contributions of this thesis, addressing the

key questions and challenges discussed above.
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1.4 Outline and Contributions of this thesis

As mentioned earlier, this thesis is organized in three parts. We outline the contributions

of these parts in the following subsections.

1.4.a PART - 1: IRS-assisted Opportunistic Communications

Part-1 comprises Chapters 2 and 3 and deals with IRS-assisted opportunistic communi-
cations, where the key objective is to obtain SNR-optimal performance without explicitly
optimizing the IRS or incurring the associated overheads. In particular, when the number
of UEs gets large, a randomly chosen IRS configuration will be near-optimal to at least one
UE in the system with high probability; this is the benefit of multi-user diversity. Then, it
can be shown that, for a randomly chosen IRS configuration, opportunistic scheduling of
UEs using a proportional-fair (PF) scheduler leads to a network sum throughput that, in
the limit of a large number of UEs, converges to the rate achieved by a round-robin (RR)
scheduler with the IRS phase configurations optimized for the scheduled UE’s channel. In

this context, our specific contributions are as follows:

1. We show that, when the phase angles of the IRS are sampled using a uniform distribu-
tion and a PF scheduler is employed, the number of UEs required to obtain near-optimal
benefits in independently and identically distributed (i.i.d.) channels scales exponen-

tially in the number of IRS elements.

2. We analyze the throughput of a few other promising IRS-assisted OC schemes for i.i.d.
narrowband wireless channels. Specifically, we exploit the fast switching time of IRS
phase configurations to obtain reflection diversity from the IRS and show that this helps

to reduce the number of users required to obtain near-optimal throughput.

3. Next, we exploit the directional nature of the channels in the IRS-aided system and
design channel model-aware randomly configured OC schemes that converge to the
coherent beamforming rate without requiring the users to scale exponentially with the

number of IRS elements. Further, using max-rate scheduling, we show that not only
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does this scheme achieve the quadratic scaling of the SNR with the number of IRS
elements, but its throughput can even surpass that of the scheme that involves IRS
optimization techniques due to the lack of multi-user diversity gain in the latter. We
also discuss how this scheme can be applied to narrowband channels in the mmWave

frequencies, which bear a similar structure.

4. We extend our results to a generic spatial correlation model at the IRS, and provide

the following contributions:

(a) We pose and solve a variational functional problem to obtain the optimal sampling
distribution for the random IRS phases, as a function of the distribution of the

channels. We show how the distribution should match the channel statistics.

(b) Next, we show that when the above spatial-correlation-aware distribution is used
to sample the IRS configuration, it is sufficient for the number of UEs to scale
exponentially in the rank of the channel covariance matrixz to obtain near-optimal

SNR in every time slot.

(¢) In the process, we derive the tail probability of the Rayleigh quotient of a het-
eroscedastic complex Gaussian vector, a result that may be of independent inter-

est.

5. We extend the OC schemes to IRS-aided systems with wideband wireless channels in
the sub-6 GHz frequency bands. Specifically, we consider an OFDM system and discuss
two OC schemes, namely, single-user OFDM, where we schedule a single user across
all subcarriers, and OFDMA, where multiple users are potentially scheduled across
the subcarriers. We derive the sum throughput scaling laws for the two schemes and

provide interesting insights about these systems.?

In a nutshell, we show that even a randomly configured IRS, along with opportunistic

scheduling of UEs, can procure optimal benefits without incurring overheads that scale

2We provide a detailed list of contributions in the context of IRS-assisted opportunistic communica-
tions in wideband scenarios in the mmWave frequency bands in Sec. 1.4.c.ii.
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with the number of IRS elements. The next part of the thesis explores another aspect
of IRS-aided communication systems where random phase configurations will prove to be

beneficial.

1.4.b PART - 2: Impact of IRS on Out-of-Band Performance

This part comprises Chapters 4, 5, 6, and 7, where we consider a system with two network
operators, X and Y, providing service in different frequency bands in the same geographical
area. The IRS is deployed by and optimized to serve the UEs subscribed to the in-band
operator X, and we are interested in analyzing the achievable SE and outage probability
witnessed by the UEs subscribed to the OOB operator Y, which does not control the
IRS. Specifically, we (separately) evaluate the IRS-assisted performance in both sub-6
GHz and the mmWave bands, which are provisioned as the FR1 and FR2 bands in 5G,
respectively [64]. Further, in the mmWave bands, inspired by [65], we study two scenarios:
(a) LoS (line-of-sight) and (b) (L+)NLoS (LoS and Non-LoS.) In the LoS scenario, the IRS
is optimized or aligned to the dominant cascaded path (called the virtual LoS path) of the
in-band UE’s channel. This is also considered in [9,66], where the in-band UEs’ channels
are approximated by the dominant LoS path to reduce the signaling overhead required
for the BS to program the IRS: the phase of the second IRS element relative to the first
element determines the entire phase configuration. Contrarily, in the (L+)NLoS case, the
IRS optimally combines all the spatial paths to maximize the SNR at the receiver, for
which the overhead scales linearly with the number of IRS elements. Using tools from
high-dimensional statistics, stochastic-dominance theory, and array processing theory, we

make the following contributions.

1.4.b.i OOB Performance in sub-6 GHz Bands

Here, the operators serve their UEs over the sub-6 GHz frequency bands where the channels

are rich-scattering. In this context, our key findings are as follows.

1. We derive the ergodic sum-SEs of the two operators as a function of the system pa-

rameters, under round-robin (RR) scheduling of the UEs served by both operators. We
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show that the sum-SE scales log-quadratically and log-linearly with the number of IRS
elements for the in-band and OOB networks, respectively. Thus, the OOB operator
benefits from the IRS, even though the IRS is not controlled by the OOB operator.

2. We show that the outage probability at an arbitrary OOB UE decreases monotonically
with the number of IRS elements. Further, via the complementary cumulative distri-
bution function (CCDF) of the difference in the OOB channel gain with and without
the IRS, we prove that the OOB channel gain with an IRS stochastically dominates the
gain without the IRS, with the difference increasing with the number of IRS elements.
Thus, an OOB UE gets instantaneous benefits that monotonically increase with the

number of IRS elements.

1.4.b.ii OOB Performance in mmWave Bands

In the mmWave bands, the channels are directional, with only a few propagation paths.
In this context, using novel probabilistic approaches based on the resolvable criteria of the

mmWave spatial beams, our key findings are as follows.

1. In LoS scenarios, where the IRS is optimized to match the dominant path of the in-band
UE’s channel, we derive the ergodic sum-SEs of the two operators under RR scheduling
of the UEs. The SE at the in-band UE scales log-quadratically in the number of IRS
elements, whereas the SE gain at an OOB UE depends on the number of spatial paths
in the OOB UE’s channel. If there are sufficiently many paths in the cascaded channel,
the SE improvement due to the IRS scales log-linearly in the number of IRS elements.
Otherwise, the OOB UE’s SE improves only marginally compared to that in the absence
of the IRS.

2. We evaluate the outage probability and CCDF of an OOB UE’s channel gain with-
/without an IRS in LoS scenarios and prove that the channel gain in the presence of
IRS stochastically dominates the gain in its absence. Thus, even in mmWave bands,

the IRS provides positive instantaneous gains to all the OOB UEs.

3. We next consider the (L+)NLoS scenario where the IRS is jointly optimized considering
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all the spatial paths. We first evaluate the directional energy response of the IRS and
show that it exhibits peaks only at the channel angles to which the IRS is optimized. To
the best of our knowledge, this is a novel and fundamental characterization of the IRS
response under multi-path alignment in mmWave systems, which has not been studied

in the existing literature on IRS-aided communications.

4. We derive the ergodic sum-SE of both operators in (L+)NLoS scenarios. We find
that the OOB performance is even better than the LoS scenario (and hence better
than the system without an IRS). This is because the odds that an OOB UE benefits
improve when the IRS has a nonzero response in multiple directions. Thus, the OOB
performance in mmWave bands does not degrade even when the OOB operator serves

its UEs while remaining oblivious to the presence of the IRS.

5. We then consider a system with multiple smaller distributed IRSs obtained by parti-

tioning a single large IRS. Then, in LoS scenarios, our findings are the following:

(a) Under RR scheduling, we derive the ergodic sum-SEs of the mobile operators
(MOs). If N is the total number of IRS elements, we show that the SE of MO-X
grows as O(2log,(N)), and the SE of MO-Y scales as O(7 log,(NNV)), where the pre-
log factor 7 € [0, 1] increases with the ratio of the number of OOB paths through
the IRS to the number of elements at an IRS.

(b) We design a distributed IRS system and specify the minimum number of IRSs for

MO-Y to almost surely achieve the maximum SE (i.e., for 7 = 1.)

(c¢) Finally, we show that the outage probability at an arbitrary OOB UE decreases
exponentially as the number of IRSs deployed by MO-X increases.

Thus, we demonstrate that multiple IRSs help the OOB MOs better than a single IRS,

both on average and in an instantaneous sense.

6. Next, since multiple IRSs also increase the CSI estimation overheads at the in-band
MO, we develop a low-complexity CSI estimator (for a general setting with multiple

antennas at both the BS and UE), and make the following contributions:
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(a) We formulate the cascaded CSI estimation problem as a direction of arrival (DoA)
and direction of departure (DoD) estimation problem. We develop a cascaded CSI
estimation algorithm at the BS (in the uplink mode) for distributed IRS-aided mas-
sive MIMO systems by exploiting the subspace properties of the mmWave channels
based on a combination of direction-finding algorithms in the array processing lit-
erature. In particular, since the channel model has both DoAs and DoDs coupled,
we develop a novel joint ESPRIT-MUSIC algorithm that jointly estimates the
DoA at the BS and DoD from the UE, with the estimation being performed at the
BS. The DoA is estimated first and is passed as an input to the DoD estimator
using an appropriately chosen MUSIC-based cost function. Then, the path gain

coefficients are estimated using a low complexity least-squares (LS) method.

(b) We show that our approach yields accurate channel estimates with a dramatically
reduced pilot overhead compared to conventional approaches. This is made possi-
ble by the aforementioned reformulation, which reduces the number of parameters
to be estimated to depend only on the total number of paths in the system, i.e., on
the number of IRSs and the number of antennas at the UE and not on the total
number of IRS elements and the number of BS antennas, which are generally very

large in mmWave massive MIMO systems.

(¢) We compare our method against that in [33], where the sparsity in the angular
domain of the mmWave channel is exploited to formulate the problem as a multiple
measurement vector (MMV) based sparse recovery problem, which is then solved
using simultaneous orthogonal matching pursuit (SOMP). We numerically show
that our method outperforms SOMP, with the performance gap increasing as the

number of IRSs increases.

7. Finally, we deal with the case where each MO deploys and controls its own IRS, and

in this case, we make the following contributions for the LoS scenarios:

(a) Considering that 2 MOs, X and Y, control an IRS each, we derive the ergodic

sum SE of the MOs when an overall phase at each IRS is configured as per the
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following implementation schemes:

i. Optimization with Time-sharing: In each time slot, while an MO serves its
own UE, the overall phases at the IRSs are optimized for a UE served by either
MO-X or MO-Y.

ii. Joint-optimization with MO cooperation: The overall IRS phases are jointly
tuned to maximize the weighted sum-SE of UEs served by the MOs in every
time slot.

iii. No MO cooperation: In this scheme, each MO focuses exclusively on optimiz-

ing its IRSs to ensure coherent signal reception at only its own UEs.

(b) We show that the IRS controlled by one MO does not degrade the SE of the
other MO. We quantify the gain in the sum-SE of the MOs obtained with/without
OOB IRS, and with/without cooperation (for time-sharing/joint optimization) as
a function of the number of OOB IRS elements.

(c) We extend our results to a system where more than 2 MOs co-exist, which deploy
and control an IRS each. In particular, we derive the ergodic-sum-SE of the MOs

for the above-mentioned three schemes.

(d) Finally, even with more than 2 MOs, we show that the OOB IRSs do not degrade
the in-band performance. Further, although joint optimization/time sharing with
MO cooperation still offers marginal gains relative to sum-SE when the MOs do

not cooperate, the gain increases at least linearly with the number of OOB MOs.

1.4.b.iii Opportunistic Enhancement of OOB Performance

Having shown that an IRS positively benefits OOB UEs, we next suggest ways to exploit
the uncontrolled IRS to enhance the performance of OOB operators further. In particular,
by using opportunistic selection techniques, we leverage multi-user diversity and show that
a significant boost in the OOB performance can be obtained compared to RR scheduling.

Specifically, we demonstrate the following.

1. By using a proportional-fair scheduler over a large number of OOB UEs, the sum-SE
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of the OOB operator Y converges to the so-called beamforming SE, which is the SE
obtained when the IRS is optimized for an OOB UE in every time slot.

2. By using a max-rate scheduler, the ergodic sum-SE of operator Y monotonically in-

creases with both the number of IRS elements and OOB UEs in the system.

This marks the conclusion of PART-2 of the thesis.

1.4.c PART-3: Wideband Beamforming with Phased Arrays at IRS

This final part comprises Chapters 8, 9, and 10, where the key focus is to enable the
low-complexity promoting IRS phase shifters to perform wideband beamforming over a
frequency-selective wideband channel. In particular, we address the key questions listed

in Sec. 1.3.c and make the following key contributions.

1.4.c.i Mitigating beam-split effects in mmWaves using distributed IRSs

1. SW effect reduction: We mathematically show that a distributed IRS design naturally

parallelizes the spatial delays and mitigates the SW effect.

2. Number of IRS elements: We determine the maximum number of elements at each IRS
so that the loss in the array gain due to B-SP is within acceptable limits while retaining

the achievable peak gain.

3. Sum-rate and array gain: Next, we analyze the impact of the temporal delay spread
(TDS) caused by multiple paths arriving at the UE through different IRSs. We show
that the achievable rate on every subcarrier (SC) scales log-quadratically in the number
of elements at each IRS and at least log-linearly in the number of IRSs, thus effectively
mitigating deep nulls in the channel response due to the B-SP effect. When the TDS is
zero, the sum-rate across all the SCs in the bandwidth (BW) grows log-quadratically
in the total number of IRS elements, and yields the full array gain over the BW.

4. Optimizing the IRS locations: Having noted that the value of TDS is crucial in deter-

mining the achievable peak channel gain, we next focus on optimizing the IRS locations:
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(a) Single UE: To minimize the TDS at a single UE, we show that it is optimal to
position the IRSs on an ellipse with the locations of BS and UE as its foci. The
TDS then becomes zero, allowing the effect of B-SP to be maximally mitigated.

(b) Multiple UEs: With multiple UEs located within a hotspot, we position the IRSs
over an ellipse whose foci are given by the location of the BS and the centroid of
the distribution of the UE locations. We derive the achievable TDS at an arbitrary

location and subsequently characterize a lower bound on the achievable sum-rate.

5. Angle diversity gain: Finally, we reveal that multiple IRSs additionally introduce angle
diversity gain due to multiple independent paths seen by the UE. In particular, we show
that the probability that the array gain equals the worst-case acceptable value (due to
the residual beam squint) decreases exponentially with the number of IRSs. On the
other hand, the outage probability of a centralized IRS for a target SNR close to the

peak array gain is bounded away from zero as the number of IRS elements increases.

1.4.c.ii Exploiting beam-split effects in mmWaves using OFDMA

1. Using a max-rate scheduler in OFDMA, and when the IRS configurations are randomly
sampled from an appropriate distribution, we show that, on every SC, the probability
that at least one UE will achieve nearly full beamforming gain from the IRS increases

as the number of UEs increases.

2. We derive the achievable system throughput and show that a peak data rate that scales
log-quadratically in the total number of IRS elements can be obtained on all SCs in

addition to the multi-user diversity benefits, with a large number of UEs.

Next, we consider the problem of IRS-aided wideband beamforming in the context of sub-
6 GHz bands. We recall from Sec. 1.3.c that the key issue in this case arises due to the

multi-path propagation in a rich-scattering setting.

1.4.c.iii Optimizing the IRS in sub-6 GHz wide bands

1. We first develop a low pilot overhead CSI estimation algorithm by leveraging the spar-
sity in the OFDM channel induced by the IRS. To elaborate, the cascaded BS-IRS and
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Figure 1.3: Summarizing the scope and contribution of the thesis with connections between parts.

IRS-UE channel is sparse in the angular domain and exhibits joint row sparsity across

the OFDM subcarriers. We exploit this to estimate the CSI using the SOMP algorithm.

. We propose a computationally efficient binary phase optimization solver for IRS-aided
OFDM using the majorization-minimization (MM) theory [67] to optimize the sum rate.
The key novelty of our MM-based approach is in finding tractable lower bounds on the
non-convex sum rate that are tight at the current iterate and amenable to optimization
via closed-form solutions. We develop such bounds via a series of matrix inequalities

and eventually provide closed-form solutions to the inner optimization problems.

In Fig 1.3, we pictorially illustrate how different parts of the thesis are interconnected in

terms of the system models and proposed schemes.
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1.5 Key Takeaways from the Thesis

Based on the contributions outlined in Sec. 1.4, we have the following key takeaways:

1. Achieving Beamforming Gain with Low Complexity: The adoption of an oppor-
tunistic communication framework significantly reduces IRS-related overheads. Specif-
ically, it eliminates the three-fold costs associated with channel estimation, phase opti-
mization, and configuration signaling, without compromising on the performance and

thereby enabling seamless integration of IRSs into future wireless systems.

2. Practical Requirements on the Number of UEs: The OC framework leverages
multi-user diversity to bypass signaling overheads, shifting the trade-off towards the
minimum number of UEs required to realize IRS gains. We demonstrate that to attain
a target fraction of the IRS beamforming gain, the required number of UEs scales

exponentially with the rank of the channel covariance matrix at the IRS.

3. IRS Benefits Extend to All Operators: An IRS, even when deployed by a single
operator, does not degrade the performance of other (OOB) operators. In fact, in sub-6
GHz bands, it enhances multipath richness, while in mmWave bands, it improves the

likelihood of establishing virtual LoS links for OOB users.

4. TRS Provides Spatial Diversity: The deployment of multiple IRSs provides addi-
tional channel degrees of freedom and hence provides spatial diversity, offering consid-

erable performance improvements for OOB operators compared to a single IRS setup.

5. IRS Facilitates Spatial Multiplexing: A distributed deployment of many IRSs
allows mmWave systems to perform spatial multiplexing even in LoS propagation con-
ditions. This is because multiple IRSs improve the rank of an mmWave channel, thereby

enhancing the spatial multiplexing capabilities of mmWave MIMO systems.

6. Large IRSs Break the Narrowband Condition: In wideband systems, especially
in mmWave bands, large IRSs induce propagation delays that cannot be approximated
as phase shifts. This gives rise to the spatial-wideband effect and results in a beam-split

effect, leading to degradation in array gain and throughput.
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7. Mitigating B-SP via Multiple IRSs: Partitioning a large IRS into multiple smaller,
distributed IRSs mitigates B-SP through angle diversity and reduced propagation de-

lays, thereby restoring full array gain from a user-centric perspective.

8. Exploiting B-SP with OFDMA: An opportunistic OFDMA-based strategy lever-
ages the B-SP effect by scheduling multiple UEs across sub-bands, enabling the system

to achieve the full array gain from the viewpoint of the network.

In general, this thesis provides evidence of how even a randomly sampled set of IRS
phase configurations, when combined with low-complexity and appropriately designed
signal processing techniques, can deliver significant performance gains in next-generation

wireless communication systems.
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2 Opportunistic Scheduling in
IRS-aided Sub-6 GHz Systems

Chapter Highlights

Intelligent reflecting surfaces (IRSs) are a promising technology for enhancing coverage and

spectral efficiency for next-generation wireless systems. Existing approaches to leverage the ben-
efits of the IRS involve the use of a resource-intensive channel estimation step followed by a
computationally expensive algorithm to optimize the reflection coefficients at the IRS.

In this chapter, focusing on the sub-6 GHz band of communications, we present and analyze
several alternative schemes, where the phase configuration of the IRS is randomized and multi-
user diversity is exploited to opportunistically select the best user at each point in time for data
transmission. We show that the throughput of an IRS-assisted opportunistic communication
(OC) system asymptotically converges to the optimal beamforming-based throughput under a
fair allocation of resources as the number of users gets large. We also introduce schemes that
enhance the rate of convergence of the OC rate to the beamforming rate with the number of users.
For all the proposed schemes, we provide the distribution for sampling the IRS phase angles and
subsequently derive the scaling law of the throughput in terms of the system parameters as the
number of users gets large. Following this, we extend the setup to wideband channels via an
orthogonal frequency division multiplexing (OFDM) system and discuss two OC schemes in an
IRS-assisted setting: 1) Single-user OFDM (SU-OFDM): motivated by the fact the IRS bears a
frequency flat response, in this scheme, we opportunistically schedule a single UE over the entire
BW, and 2) orthogonal frequency division multiple access (OFDMA), where we multiplex different
UEs on different sub-carriers following an opportunistic scheduling scheme. The numerical results
clearly elucidate the superior performance that IRS-aided OC systems can offer over conventional

systems at very low implementation cost and complexity.

32
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2.1 Introduction

Intelligent Reflecting Surfaces (IRSs) have become a topic of active research for enhanc-
ing the performance of next-generation wireless communication systems both in the sub-6
GHz and in the millimeter wave (mmWave) bands. An IRS consists of passive elements
made out of meta-materials that can be tuned to offer a wide range of load impedances
using a PIN diode. Using this, each element of the IRS can be tuned to have a dif-
ferent reflection coefficient, thereby enabling the IRS to reflect the incoming signals in
any desired direction [2,68-70]. However, realizing these benefits entails high overheads
in terms of resource-intensive channel estimation followed by solving a computationally
heavy optimization problem to determine the phase configuration at the IRS. In this work,
we consider an alternative approach, where the phase configuration of the IRS is set ran-
domly in each slot, yet extracts the benefits from the IRS in terms of enhancing the system
throughput. This approach only requires a short training signal for estimating the received
signal power at the users, followed by feedback-based selection of the best user in each slot
for subsequent data transmission. Multi-user diversity ensures that at least one user will
see a good channel in the randomly chosen phase configuration [71].

Despite its short history, significant work has gone into the design and optimization of
IRS-aided communication systems. Here, we briefly summarize the existing literature,
in order to place the contributions of this chapter in context. In [9], the authors show
that an IRS can create a virtual line-of-sight (LoS) path between the base station (BS)
and the user, leading to improved coverage and SNR in mmWave systems. In [10], it is
shown that the received SNR increases quadratically with the number of IRS elements,
provided the phase configuration of the IRS is optimized to ensure coherent combining
of the signal at the receiver location. Also, since the IRS is passive in nature, it boosts
the spectral efficiency without compromising on the energy efficiency [11]. In [12], the
authors propose joint active and passive beamforming algorithms at the BS and IRS,
respectively, to maximize the weighted sum rate of an IRS-aided system. IRS phase
optimization in the context of multiple-input multiple-output (MIMO) and orthogonal
frequency division multiplexing (OFDM) systems has been studied in [15-19], and the list
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of potential applications of IRS continues to grow [3,69,72].

All of the above-mentioned works describe and solve complex phase optimization prob-
lems, which are computationally intensive and difficult to implement in real-time systems.
Further, this optimization becomes even more complicated in the context of OFDM sys-
tems, as it requires one to optimize the IRS jointly across all the OFDM subcarriers. More
importantly, these phase optimization algorithms work on the premise of the availability
of accurate channel state information (CSI) of the links between the BS and the user
through every IRS element. Elegant methods for channel estimation in IRS-aided systems
are described in [21,22], but in all these schemes, the channel estimation overhead scales
linearly with the number of IRS elements. The time, energy, and resource utilization for
channel estimation can quickly erase much of the benefits offered by the IRS. One ap-
proach to mitigate this loss is to exploit structure in the channel model to estimate the
channel with lower overhead [23-25], but these approaches trade off the reduction in over-
head with more complex channel estimation algorithms, thereby substantially increasing
the computational cost. In addition, the complexity of the overall algorithm increases with
the resolution with which phase shifts are configured [73]. Furthermore, since the IRS is
passive, these optimization algorithms have to run at the BS, and a dedicated control link
from the BS to the IRS is needed to communicate the phase configuration information to
the IRS. As the number of IRS elements increases, this becomes an additional bottleneck,
as the control link overhead also scales with the number of IRS elements [69].

In the context of the above, an interesting alternative approach is to configure the IRS
with random phases and make the communications opportunistic in nature. In opportunis-
tic communications (OC), at every point in time, the BS serves the user who witnesses
the best instantaneous channel condition. When there are a large number of users in the
system,! with high probability, deep fades are avoided at any given user, enhancing the av-
erage system throughput without incurring the overheads mentioned above [71,78,79|. In

particular, opportunistic scheduling is pertinent when the goal is to maximize the system

In sub-6 GHz band communication system, the consideration of large number of users is realis-
tic [71,74-76], especially in the context of massive machine-type communications (mMTC) for 5G com-

munications [77].
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average throughput, i.e., the average sum-rate across the users over a long time horizon.
Such an approach is suitable in delay-tolerant networks, where users can afford to wait
before being scheduled for transmission.

Initial work along these lines was reported in [76], where the phase angles of the re-
flection coefficients at the IRS elements are drawn uniformly and independently from the
interval [0, 27). As we show in the sequel, a drawback of this approach is that the number
of users needed to achieve a performance comparable to coherent beamforming increases
exponentially with the number of IRS elements, making it unattractive for practical im-
plementation. Moreover, the average effective SNR scales linearly, not quadratically, in
the number of IRS elements (as achieved by coherent beamforming.) In this work, we
develop novel, alternative schemes that overcome these drawbacks. Although we focus on
communications over the sub 6-GHz bands (FR-1 band in the 5G NR specifications [64])
assisted by an IRS, we also briefly discuss how one of the proposed schemes is relevant in
mmWave bands.? For all the schemes, we analyze the system throughput as a function of
the number of users. We show that, by exploiting the structure in the channel, we can
significantly improve the convergence rate of opportunistic throughput to the beamform-
ing throughput and also achieve the quadratic scaling of the SNR with the number of IRS
elements. This, in turn, allows us to achieve near-optimal beamforming performance and
obtain an additional gain from opportunistic user selection without requiring a very large
number of users in the system.

The specific contributions of this chapter are as follows:

e We analyze the throughput of several proposed IRS-assisted OC schemes for inde-
pendent and identically distributed narrowband wireless channels. We exploit the
fast switching time of IRS phase configurations to obtain additional reflection diver-
sity from the IRS, and show that this helps to reduce the number of users required to

obtain near-optimal throughput. We also analytically characterize the throughput

2An IRS can boost the performance in both mmWave and sub-6 GHz bands. In mmWave bands, they
help in improving coverage by establishing a virtual line-of-sight channel. In sub-6 GHz bands, they boost
the received SNR by making the environment more rich-scattering [80]. This work primarily focuses on

the performance in sub-6 GHz bands.
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achievable by this scheme. (See Theorem 2.1 and Sec. 2.3.b.)

e Next, we consider directional channels in the IRS-aided system and design channel
model-aware randomly configured OC schemes that converge to the coherent beam-
forming rate without requiring the users to scale exponentially with the number of
IRS elements. In Theorem 2.2, we show that not only does this scheme achieve the
quadratic scaling of the SNR with the number of IRS elements, its throughput can
even surpass that of the scheme that involves IRS optimization techniques, due to the
lack of multi-user diversity gain in the latter. We also discuss how this scheme can be

applied to mmWave channels, which also bear a similar structure. (See Sec. 2.3.c.)

e We extend the OC schemes to IRS-aided systems with wideband wireless channels.
Specifically, we consider an OFDM system and discuss two OC schemes: single-
user OFDM, where we schedule a single user across all subcarriers, and orthogonal
frequency division multiple access (OFDMA), where multiple users are potentially
scheduled across the subcarriers. We derive the sum throughput scaling laws in
Theorems 2.3 and 2.4 for the two schemes, and provide interesting insights about

these systems. (See Sec. 2.4.)

The results (in Sec. 2.5) show that the presence of an IRS can significantly enhance the
throughput of conventional BS-assisted OC schemes [71]. Specifically, the throughput of
IRS-aided OC grows with the number of IRS elements N, whereas such growth is not
possible in BS-assisted OC as the number of antennas at the BS is increased. This is due
to the power constraint at the transmitter, which eventually limits the maximum achiev-
able throughput. Secondly, the numerical results elucidate the significant reduction in the
number of users to achieve the optimal throughput compared to existing schemes such as
in [76]. For example, in an 8-element IRS system, the approach in [76] has a gap of 175%
from the optimal rate; this gap reduces to 60% by using the proposed reflection diversity
enhanced scheme. Further, the offset from the coherent beamforming throughput reduces
to 11% in the proposed channel model-aware IRS-assisted OC scheme. Also, the channel

model aware OC scheme is within a small offset (18%) with a modest number of users
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Variable| Definition Variable| Definition
N Number of IRS elements Ry (t) Acheivable rate of UE-k at time ¢
K Number of UEs T (t) Average rate of UE-E till time ¢
Q Number of IRS reflection patterns ﬁk T | Overall channel at UE-k

k
M Number of subcarriers in the OFDM | h, Channel from BS to IRS
L Number of taps in the channel }II{M ' | Channel from IRS to UE-k

2,k

Ratio of transmit power at

P/o? the BS to noise variance at UE 0 or ® | IRS configuration vector/matrix
¢ Fraction of slots for pilot txn. P Direct channel from BS to UE-k
i/ Ratio of inter-elemental spacing Bk, Path loss in the direct link /

to the signal wavelength Brk cascaded link via the IRS
04 Angle of arrival at the IRS from BS | 4, Angle of departure at the IRS

’ to UE-k

a Power delay profile R Acheivable system throughput

of the multi-tap channel under opportunistic scheduling
T Design parameter of PF scheduler RBF Beamforming rate at UE-k

Table 2.1: Commonly encountered variables/notations in chapter 2.

(=~ 50), even when the number of IRS elements is as large as 1024. Thus, IRS-aided OC is
a promising approach for exploiting the benefits of IRS-aided systems without incurring

the cost of training, phase angle optimization, and communication to the IRS.

Notation: For general notations used in this chapter, see the section on “General Mathe-
matical Notations” on page ix. For the notations/variables specific to this chapter, please

refer to Table 2.1.

2.2 Preliminaries of Opportunistic Scheduling

Opportunistic communication schemes exploit the variation of the fading channels across
users in order to improve the throughput of a multi-user system. For example, in max-rate
scheduling [79], the BS sends a common pilot signal to all the users in the system, and

the users measure the received SNR. The BS then collects feedback from the user who
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witnesses the highest SNR,? and schedules data to that user in the rest of the slot. That
is, in a K user system, the BS serves user k* at time ¢, where k* = argmax |h.(t)|?,
with hg(t) denoting the channel seen by user k at time t. However, this s]celelggle is unfair
to users located far from the BS due to their higher path loss. An alternative is to
consider proportional fair (PF) scheduling, which provides a trade-off between fairness

and throughput [71]. The PF scheduler serves user k* such that

t
k* = arg max R (1)

ke[K] Tk(t) ’ (2.1>

where Ry (t) = log, (1 + Plhk—g(t)lQ> is the achievable rate of user k at time ¢, P is the

g

transmit power at the BS, o2 is the noise variance at the user, and T(t) captures the
long-term average throughput of user k. We will refer to the term 1;:—&? as the PF metric

in this chapter. Now, T(t) is updated as

Th(t+1) = (2.2)

(1— 1) Tu(t), k# k.

Here, the variable 7 represents the length of a window that captures the tolerable latency

of the application and dictates the trade-off between fairness and throughput. Going

forward, we will refer to the term };:((f)) as the PF metric.
A simple illustration of exploiting multi-user diversity through opportunistic scheduling
based on the PF scheduler is shown in Fig. 2.1 for various values of 7. We consider a time-

varying channel across time slots modeled as a Gauss-Markov process, i.e., the channel at

user k varies as

hk(t) = Oéhk(t - 1) +v1— OzQ’Uk(t), (23)

where a dictates the correlation of channel coefficients across time slots and wvg(t) ~
CN(0,1) is an innovation process.

Further, the performance of the OC scheme is compared with that of a non-opportunistic

3We note that various timer-based and splitting-based schemes can be used to identify the best user

with low overhead [81,82].
4In this work, we use the terms rate and throughput interchangeably.
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Figure 2.1: Throughput achieved via PF scheduling.

scheduling scheme, namely, round-robin time division multiple access (TDMA).

As can be seen from the figure, the average throughput of the system at higher 7 grows
substantially with the number of users. This marks the rate-constrained regime, where
the instantaneous rate is the primary factor determining which user gets scheduled (the
system still offers fairness, but only over very large time scales). Thus, for large 7, the
PF scheduler is approximately the same as a max-rate scheduler, and the throughput
achieved by the PF scheduler approaches that achieved by the max-rate scheduler as 7
goes to infinity. On the other hand, at lower 7, the average throughput has negligible
improvement after a few users, indicating that this is a fairness-constrained regime where
users are selected in a near round-robin fashion to ensure short-term fairness. On the other
hand, for a given choice of 7, opportunistic scheduling performs better for lower values of «
(representing a fast-fading scenario) compared to higher values (representing slow-fading
scenarios). This is because, in fast-fading environments, the rate of channel fluctuations
is enhanced, which improves the performance of opportunistic scheduling schemes.

We note that such an enhancement of the rate of channel fluctuations can be obtained

by choosing different, random phase configurations at an IRS. This has the additional
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advantage that the fluctuations induced by the IRS increase with the number of elements.
This motivates us to take a fresh look at the opportunistic scheduling schemes in IRS-
assisted scenarios. Specifically, we analyze the achievable throughput in IRS-assisted OC
schemes. We show that one can obtain the benefits of using an IRS over conventional
systems with low overhead and complexity by obviating the need for CSI acquisition, IRS

phase optimization, and feedback between the BS and the IRS.

2.3 Single IRS Assisted Opportunistic User Scheduling

for Narrowband Channels

In this section, we present three OC schemes for narrowband channels in a single IRS-
assisted setting. We consider a single cell containing a BS equipped with one antenna
serving K single antenna users. An IRS equipped with N reflecting elements is deployed

at a suitable location in the radio propagation environment, as shown in Fig. 2.2.

2.3.a IRS-Enhanced Multi-user Diversity

2.3.a.i Channel Model

The signal transmitted by the BS reaches each user via a direct path as well as via the
IRS. Thus, the effective downlink channel seen by user k£ (at time slot ), denoted by hy

(we omit the dependence on t for notational brevity), is given by

hie = v/ Brachy ,Ohy + \/Bahay, (2.4)

where hy ; and h; € CV*! represent the channels between the IRS and user k, and between

the BS and IRS, respectively, and hgj denotes the direct non-IRS channel between the

BS and user k. We model hy ~ CA(0,T), hap 3 CA(0,T) and hap ~S cA(0,1)

across all users. Further, 5, and (4 represent the path loss between the BS and user k

CN*N contains

through the IRS and direct paths, respectively. The diagonal matrix © €
the reflection coeflicients programmed at the IRS, with each diagonal element being of the

form e/% where 0; € [0,27) is the phase angle of the reflection coefficient at the ith IRS
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Figure 2.2: A single IRS-assisted wireless system.

element. The signal received at every user is corrupted by AWGN 1)\(} CN(0,0?).

2.3.a.ii Scheme for IRS-Enhanced Multi-user Diversity

In every time slot, the IRS sets a random phase configuration. Consequently, the effective
channels seen by the users change in every slot. The BS transmits a pilot signal in the
downlink at the start of the slot. The users measure the SNR from the pilot signal and
compute their respective PF metrics. The user with the highest PF metric feeds back its
identity to the BS, which schedules that user for data transmission for the rest of the slot.

Feedback Mechanism: We consider timer or splitting based schemes [81,82] for identifying
the best user at the BS. These are low-overhead distributed user selection schemes, where
only the best user transmits its identity to the BS, based on their channel-utility metric
(e.g., using a timer that expires after a time interval that is inversely proportional to the
SNR or the PF metric). It is known that, with these schemes, the BS can identify the
best user within 2 or 3 (mini-)slots on average even as K — oo [81,82]. Since the average
overhead of a timer-based feedback scheme is small compared to the time slot duration,
we ignore its effect in this work.

In the above scheme, as the number of users in the system grows, the randomly chosen IRS
configuration is likely to be close to the beamforming (BF) configuration for at least one
of the users in the system |71]. Note that, in this scheme, there is no communication from
the BS to the IRS, making it attractive from an implementation perspective. Thus, the
benefits of an optimized IRS can be readily obtained without requiring careful optimization

of the IRS, provided there is a large number of users in the system, and the multi-user
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Figure 2.3: IRS-aided opportunistic communication scheme: A pictorial representation.

diversity gain is exploited. The scheme is illustrated pictorially in Fig. 2.3, and the slot

structure of the scheme is illustrated in Fig. 2.4. In particular, the time scale of UE

scheduling and reconfiguring the IRS with a random phase are assumed to be of the same

order, and these are shorter than the time scale of channel variations (channel coherence

time) at the UEs.

We begin our discussion with the following lemma on the performance of an IRS that

adopts a beamforming configuration for a given user, which will serve as a benchmark for

evaluating the OC-based schemes.
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user K hK hK hK hK hK
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user 2 h, h, hy hy hy Plhk o (DF
user 1 h; hy hy hy by Rk (t) = logy (1 + ka+)

Rk (1)
Tk (1)

coherence time

Figure 2.4: Slot structure of the opportunistic communication scheme.

Lemma 2.1 ( [76]). The rate achieved by user k in an IRS aided system under the beam-

forming configuration is

N 2
P
RyT =log, [ 1+ 3 [VBri > |hnho gl +y/Baklhaxl| | (2.5)
n=1

with the beamforming configuration at the IRS given by
9;7k = Zhdjk — Z(hl,n X h’2,k,n)> n = 1, Cee N. (26)

The above lemma quantifies the gain that an IRS can offer compared to a system without
an IRS. However, achieving the rate in (2.5) requires the knowledge of the CSI through
every IRS element, whose complexity scales linearly with the number of elements, as stated
earlier.

Next, consider the system where the phase of every IRS element is selected uniformly
at random from [0,27) in each slot, and the user with the best PF metric is selected
for transmission. We define the average rate achieved by the randomly configured IRS

assisted system to be R¥) = Elog, (1 + P|hs-

2/0?)], where k* is the user selected in
time slot ¢, and the expectation is taken over the randomness in the phase configuration.
Then, under PF scheduling, as 7 — o0, it is known that the average rate of the randomly

configured IRS-assisted system almost surely converges to the average rate achievable in
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the beamforming configuration under fair resource allocation across users, i.e., [76]

K
1
lim <R<K> - > RkBF) = 0. (2.7)
k=1

Note that, in (2.7), the factor - in the second term on left hand side accounts for the

fairness ensured by the system.

Remark 2.1 (On the convergence rate). Let us compute the scaling of the number of
users K with the number of IRS elements N, such that, with a given (fized) proba-
bility, a randomly selected phase configuration @ at the IRS is nearly in beamforming
configuration for at least one user. Consider an arbitrary user, and define the event
E = {0; €[0F —¢,0F + €|}, where 0F is the phase angle required for the ith element of the
IRS to be in beamforming configuration for that user. Since the phase angles at the IRS
are chosen as 6; i1 d. U0, 2r), if we define € 2 NN,E;, we have Pr(&) = (¢/n)~. Then,
the probability that at least one user in a K-user system sees an IRS phase configuration
that is within e distance of its beamforming configuration is Py, = 1 — <1 — (6/7T)N>

Hence, in order to have a fixed probability of success via i.i.d. randomly selected phase

configurations, when €/m < 1, the number of users must scale with N as
K > (—log(1 — Pye.)) (n/e)". (2.8)

Thus, in the i.1.d. phase configuration scheme, the number of users must grow exponentially
i the number of IRS elements to achieve near beamforming configuration. Contrariwise,
this scheme constrains the number of IRS elements that can be deployed when the number
of users is limited. ° In the next subsections, we present and analyze schemes that improve

the rate of convergence of R¥) to % Z,I::l RBF.

5Note that the rate obtainable in an IRS-assisted OC system always increases with N. However, if N
is increased keeping K fixed, the gap between the rate achieved by OC and the rate achievable under the
beamforming configuration with fair resource allocation across users also increases, because the probability
that no user is close to the beamforming configuration increases. In fact, for a large but fixed K with
i.i.d. channels, the average rate in a randomly configured IRS grows as O(logy N) (see (2.10)), whereas,

in the beamforming configuration, it grows as O(log, N?) (see (2.5)).
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2.3.b IRS-Aided Multi-user Diversity with Reflection Diversity

In this subsection, we study an enhancement of the foregoing scheme by offering additional
reflection diversity gain. In this scheme, the IRS is configured using random and inde-
pendent reflection coefficients during multiple consecutive pilot symbols transmitted at
the beginning of each time slot. Note that, in this scheme, there is a one-to-one mapping
between the pilot symbol index and the phase configuration used at the IRS. Hence, the
effective channel between the BS and the kth user during the gth pilot transmission in
a given time slot, denoted by hy 4, is different for each of the pilot symbols because the

phase configuration of the IRS is different for each value of q.

2.3.b.i Channel Model

We model the effective downlink channel Ay, using (2.4), with the phase configuration ©
replaced with ©, for the gth pilot interval.

2.3.b.ii Scheme for IRS-Enhanced Multi-user Diversity Aided with Reflection
Diversity

Inspired by the fast switching time of IRS phase configurations [83,84] compared to the
time slot (e.g., 10 ms frame duration in 5G NR [85]), we can obtain additional reflection
diversity on top of the multi-user diversity by configuring the IRS with several random
and independent reflection coefficients (phase configurations) during the pilot symbols
transmitted at the beginning of each time slot. Every user chooses the best configuration
among all the IRS phase configurations in every time slot, computes its PF metric, and
the best user feeds back the corresponding phase configuration index and SNR to the
BS.° The BS then sets the IRS with the phase configuration index received from the user
selected for transmission, for the rest of the slot.

Let @ be the number of randomly chosen IRS phase configurations within a time slot,

which is the same as the number of pilot transmissions. In the rest of this section, for

SIn slowly varying channels, one can maintain the history of the phase configurations used in the pre-
vious time slots and the corresponding SNRs reported by the users, and avoid multiple pilot transmissions

in each slot.



Chapter 2. 46

analytical tractability, and similar to |75], we consider the path loss coefficients to be equal

across all links and users: 3, ~ Bar = 3 .” We then have the following proposition.

Proposition 2.1. The effective channels, hy,, are i.i.d. across users and pilots for rea-

sonably large N, and Q < K, N ,% and further they follow the distribution CN (0, B(N+1)).
Proof. See Appendix 2.A. |

We can also observe numerically (See Fig. 2.7, Sec. 2.5) that this proposition holds even
for moderate values of N.” We now note that, as ) increases, the time remaining for data
transmission in each frame decreases. Thus, the average throughput of a system adopting

this scheme is

Plhy o|?
REKQ) _ (1-CQ)E [log, [ 1+ max |—k2’q| ; (2.9)
¢€lQl, O
ke[K]

where (1 — (@) is the pre-log factor accounting for the loss in the throughput due to
transmitting () pilot symbols in each slot, ( is the fraction of the time slot expended
in a single pilot transmission, and the expectation is taken with respect to the random
IRS phase configurations and fading channels. Note that we account for the (1 — (Q)
factor only in this subsection, since multiple pilot symbols are used. In the rest of the
chapter, since only a single pilot transmission occurs, we ignore its effect on the throughput.
The following theorem characterizes the scaling of the average system throughput of IRS
enhanced multi-user diversity aided with reflection diversity as a function of the system

parameters.

"The first approximation is realistic as long as the IRS path is not much longer than the non-IRS
path. Also, due to the second equality, the PF scheduler approximates the max-rate scheduler for large
T [71].

8More precisely, this approximation would be accurate as long as @ is smaller than the number of IRS
elements, where the () projections result in independent random variables.

9Note that, if the BS and IRS are deployed at fixed and high locations, the channel between the
BS and IRS will remain static for several time slots and have a strong LoS component. One can then
model this channel using a deterministic array steering response vector [76]. Since the distribution of
a circularly symmetric Gaussian random variable is unchanged under rotation by a deterministic phase
angle, hy 4 ~ CN(-) still holds true for any N.
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Theorem 2.1. Consider an N-element IRS-aided system with K users and Q) pilot trans-

maissions, as described above. Under Proposition 2.1, the average system throughput scales as

K—o0

lim <R(K’Q) — (1 -¢Q)log, (1 + i—f(z\/ +1) 1n(QK)>> = 0. (2.10)
Proof. See Appendix 2.B. [ |

In (2.10), the pre-log factor decreases with ), while the logarithmic factor increases with
@, making R¥®) an unimodal function of ). The following lemma provides the Q for
which (2.10) is maximized as the solution of an implicit equation, which can be solved
using fixed-point iteration methods. In particular, we state this when ( is a small positive

number and under a high SNR scenario. We skip the proof as it is straightforward.

Lemma 2.2. The number of pilots Q that mazimizes R¥Q) in (2.10) for a given K and N,
denoted by Q, satisfies the fired point equation In(QK) = eW((C_lQ_lfl)ﬁ(NH))/ﬁ(N +1),
where W (-) is the Lambert W function. Then, the optimal integer valued @ is Q* =

arg max RUSQ),
[@].[e]
We note that solving the fixed-point equation in Lemma 2.2 is not straightforward.

Nevertheless, we can deduce the following trends in the variation of optimal Q*:

(a) With all other parameters fixed, the optimal * is a non-increasing function of (.
This is because an increase in ( raises the overhead per pilot transmission, making
a smaller Q* preferable. This behavior is also evident from the expression in (2.10),
where, under fixed system parameters, the pre-log factor decreases as ( increases,

thereby driving the optimal solution toward a smaller Q*.

(b) When N or K increases, again with all other parameters fixed, Q* decreases. The
reason is that the logarithmic term provides limiting returns with increasing N or K,
so further increases in () yield negligible improvement in the log term. Consequently,
the dominant influence on performance comes from the pre-log factor, so the optimal

Q* becomes small.
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Remark 2.2 (On the feedback requirement). The feedback requirement in this scheme is
slightly higher than in the previous scheme. In addition to feeding back the best overall
SNR, each user also sends an additional log, () bits to indicate the index of the IRS phase
configuration that yielded this best SNR at the user. Furthermore, after scheduling the user
by the BS, the BS has to inform the IRS to configure the phase configuration that gives
the best SNR to the scheduled user. However, this additional signaling is still substantially

lower than the signaling required by conventional IRS phase optimization schemes.

Remark 2.3 (On the convergence rate). Continuing with Remark 2.1, in order to ensure
that with probability at least Pyy.., there is a user for which the IRS configuration used in

one of the Q) pilots is within an € ball of its optimal configuration, we need
1 N
K 2 é <_ 1Og<1 - Psucc)) (77/6) y (211)

when /7 < 1. Thus, employing Q random phase configurations at the IRS during the
pilot transmissions is equivalent to having KQ users in the system. Hence, a performance
close to that achieved by optimal configuration at the IRS is possible with fewer users

compared to the scheme in Sec. 2.3.a.11.

2.3.c IRS Channel Model Aware Multi-user Diversity

In the preceding section, a method to improve the performance of the basic scheme in
Sec. 2.3.a was proposed by introducing multiple pilot transmissions. However, as we will
see in Sec. 2.5, for both the schemes, the gap between the optimal rate and opportunistic
rate increases with the number of IRS elements, especially in the large user regime. We
now describe a method to overcome this limitation by accounting for the channel structure
in IRS-aided systems, namely, that the IRS is deployed so that the BS-IRS and IRS-user
channels exhibit strong LoS paths. On the other hand, the direct link between the BS and
the user may be non-LoS and experience high path loss/shadowing effects. Thus, in this

section, we ignore the contribution of the direct link, as in [86].
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2.3.c.i Channel Model

We represent h; and hyj, as LoS channels using array steering vectors. Considering an
N-element uniform linear array (ULA) based IRS, the LoS channels in the sub-6 GHz
bands can be modeled as [86]

h, = [1’ e—jz%d Siﬂ(ﬁ’A)7 e—jﬂfdsin(ef\) , e—jwsin(%)] ! , (2.12)

g oo

hy = R, [1, e‘jysm(e[”’“), e_j%sm(al”’“), o ,e_jwsm(a“’“)r ) (2.13)
where 64 and 6p j, are the direction of arrival (DoA) and direction of departure (DoD) of
the kth user at the IRS, d and A are the inter-IRS element distance and signal wavelength,
and hj, is the Rayleigh distributed channel for the kth user. The other parameters are as
in Sec. 2.3.a.i except for the absence of the non-IRS path. For the analysis, the total path

loss is considered to be equal to (3 for all users as in [75].

2.3.c.ii Scheme for IRS Channel Model Aware Multi-user Diversity

Under the above channel model, with 6}, £ 2 (sin(64) + sin(6p)), the channel at user k

for the IRS configuration © is given by

N
hie = /Bh%,©hy = /B, Y eI (00 (2.14)

n=1
Clearly, due to the Cauchy-Schwarz inequality, |hx| is maximized iff §; = 2”(2'; D4 (sin(04) +

sin(fp)) for all ¢, and this is also the beamforming configuration of the IRS.

Recall that the DoA at the IRS from the BS is 64, and let the DoDs from the IRS to the
users be independent and uniformly distributed over [¢g, ¢1]. Then, in each time slot, the
phase configuration 6; of the ith IRS element is set as

(i — 1)d

6; =
A

(sin(f4) + sin(¢)), (2.15)

where ¢ ~ U]y, ¢1] is a random phase. Note that this assumes that the value of 64 is

known. This is reasonable because the IRS and BS are typically installed at pre-fixed
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locations with a direct LoS between them.!® Additionally, if [¢g, ¢1] = [0, 27], knowledge
of 84 is not required. The rest of the scheme proceeds as in Sec. 2.3.a.ii, with the BS
scheduling the user with the highest PF metric for data transmission.

To investigate the performance of this scheme, first, using (2.14), it is clear that

2

A (2.16)

N

Z efj((nq)e;,en)

n=1

|hil*= 8

The maximum value of the first term in (2.16) is N? which is achieved by the beamforming
configuration. Thus, when K is large, for every n € (0, 1), there exists a 6 > 0 such that,

for a subset of nK users, almost surely, we have [71, Sec.II1.B|

2

> BN? — 4. (2.17)

N

Z o3 ((n=1)0;,—6n)

n=1

B

Thus, when K is large, for any randomly chosen IRS phase configuration as per (2.15),
there will almost surely exist a set of users whose overall channel experiences a near-
optimal beamforming configuration. The second term in (2.16) denotes the square of the
channel gains, which are i.i.d. across users. We characterize the behavior of this term
using extreme value theory. In particular, using Lemma 2.3 given in Appendix 2.B at the
end of this chapter, it can be shown that maxy|h}|* grows as In K. Hence, among the nK
’2

users, the maximum of |hy|* grows with K at least as fast as

(BN? —6)In(nK) = (BN? — 6) In(K) + O(1), (2.18)

as K — oo. Clearly, the case with 6 = 0, which happens when at least one user is in
beamforming configuration, serves as an upper bound on the rate of growth of the |hy|?

in (2.18). As a consequence, we have the following theorem.

Theorem 2.2. For the IRS channel model-aware multi-user diversity scheme, the average

OFor example, in [23], the authors consider a receiver near the IRS, whose channel to the BS is similar
to the BS-IRS channel, which helps in estimating 6 4.
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system throughput scales as

lim (R<K> -0 (1og2 (1 + B—J;NQ In K))) = 0. (2.19)
K—oo o

The term N? in (2.19) shows that this scheme attains the maximum possible array gain
from the IRS by exploiting the presence of strong LoS paths, while the log K term is due
to multi-user diversity. This scheme thus even outperforms the scheme where optimization
methods are used in IRS-aided systems without multi-user diversity (e.g., see (2.5)). Also,
the SNR scaling under i.i.d. channels is O(N), whereas it is O(N?) under strong LoS
channels. This is because, under i.i.d. channels, the variance of the effective channel
scales as N (see Proposition 2.1), while in the latter case it scales as N2, at least for the
subset of users satisfying (2.17). In turn, when the scheduler selects the best user for data
transmission, the SNR scales as O(N?) as per (2.19). A similar observation is made in [71]
in the non-IRS context, when comparing the performance of i.i.d. fast fading channels

and correlated channels.

Remark 2.4 (On the convergence rate). Similar to Remark 2.1, under the channel model
in (2.12), (2.13), we have Pr(€) =1 — (1 - (%))K when the IRS phases are sampled as
in (2.15). Thus, the K required for near-optimal beamforming does not grow with N, and

the opportunistic rate converges much faster to the beamforming-based rate compared to

the scheme in Sec. 2.3.a. This is illustrated in Figs. 2.8 and 2.9 in the sequel.

Remark 2.5 (mmWave bands). The channel model in (2.12), (2.13) is a special case
of mmWave channels [87] with the number of paths set to 1. Since, by exploiting the
knowledge of the channel statistics to design the distribution from which the random phase
configurations are drawn, we can obtain significant multi-user diversity gains even with
a relatively small number of users, randomly configured IRS-aided OC can also obtain

significant benefits in mmWave scenarios.

Remark 2.6 (Comparison with SSBs in 5G NR). In the context of 5G NR, the proposed
scheme can significantly improve the performance by deploying an IRS with negligible over-

heads. We note that the scheme using the synchronization signal blocks (SSBs) as per NR
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specifications is user-centric, wherein the BS sweeps through several beams across many
time slots [88]. Thus, a given user measures the beam quality on every beam, and in the
end, it reports to the BS the index of the beam which procured the best channel quality.
This procedure focuses on obtaining the best beam for a given user and expends as many
time resources as the number of beams the BS sweeps. As a consequence, the time complex-
ity scales linearly with the number of beams used for sweeping. In contrast, the proposed
scheme is IRS centric where the random phase configuration selected at the IRS in a given
time slot can be considered to be the generation of a beam in a random (spatial) direction.
The scheme then tries to locate the user who finds this random beam to yield the best
beam quality. Thus, the proposed scheme does not need more than one time resource for

scheduling, i.e., it entails lower overhead.

2.4 Single IRS Assisted Opportunistic User Scheduling
for Wideband Channels

This section investigates IRS-assisted OC over an L tap wideband channel. We consider
a multiuser OFDM system where all users are served over a given total bandwidth. Since
the IRS operates over the entire bandwidth (i.e., it is not possible to apply different phase
configurations for different sub-bands),'' we first analyze the performance of an IRS-
assisted OFDM system where all the subcarriers are allocated to a single user with the best
channel condition collectively among the subcarriers. In the second scheme, we configure

OFDM-based multiple access (OFDMA) and study the performance improvement offered

U This assumes that the IRS elements are not frequency selective, similar to past work in the area
[15,89]. In fact, by appropriately designing the tuning parameters of the IRS circuit elements, it is
possible to achieve non-frequency selectivity of the IRS elements even in wideband systems [90]. Having
said that, as we will see in Chapter 8, as the number of IRS elements increases, so does the aperture of the
IRS, and the propagation delay across the aperture can make the overall channel frequency selective. This
is because the reflections from the different IRS elements contribute to a delay spread in the channel. This
frequency selectivity is ignored in this chapter, and it is a good approximation as long as the aperture of
the IRS and/or the bandwidth of the signal are not too large; this is precisely characterized in Chapter 8.

However, the response of the individual phase shifters in the IRS is indeed frequency flat.
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by the multiplexing gain and multi-user diversity. We refer to the former scheme as single-
user OFDM (SU-OFDM) and the latter scheme as OFDMA. As before, for the analysis,
we assume that all users experience similar large-scale propagation effects with path loss

coefficient 3, and hence we model the channels across the users in an i.i.d. fashion.

2.4.a IRS Enhanced Multi-user Diversity in a Single-user OFDM
(SU-OFDM) System

2.4.a.i Channel Model

Consider a time domain channel seen by the kth user in an N-element IRS setting. Let
hgx € C**! be the L-tap channel between the BS and user k through the direct (non-IRS)
path. Let Hy, € CV*F denote the L-tap channel between IRS and user k across all IRS
elements. Note that, without loss of generality, we assume that the number of taps in the
direct channel and the IRS-user channel to be the same. This can be done by letting L
denote the larger of the numbers of taps in the two channels. Since the channel between
the BS and IRS is typically LoS, it can be modeled as a single-tap channel between the
BS and each of the N elements of the IRS, denoted by h; € CN*! (see [16].) Furthermore,
due to the strong LoS component, h; can be modelled as an array steering response vector
when the IRS is configured as a ULA (see (2.12)). We assume that channels between the
IRS and the users across all the L taps are independent of each other [76,91]. The exact
statistics of the channels are provided below. The composite channel of user k£ can then

be compactly written as

hj, = hyy, + Hj , ©h; € C*". (2.20)

In this work, we use an exponentially decaying power delay profile (PDP) in the lag domain.
Let iuzk,lm = hinha ks denote the gain of the lth tap of the fading channel between the BS
and the kth user through the nth IRS element. Then, the PDP of the link is given by

a; 2 B[|hyyq|*] = ce™V*, Yk € [K],n € [N], (2.21)

where c is chosen such that ), E[|7Lkln|2] = 1, and v captures the decay rate of the channel

T

tap power with /. Hence, we have, ||a||,= 1, where a £ [ay,as,...,az]” represents the
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power in each of the L taps. Therefore, the Ith component of the channel in (2.20) can be
written as hy; = hag + Zf\il el0i fVLk“ If hagt, hogi ~CN(0,a;) across the IRS elements
and since |hy,|?= 1 for all n € [N], it is easy to show that hy; ~ CN(0,(N + 1)q)
and independent across the users and L taps. Equivalently, in the OFDM system with M
subcarriers, if we let h), € CM*! denote the frequency-domain channel vector for user k, we
have flk = F s phy where F 1, is the matrix containing the first L columns of the M x M
DFT matrix.'? Thus, the channel at subcarrier m for user k follows hg[m] ~ CA (0, N + 1),

and we also have the Parseval’s relation E[||hy||2] = M E[||hg||2].

2.4.a.ii Scheme for IRS-Enhanced Multi-user Diversity in SU-OFDM Systems

As before, we randomly set the phase configuration at the IRS at every time slot. The
BS then applies equal power to all the subcarriers and broadcasts pilot symbols to all the
users. In this section, for simplicity and analytical tractability, we assume that the BS uses
equal power allocation across subcarriers during data transmission; note that this is near-
optimal in the high SNR regime. The users estimate the channels, compute the sum rate
obtainable across all subcarriers, and compute their respective PF metrics. The user with
the highest PF metric sends its identity back to the BS, and is scheduled for transmission
using all the subcarriers by the BS. Note that, with a slightly higher feedback overhead,
the scheme easily extends to the case where the BS uses optimal water-filling-based power
allocation. Here, after estimating the channels across the subcarriers, the user computes
the sum rate achievable by it with water-filling power allocation, and uses this to calculate
its PF metric. In this case, instead of feeding back just the user identity and the SNR,
the user with the highest PF metric will also need to include the power allocation vector,
which is of size &~ 4M bits (assuming 16-levels of power control in each subcarrier.)

Under equal power allocation, in a K user system, the maximum average sum rate

s 27mml

12Tn this work, we compute the discrete Fourier transform (DFT) as X [m] = Z;\ia Y z[l]e=7*5 for all
me{0,1,...,M — 1}.
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obtainable across subcarriers with a total power constraint P and noise variance o2 is

M-1

RYoppy = max Z1og2 (1+A§ 5|7 [m]| ) (2.22)

1<k<K £

From (2.22), it is clear that we need to characterize the maxima of the sum of random
variables. However, since the expression is not easily tractable, we upper-bound the term

by invoking Jensen’s inequality. From Parseval’s theorem, S"M | Ay [m]|?= M 317 [haa|>-

0

We illustrate the tightness of the above upper bound in the numerical results section.

Using the monotonicity of log(-), we get

1<k<K

K
RéU?OFDM < log, (1 + — {

Recall that |y |*~ exp(ﬁ) and these form a set of independent and non-identically
distributed (i.n.d.) random variables across L taps. First, we characterize the distribution
of the sum-term in (2.23). We can show from [92] that if {X;}Z, are a set of L in.d.
exponential random variables with mean p;, then the cumulative distribution function

(cdf) of Y £ Zle X; is given by

L

Y (L)
By (y) = _ x T 1, 1+ L —my, ..., — : 2.24
v(y) T ( py uLy) (2.24)

where TgL)(-) is the confluent Lauricella function [93]. Thus, setting p; = (N+1)a; in (2.24)
will give the distribution of the sum-term in (2.23) and call it F(-). In what follows, we
characterize the maximum of such i.i.d. sum-terms. To that end, we can show that the cdf

in (2.24) satisfies the Von Mises’ condition (see Lemma 2.5 in Appendix 2.C) [92]. Thus,

QKﬁoo ~ . i
@ng Fi-%) (2.25)

where, by Xk Ko, ¢, we mean limg_ .o X — ¢ LN Y, and Y is a degenerate random
variable. In other words, the sum-term in (2.23) can be replaced with the right-hand side
of (2.25) when K is large. However, the resultant expression, although accurate, has two

demerits: 1) It does not provide any explicit and useful insight on how the sum-rate scales
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with the total number of users, 2) the characterization is not tractable for comparison and
analyzing the performance.

Hence, we seek approximations by considering large L (In Remark 2.7, we discuss how
large L needs to be.) In Sec. 2.5, we numerically show that this approximation works well
even when L is as small as 5. Then, in view of (2.23), we have the following theorem for

reasonably large L.

Theorem 2.3. Consider an N-element IRS-assisted SU-OFDM system with M subcarri-
ers and L time-domain taps with power delay profile a, a total power constraint P, and

2

noise variance o°. Then, for large L, the average sum rate of IRS enhanced multi-user

diversity in an SU-OFDM system under equal power allocation, Rg((]?OFDM, scales as

P
Jim (REQ@OFDM ~0 (10g2 {1 + i—Q(N +1) x {1 +[lalls@7" (1 - %)} })> =0,
(2.26)

where ®1(-) is the inverse cdf of a standard Gaussian random variable.
Proof. See Appendix 2.C. [ |

In the above result, since the argument of ®~1(-) is close to 1 for large K, we can use
P(z)~ 1 (1 +Vv1-— e’%ﬁ) [94]. Consequently, from (2.26), we can explicitly determine

the dependence of the sum rate on K as in the following corollary.

Corollary 2.1. For the setup in Theorem 2.3, we have

: (K) pP /T ~

Comparing the SU-OFDM performance given by the above equation with the perfor-
mance in narrowband channels (see (2.10), with @) = 1), the main difference in the multi-
carrier case is the presence of ||a||; and the dependence on the number of users as v/In K
instead of In K. The v/In K dependence is a consequence of the upper-bounding technique
used to obtain (2.27); and apart from the ||al|y factor, the performances are similar in the

two cases.
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Remark 2.7. To quantify how large L should be in order for Theorem 3 to hold, we
use the Berry—Esseen theorem [95] which describes the error bound in approximating the
normalized sum of random variables with a normal random variable through the CLT. We
can show that the worst case absolute error, i.e., sup,cp |[Fn(x) — ®(z)] < C1 - ai/||alls,
where F,(x) and ®(x) denote the cdf of the normalized sum-random variable and standard
normal random wvariable, for some constant C; > 0. Thus, for a given L, this bound
becomes tighter when the PDP is slowly decaying, with the power in the dominant tap being
comparable to other taps (which occurs when v is small), and in this case, the convergence

in CLT occurs faster.

2.4.b IRS Enhanced Multi-user Diversity in OFDMA Systems

We now consider an OFDMA system, where, instead of allotting all the subcarriers to one
of the users, each subcarrier is allotted to a single, possibly different user. On the other
hand, a given user can be allotted one or more subcarriers. We consider the same channel

model as in Sec. 2.4.a.1.

2.4.b.i Scheme for IRS-Enhanced Multi-user Diversity in OFDMA Systems

The scheme is similar to the single-user OFDM system in Sec. 2.4.a, except that the user
scheduling is done on a per-subcarrier basis instead of allotting all the subcarriers to the
user with the best sum rate across subcarriers. Recall that the channel coefficient of the
mth subcarrier of user k is denoted by hy [m]. Then, the average sum rate under equal
power allocation in the IRS enhanced OFDMA-based multi-user diversity scheme is given

by
BP
OFDMA = Z logy 4 1+ ~— max |hy[m]]* ¢ . (2.28)

0’ 1<k<K

Thus, we have the following theorem that characterizes the average sum rate of an OFDMA

system.

Theorem 2.4. Consider an N-element IRS assisted OFDMA system with M subcarriers,

2

a total power constraint P, and noise variance o°. Then, the average sum rate exploiting
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multi-user diversity under equal power allocation, R(OI;)DMA, scales as

P
lim {R(OKF)DMA — Mlog, (1 + ]502 (N+1)In K) } = 0. (2.29)

K—o0

Proof. The key step is to characterize the random variable max |hi[m]|? for large K.

Since |y [m]|21-,1\-§~ exp(1/(N + 1)), we can apply Lemma 2.3 to obtain the scaling law in
(2.29) in the same way as derived in Appendix 2.B. [

Remark 2.8 (On the performance of OFDMA and SU-OFDM). The IRS-assisted OFDMA
scheme outperforms the SU-OFDM scheme for two reasons: 1) Since there are M parallel
channels in the OFDMA scheme, this offers additional selection/frequency diversity gain
over an SU-OFDM system. 2) While a given user may see different channel coefficients on
different subcarriers, the IRS configuration is common across all subcarriers. Thus, even
in the asymptotic number of users, no user can be in beamforming configuration on all the
subcarriers in an SU-OFDM scheme. On the other hand, in the OFDMA scheme, since
the setup boils down to the availability of M parallel channels, and when K 1is large, the
IRS can be close to the beamforming configuration with high probability on all subcarriers,
by scheduling different users on different subcarriers. However, the feedback overhead in
the OFDMA scheme is M times that of SU-OFDM, since the BS needs to find the best user
on each of the M subcarriers. Note that, with OFDMA, one can still use a low feedback
overhead timer- or splitting-based scheme [81,82] for identifying the best user to schedule

for data transmission, but on a subcarrier-by-subcarrier basis.

2.5 Numerical Results

In this section, we validate the derived analytical results and quantify the relative perfor-
mance of the schemes proposed in the previous sections through Monte Carlo simulations.
A single antenna BS is located at (0,0) (in metres), the IRS is at (0,250), and single
antenna users are uniformly distributed in the rectangular region with diagonally opposite
corners (100, 500) and (500, 1000). The path losses are computed as § = 1/d* where d is
the distance and « is the path loss exponent. We use @ = 2,2.8 and 3.6 in the BS-IRS,
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IRS-user and BS-user (direct) links, respectively |76]. Further, we consider a BS trans-
mitting with power P = —10 dBm and noise variance at the receiver 0 = —117.83 dBm,
corresponding to a signal bandwidth of 400 kHz at a temperature of 300 K. Then, in the
absence of the IRS, a user at the point closest to the BS experiences an average SNR
of about 10.3 dB, while the farthest user experiences an average SNR of —1.9 dB. The
fading channels are randomly generated as per the distributions discussed in the previous
sections.

We first evaluate the performance of the scheme described in Sec. 2.3.a. In Fig. 2.5,
we plot the average throughput offered by a randomly configured IRS-assisted OC scheme
operated using a proportional fair scheduler with 7 = 5000. We compare the performance
of the OC scheme against that of the beamforming-optimal scheme, given by (2.7). The
throughput of the OC system improves with the number of IRS elements and users in
the system. On the other hand, the gap between the throughput of the OC scheme and
that of the optimally configured IRS-based scheme also increases with the number of IRS
elements, in line with our discussion in Remark 2.1. We also see that the IRS assisted
system significantly outperforms opportunistic scheduling in the absence of the IRS, when
the BS is equipped with N antennas [71, Sec. III.A] (i.e., the same as the number of IRS
elements used.)'® This is because the BS is constrained by the total radiated power. Hence,
increasing the number of antennas reduces the transmit power per antenna, resulting in
a throughput that improves only marginally with the number of antennas at the BS. On
the other hand, since the IRS uses passive reflective elements, the total received power
at the user increases quadratically with the number of IRS elements under the optimal
beamforming configuration (see, e.g., Theorem 2.2 or [10]).

Next, in Figs. 2.6 and 2.7, we evaluate the scheme in Sec. 2.3.b. In this experiment,
we use ¢ = 0.01 in (2.10)." Hence, the rate goes to zero when Q = 100, since no sym-

bols are left for data transmission. In Fig. 2.6, we plot the throughput as a function

13The BS uses weights a,(t) and phase 6,(t) at the nth antenna at time ¢, leading to hi(t) =

Zgzl V() e h,, () as the effective channel gain. At each t, o, (t) and 6,,(t) are set randomly.
14We note that ¢ depends on the coherence time of the channel. It has been shown in [96] that an

optimal ( is around 0.01 for channels with moderate fading rate operating at moderate SNR, in single

antenna systems.
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Figure 2.5: Average throughput vs. the number of users compared with the opportunistic scheme
using multiple antenna BS used in [71, Sec.IIL.A].

of @), the number of pilot transmissions. The optimal @Q* that yields the best trade-off
between the pilot overhead and reflection diversity gain, given by Lemma 2.2, agrees with
the integer () at which the throughput achieves its maximum. In Fig. 2.7, we compare
the performance in terms of the achievable system throughput obtained using ) =
(“Opportunistic throughput, @ = 17) against that obtained by using ) = Q* pilot trans-
missions (“Opportunistic throughput, @ = Q*”.) The figure shows the additional gain due
to the reflection diversity, particularly when the number of users is small. The gain is
marginal when K is large, partly because the throughput depends weakly on @) since it
scales as log (In(QK)), and partly because Q* itself reduces with K. In the same figure, we
also plot the performance of the IRS assisted opportunistic system under equal path loss
across users, and see that the simulations (“Equal path loss - opp. throughput, @ = Q*”)
match with the theoretical result in Theorem 2.1 (“Theorem 1, Q = Q*”.)

In Fig. 2.8, we study the performance of the channel model aware OC scheme as in
Sec. 2.3.c and the IRS draws phase angles randomly as per (2.15), with users’ DoDs

(at the IRS) being randomly and independently sampled from a uniform distribution in
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Figure 2.6: Average throughput as a function of the number of pilot transmissions, for NV = 8.

[—40°,40°] with 84 = 20°. Further, the users are located in the region as mentioned in
paragraph 1 of this section. We also use the uniform distribution to independently draw
the phase angles at all the IRS elements, and show its performance in the same figure.
We see that the performance of the OC system improves dramatically when the channel
model and DoD statistics at the IRS are used in selecting the phase configurations. In Fig.
2.9, we investigate the performance gap between the randomly configured IRS-based OC
and the rate obtained from the beamforming configuration, as a function of the number of
IRS elements with and without the knowledge of DoD statistics at the IRS. The different
curves correspond to the system having a varying number of users. We see that, for a given
number of users, the performance of the system with the IRS phase angles drawn exploiting
the knowledge of the DoD statistics is very close to the performance of an optimized IRS,
even if the number of IRS elements is as large as 1024. Furthermore, in this regime,
even when the number of users in the system is as small as 50, the OC performance is
still close to the coherent beamforming rate. On the other hand, the performance of an
IRS-assisted OC scheme with the phase angles drawn independently from the uniform

distribution becomes increasingly worse relative to the beamforming rate as the number
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Figure 2.7: Average throughput as a function of the number of users, with Q* pilot transmissions.
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Figure 2.8: Average throughput as a function of the number of users, for channel model aware
scheme.

of IRS elements increases. Moreover, the effect of multi-user diversity is hardly evident

in the latter case, when the number of IRS elements is large. In a nutshell, for a given
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Figure 2.9: Average throughput as a function of NV, for different number of users.

number of users, the channel model aware scheme offers two benefits: 1) The rate of the
OC system remains close to the optimal beamforming rate even with a large number of
IRS elements; 2) The effect of multi-user diversity is well captured, even with a small
number of users.

We next illustrate the average SNR scaling of both schemes under opportunistic schedul-
ing in Fig. 2.10. We plot the variation of the average SNR (the average of the maximum
of the squared effective channel magnitudes across users) as a function of the number of
IRS elements for a large number of users (K = 10,000) in the system. In the top part
of the figure, the channels across all users are taken to be i.i.d. as per Sec. 2.3.a, with
f = 1. Clearly, the average SNR scales as O(V), in line with Theorem 2.1. In the bottom
part, we plot the effective SNR in the channel model aware scheme with IRS phase angles
sampled from (2.15), and the channels taken as per Sec. 2.3.c. In this case, opportunis-
tic scheduling significantly boosts the performance over the i.i.d. case and gives an SNR
scaling of O(N?), in line with Theorem 2.2. This is again because, for every random IRS
configuration, the effective channel corresponds to a strong LoS channel to a fraction of

users, and the scheduler picks the best among them.
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Figure 2.10: Scaling of the SNR in i.i.d. vs. LoS channels.

As the last experiment in this section, we consider the performance of IRS-aided OC over
wideband channels as discussed in Sec. 2.4. We fix the number of time domain channel taps
to two different values: L = 25[97] and 5 with v = 1, in (2.21), and perform communication
through an OFDM system with M = 1024 subcarriers and subcarrier spacing of 30 kHz.
As a result, the total system bandwidth is 30.72 MHz, which corresponds to a total noise
variance 02 = —98.95 dBm at 300 K. We choose a total power budget P = 24 dBm
at the BS, and as a consequence, the nearest user experiences an average per-subcarrier
SNR of 11 dB and the farthest user —1.2 dB, respectively. The channels are generated
in an i.i.d. fashion across the users by setting the path loss coefficient to be equal for all
users, such that the average SNR is 4.3 dB, and the BS power is allotted equally across
all the subcarriers. Before we look at the numerical performance of the schemes, we first
ascertain the applicability of the analytical rate scaling law in (2.26) for the choice of
L =25 at v =1 in SU-OFDM systems. To characterize the Gaussianity of the sum-term
in the left-hand side of (2.50), we compute its excess kurtosis, which measures how close a

given distribution is to the Gaussian distribution [98]. The excess kurtosis, , of a random
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Table 2.2: Excess kurtosis k as a function of the number of taps.

1 2 5 10 20 25 20 | 100
k9596|352 15076 035|028 | 0.13 | 0.07

variable X with mean p is defined as
— 3. (2.30)

For a Gaussian random variable, x = 0. In Table 2.2, we list the excess kurtosis of the
L-sum-term in (2.50) as a function of L. We see that, for L = 25, we obtain an excess
kurtosis of approximately 0.28, which is within 4% of the distance between a Gaussian
and exponential random variable (corresponding to L = 1) and closer to the Gaussian
random variable. Thus, it is reasonable to consider that this sum term is nearly Gaussian
distributed, making the scaling law in (2.26) valid for L = 25. Subsequently, we relax the
requirement on large values for L and study the validity of the scaling law for smaller L
(particularly at L =5.)

We present the OC throughput of SU-OFDM and OFDMA for L = 25 and 5, respectively,
in Figs. 2.11a and 2.11b. We set the constant in the upper bound in (2.26) to 1 for plotting
the theoretical result. The throughput offered by the IRS-assisted OFDMA is superior to
that of SU-OFDM, in line with Remark 2.8. We also see that the performance of both
OFDMA and SU-OFDM increases with N. However, while the simulated and theoretical
performance of OFDMA given in Theorem 2.4 (marked as “OFDMA, Theorem 4” in the
figures) match well as K increases, there is a gap between the two in the case of SU-OFDM
(the theory is marked as “SU-OFDM, Theorem 3 on the plot”.) This is partly because
the throughput analysis of SU-OFDM is an upper bound (see (2.23)), and partly because
the channels across the subcarriers become more disparate as the number of IRS elements
increases, making the upper bound looser as N increases. We also observe that although
the scaling law in Theorem 2.3 was derived assuming a large L, the expression captures
the rate scaling performance even for moderate values of L such as 5 (in Fig. 2.11b).

Nonetheless, the plot shows that one can obtain a performance boost by deploying an
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Figure 2.11: Average sum rate as a function of number of users, for an OFDM-based communi-

cation system with M = 1024 subcarriers.

IRS, even without using complex optimization algorithms, by merely obtaining multi-user

diversity gains over randomly configured IRSs.

2.6 Conclusions

In this chapter, we presented several opportunistic schemes in a single IRS-aided set-
ting for exploiting and enhancing the multi-user diversity gains, both in narrowband and
wideband channels. The schemes completely avoid the need for CSI estimation and com-
putationally expensive phase optimization, and require little or no communication from
the BS to the IRS. First, we saw that, in narrowband channels, a basic multi-user diversity
scheme using a randomly configured IRS provides a performance boost over conventional
systems as the number of users, K, gets large. In order to improve the rate of conver-
gence of the opportunistic rate to the optimal rate (in terms of the number of users),
we presented two alternative approaches and analyzed their performances: one where we
obtained additional reflection diversity, and the other where we exploited the channel
structure in IRS assisted systems. Both these schemes improve the rate of convergence
of the throughput from the OC schemes with the number of users. In particular, exploit-

ing the channel structure allows us to significantly increase the number of IRS elements
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(and also achieve the coherent beamforming throughput) without requiring an exponen-
tially large number of users to achieve significant multi-user diversity gains. Finally, we
considered [IRS-aided OC over a wideband channel in an OFDM system, and analyzed
the performance of two different schemes, namely, SU-OFDM and OFDMA. Overall, IRS-
assisted OC schemes offer significant performance improvement over conventional schemes,
while incurring very low system overheads. Potential future research directions include ex-
tending the IRS-aided opportunistic communication framework to more general mmWave
systems, multiuser MIMO-OFDM settings, and its integration with other transmission
protocols within the broader class of multiple-antenna systems, such as spatial multi-
plexing. Another important direction is to adapt opportunistic UE selection schemes for

delay-sensitive applications.

Appendix 2.A Proof of Proposition 2.1: Statistics of h;,

2.A.a Independent and Identically Distributed nature of 7, ,

We recognize that hy , (ignoring the direct path) at any time can be decomposed as

N

hk,q = Z \/Bhl,nhlk,nequ’n- (231>

i=1
That the distributions of hy , are identical is clear due to 3, ~ B4x = 8. In the sequel,
we first prove that the channels are uncorrelated and then argue their independence under
random and independent IRS phase configurations.

Since the analysis holds true for any user, we consider the channels at a single user with
normalization of path losses, and subsequently extend the analysis across other users.
Hence, we drop the subscript k going forward, and let f, = Ry, and g, = hoy, for the

sake of brevity. We then have from (2.31)

N

hkv‘]/ﬁ = hq = Z fngnequ’"~ (232)

=1
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We define the correlation coefficient as

Par A ]E[(hq — E[hq]2> (hr — ]E[hr])*] —. (2'33>
%(EHW] — [E[R)P) (EllAP] - [E[n]])
Va;(,hq) Va;(,hr)

We also decompose these complex random variables into their constituent real and imagi-
nary parts as: f, = %(fn)—i—]\s(fn) Gn = R(9n)+7S(gn), and e?%n = cos(0,,)+7 sin(b,.,.),
so that R(f,,), S(fn), R(gn), S(g ) ! Ad " N(0,3), where R(-) and S(-) are the real and imag-
inary parts of a complex number. Then, A, in (2.32) can be written as h, = X, +jY,, with

X, 2 S {RUDRGn) — SUS(9n) cos(lyn)
— (RUS(g0) + SR sin(8,)}, (2:34)
Y, & Zan sin(6,.,) + by, cos(f,.n). (2.35)

Computation of E[h,|: Since 6,,,’s are sampled from the uniform distribution in [0, 27],
E[cos(8,,)] = E[sin(6,,,)] = 0 Vg, n. Since 0,,, is independent of f and g, E[X,| = E[Y,] =
0 by linearity of expectation over finite sums, and hence E[h,] = E[h,] = 0. Hence, (2.33)

becomes
E[h,h?
PO (2.36)
v/ Var(h,)Var(h )
Computation of E[h,hf]: It is again clear that
Elhghy] = E[X,X,] + E[Y Y] + j (E[X, Y] — E[X,Y.]). (2.37)

Expanding the first term in the RHS of (2.37) using (2.34), we have E[X X, ] =

N N N N
E{ZZ@ Ay, €0S(8y.1,) cOS(Or 1) ZZCL b, c08(0y.p) sin(6;. )
N N N N
ZZCL by, cos(,.,,,) sin(6 —I—ZZb by, sin(6,.,,) Sln(Qqn)}. (2.38)
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Focusing on the first term in RHS of (2.38), we have by linearity of expectation over finite

sums and by independence of IRS phase angles and channel fading coefficients, Vn, m,

{ZZanamcos ) COS rm} ZZEanam E[cos(8,.) cos(0r.m)]. (2.39)

n=1m=1

But, from the properties of trigonometric functions, we have
1
co8(0y.,) cos(0;m) = 3 (cos(gn + Orm) + €080y — Orm)) - (2.40)

Also, we have
(a) 1 21 2
E[cos(byn £ 0rm)] = ﬁ/ / cos(w £ ¢)dwda, (2.41)
™ Jo Jo

since the IRS phase configurations are independent across IRS elements and pilots. Com-
puting the above integral, we have, Vn, m, E[cos(0,,, £ 6,,,)] = 0. Therefore, the expecta-
tion in (2.39) is 0, and so is the first term in (2.38). We can similarly show that all the
other terms in (2.38) equal 0, in turn making the first term in (2.37) equal to 0. Similarly,
we can show that all terms in (2.37) are also 0, i.e., E[h,h}] = 0. It is also straightforward
show that Var(h,) = Var(h,) > 0 (see Appendix 2.A.b.) Hence, from (2.36), p,, = 0.
Extending the argument across all users, we have that h; , forms a set of uncorrelated ran-
dom variables. Now, under the joint Gaussianity assumption [43] (see Appendix 2.A.b),
these uncorrelated random variables are also independent. Finally, adding the direct path
in the scenario does not change the result because the direct paths are independent across
users, and using the fact that functions of independent random variables are independent,

the result follows.

2.A.b  On the distribution of 7;,

Recall that the cascaded channel ignoring path loss at a given user is given by (2.32).
From the real and imaginary parts in (2.34), (2.35), X, and Y, are a sum of N zero-mean
random variables. Then, for large N, by the central limit theorem (CLT), we have that

X, and Y, are normal random variables. What remains is to compute their variances.
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Computation of Var(X,): Var(X,) = E[X?], with

N
X2 = Z (an c08(Byn) — by sin(f,.,))
n=1
N
+ Z {[an cos(0y.1) — by sin(0y,)] [am cos(0gm) — b sin(f,.m)]} . (2.42)
m

We simplify the first term in (2.42) as

WE

(a2 cos*(0g,n) + b2 sin®(0,.) — 2a,by, cos(,,,) sin(fy)) - (2.43)

n=1

It is also straightforward to compute the following values.
1. E[cos(8,,)] = E[sin(6,,)] =0,

cos(20g,n) | __
2. Elcos*(0,,)] = B [Lreoienl] = 1

2

3. Elsin?(d,,)] = E [ﬂ] -
4. E[a2] = E[p2] = L.

Taking expectations on both sides of (2.42), we can show that E[X?] = Z. Similarly,
Var(Y,) = E[Y?] = §. Thus, by CLT, X, ~ N(0,%), and Y; ~ N(0,%). Further,
we can verify that X, and Y, are uncorrelated. Since they are jointly Gaussian (see
Appendix 2.A.a), they are i.i.d. as well. Therefore, h, ~ CN (0, N). Finally, adding the

contributions from path loss and the direct path, hy, ~ CN(0, (N + 1)).

Appendix 2.B Proof of the Theorem 2.1

The proof of the theorem uses the following lemma on the extreme values of i.i.d. random

variables.

Lemma 2.3. ([71]). Let zy, ..., zxk be i.i.d. random variables with a common cumulative

distribution function (cdf) F(-) and probability density function (pdf) f(-) that satisfy
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F(z) < 1 and are twice differentiable for all z. Let the corresponding hazard function,
a

Q(2) [%} be such that

=c>0, (2.44)

for i = sup{z : F(z) < 1} and some constant c. Then, max,<p<x zx — lg converges in

distribution to a Gumbel random variable with cdf e ="' where F(lx) =1 — =.

In words, the lemma states that, asymptotically, the maximum of K i.i.d. random
variables grows like [x. From Theorem 2.1, |k [*~ exp <m> for all k£ € [K] and
q € [Q]. Further, since the phase angles are independently generated at the IRS during

each pilot transmission, we have that ikaq = |hgq|* form a set of QK 1.i.d. exponential
. . __h
random variables with mean B(/N + 1). Thus, we have the pdf, fhkyq(h) = me FINHD)

for h > 0 and hence the cdf, Fj, q(h) —1— ¢ AV for h > 0 and 0 otherwise. Also, here

1 = oo. Thus, we have,

-1

lim —— — i e ! 0 (2.45)
im —— = lim =2voin oY :
h—oo Q(h)  h-roo me—m BN +1)

Hence, by virtue of the above lemma, we have lgx = F~* (1 — Q%) and solving, we get

lok = B(N + 1) In(QK), and applying the lemma to (2.9), we get the desired result.

Appendix 2.C Proof of the Theorem 2.3

We use the fact that L is large and invoke the following version of the central limit theorem

(CLT) [99):

Lemma 2.4 (Lyapounov’s Central Limit Theorem). Suppose that X, Xs,..., X, form a
sequence of independent random variables such that ¥i € [n], E[X,] £ u;, 02 £ E[|X;|?]

and s2 £ 5" o2, If, for some § > 0,

i=1"1

—~ 1
L2 lim S B [1X - ] =0 (2.46)
=1 "
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then
i Z — ) —2 CN(0,1), (2.47)

n—00
=1

d o
where —— stands for convergence in distribution.
n—oo

To check whether the random variables {|hy,|*}, satisfy (2.46),let § = 1. Then E [|X; — p,]*] =
2((N +1)a;)*. Further, 2 = 3" a?(N + 1)?, hence s = (||a]jo(N +1))°. Thus,

3
L = lim,_ o QHaHg We can lower and upper bound the ratio on the right-hand side
al2
as follows:
Y _lal_, "E
€n 3 €n
<2 <2 ) 2.48
sl = *al} = i 24)
€ S

Hence, when n — oo and ||a||< oo, both lower and upper bounds go to zero, and by
the sandwich theorem, £ = 0. Thus, the given exponential random variables satisfy the

condition in the lemma. Therefore, we have,

L
1 2 d
which implies
L
> e (N + 1) {1+ [lall2h} (2.50)

=1

where hy ~ CN(0,1). Thus, (2.23) can be rewritten as,

8P

RéII?OFDM < log, (1 + ?U\[ +1) x {1 + ||a\|2{ max th> . (2.51)

To characterize the extreme value of K i.i.d. Gaussian random variables, we note that
Lemma 2.3 cannot be used as (2.44) is not satisfied by Gaussian random variables. In-
stead, we use another lemma to characterize the extreme values of i.i.d. Gaussian random

variables from [100].

Lemma 2.5 (Von Mises’ sufficient condition for weak convergence of extreme values). Let
Xy, Xo, ..., Xk be i.i.d. random variables each having an absolutely continuous cdf F(z)

and pdf f(z). Let Mg = max{X;, Xs,..., Xg}, Qz) £ [ f() ] and v £ sup{z : F(z) <

1-F(x)
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1. If
d [ 1
lim ~— - 2.52
2 (Q(m)) 0 (2.52)
then
My — e —— G, (2.53)
K—oo

where G is a Gumbel random variable with cdf, e~ and i is given by F(lg) =1 — %=

for some constant ¢ > 0.

As before, the result shows that the extreme value of K i.i.d. random variables satisfying
(2.52) grows like [, asymptotically. In what follows, we check the applicability of the
lemma to K i.i.d. Gaussian random variables. Clearly, 1 = oo. Let ®(x) and f(x) be the

cdf and pdf of a standard complex normal random variable. We then have,

a 1—<1><x>):<1—<1><x>>x_1: S QW) -
% (7 @) Vi Tt 254
where () is the standard @ function. But we know that,

1 22 1 1 22

¢ 2 (1 - ?) <Qz) < 5C 7. (2.55)

Using (2.55) to lower and upper bound (2.54) and taking the limit x to co and applying
the sandwich theorem, it is straightforward to show that (2.52) is satisfied by Gaussian
random variables. Thus, Ix = ®~' (1 — +). Substituting it in (2.51) yields the desired

result in (2.26).



3 Spatial Correlation Aware
Oppotunistic Beamforming in

IRS-Aided Communications

Chapter Highlights

This chapter addresses the question of how to exploit the inherent spatial correlation in the chan-

nels through the different intelligent reflecting surface (IRS) elements to reduce the overheads in
IRS-aided wireless communications. We propose a novel approach that randomly samples the IRS
phase configurations from a carefully designed distribution and opportunistically schedules the
user equipments (UEs) for data transmission. The key idea is that when the IRS configuration is
randomly chosen from a channel statistics-aware distribution, it will be near-optimal for at least
one UE, and upon opportunistically scheduling that UE, we can obtain nearly all the benefits from
the IRS without explicitly optimizing it. We formulate and solve a variational functional prob-
lem to derive the optimal phase sampling distribution. Interestingly, we find that, with the IRS
phase configuration drawn from the optimized distribution, it is sufficient if the number of UEs
scales exponentially with the rank of the channel covariance matrix, not with the number of IRS
elements, to achieve a given target signal-to-noise ratio (SNR) with high probability. Our numer-
ical studies reveal that even with a moderate number of UEs, the opportunistic scheme achieves
near-optimal performance without incurring the conventional IRS-related signaling overheads and

complexities.

74
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3.1 Introduction

An intelligent reflecting surface (IRS) comprises multiple passive elements that can be
independently configured to reflect signals in required directions [68]. This enables one
to control the wireless channel between any two nodes and thereby improve the spectral
efficiency (SE) of next-generation wireless systems. However, optimally configuring every
IRS element entails three-fold control overheads: 1) acquisition of channel state informa-
tion (CSI), 2) optimization of IRS phase angles, and 3) phase transportation from the base
station (BS) to the IRS via control links. These overheads can easily undermine the pro-
fessed benefits of an IRS when the number of IRS elements is large. This chapter overcomes
this bottleneck by leveraging a spatial correlation-aware opportunistic beamforming (BF')
framework that obtains the optimal IRS gains without optimization /three-fold overheads
as described above.

In the pursuit of reducing the complexity while maximizing the IRS-aided performance, [101]
leverages correlation among different user equipments (UEs) to minimize the pilot over-
heads, and [102] proposed to use only the partial CSI of the channel. In [41], a blind beam-
forming approach is proposed, which does not need CSI estimation; however, it suffers from
high time complexity. In this context, [76] and our previous work [103] utilize opportunis-
tic scheduling techniques in IRS-aided systems to mitigate both time and computational
complexity. However, they consider independent fading channels and consequently need a
very large number of UEs to achieve optimal gains.

In this chapter, we progress upon this problem by exploiting the inherent spatial cor-
relation at the IRS and show that the performance of the opportunistic scheme can be
significantly improved even with a small number of UEs at very low time and computa-

tional complexities. Our key contributions are:

1. We pose and solve a variational functional problem to obtain the optimal sampling dis-

tribution for the random IRS phases, as a function of the channel statistics. (Sec. 3.4.c.)

2. We show that when the above spatial-correlation-aware distribution is used to sample

the IRS configuration, it is sufficient for the number of UEs to scale exponentially in
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Variable| Definition Variable| Definition
N Number of IRS elements Ri(t) | Achievable rate of UE-k at time ¢
K Number of UEs T (¢) Average rate of UE-£ till time ¢
b)) Covariance matrix at IRS I Overall channel at UE-k
M Rank of h,; Channel from BS to IRS
U Eigenvector matrix of 3 hy & Channel from IRS to UE-k
A Eigen value matrix of X 0 Effective IRS phase vector
P/o? Ratio of t.ransm'lt power at BS hak Direct channel from BS to UE-k
to the noise variance at UE ’
RPP Achelvabl'e éystem SE u§1ng h, ;. Cascaded channel from BS to UE-k
opportunistic beamforming ’
R Acheivable system SE using IRS | x| Composite fading ch.: BS to UE-k
optimization under RR scheduling ’
Piuce Success probability of the scheme Bak, Path loss 1.n the. direct link /
Brk cascaded link via the IRS

Table 3.1: Commonly encountered variables/notations in chapter 3.

the rank of the channel covariance matrix to obtain near-optimal SNR in every time

slot. (Sec. 3.5.)

3. In the process, we derive the tail probability of the Rayleigh quotient of a heteroscedastic

complex Gaussian random vector, which may be of independent interest. (Lemma 3.3.)

We empirically verify our findings and show the efficacy of the opportunistic scheme even

with a moderate number of UEs in the system. For e.g., when the number of IRS elements

is N = 32, even with as few as K = 25 UEs, the sum-SE is just 0.7 bps/Hz away from the

SE obtained by IRS optimization.

Notation: For general notations used in this chapter, see the section on “General Mathe-

matical Notations” on page ix. For the notations/variables specific to this chapter, please

refer to Table 3.1.
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3.2 System Model and Problem Description

We consider an N-element IRS-aided downlink scenario where a BS serves K UEs in a
time-division multiple-access fashion. Let the small-scale channel from the BS to IRS be
h; € CV, and from IRS to UE-k be hy; € CV. Since the BS and IRS are envisioned to
be deployed at fixed positions, we model h; as a deterministic vector, with entries given
by [75]

[hy],, = exp (j27d, /), n=1,2,...N, (3.1)

where d,, is the distance between the BS antenna and the nth IRS element. The channel
from IRS to UE can be random; so, we model hy ; ~ CN(0, X;), where X, is the spatial
correlation matrix at the IRS for UE-k. The overall channel at UE-k is

hi = \/Baghay + /Brxhi, Ohy,

where hqg ~ CN(0,1) is the direct channel from BS to UE-k, @ € CV*V is a diagonal
matrix containing the IRS phase shifts, and 344, 5, denote the path loss of the direct
path and cascaded path via the IRS, respectively. We now write

hie = \/Baghas + /Bri 07 (hay © hy) £ 07hy, (3.2)

where ® is the Hadamard product, 8 £ [1, é*T] ! € CN*l s called as the effective IRS vec-
tor with @ € CV comprising of the diagonal elements of ©, and h I [\/%hchk, \/BTJCthk]T
is the fading vector with h, j £ hy ; ® h;. The system is illustrated in Fig. 3.1.

Let P and o? denote the transmit power and noise variance, respectively. The overheads
incurred when the BS schedules UE-k and configures the IRS with the SE-optimal phase

vector

67 — argmax log, (1 + 071y 2P/o?) (P1)
]

st. [0 =1, [0, =1n=2. . N+1, (C1-1)

are computationally expensive (explained in Sec. 3.3.) We then address the following
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IRS

@

Figure 3.1: System model for one UE.

questions:

1. Leveraging the spatial correlation, how can we randomly configure the IRS phase vector

0 (i.e., without determining @°P*), and still obtain near-optimal benefits from the TRS?

2. For the above scheme, what is the probability that a random IRS phase procures a
target near-optimal SE as in (P1)?

To this end, we first analyze the benchmark SE obtained under IRS optimization with
round-robin (RR) scheduling of UEs.

3.3 The Benchmark Sum-SE Via IRS Optimization

Under RR scheduling, the BS sequentially schedules UEs using a pre-defined ordering.
Considering that the IRS is configured as per (P1) in every time slot, the achievable
beamforming (BF) sum-SE is characterized in the following [103].

Lemma 3.1. With K-UFEs, under RR scheduling, the BF sum-SE obtained when the BS
optimizes the IRS to the channel of the scheduled UE in every time slot is given by R =

2

P

K N

1

= 2 Jogy [ 1 v/ Bk lhaxl + V/Bra Y il | 5 |
k=1 n=1
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and 1s achieved with the optimal IRS configurations given by
6], = eXp{j (LB i)ns — Lhay) } n=2... N+1. (3.3)

Remark 3.1. Achieving R%’t as in Lemma 3.1 incurs computationally expensive three-

fold overheads in every time slot:

1. Channel estimation: The BS acquires the CSI of all the links; this potentially requires

O(N) pilot transmissions.

2. Phase optimization: The BS employs solvers to optimize the IRS for achieving the best

SE during data transmission.

3. Phase transportation: The BS transports the optimal phase of each IRS element to the

IRS controller via an error-free control link; its overhead scales as O(N).

3.4 Spatial correlation-aware Opportunistic BF

3.4.a The Proportional-fair Scheduler

In every slot, the PF scheduler selects a UE that achieves the highest SE relative to the
average SE of the UE till that time for data transmission [71]. In this way, the system op-
portunistically enhances the throughput while ensuring fairness in UE scheduling, thereby
exploiting multi-user diversity. Let Ry (t) £ log,(1+ |hx(t)|?P/0?) be the achievable SE of
UE-k at time ¢. The PF scheduler selects the k*(¢)th UE, where

k*(t) = arg max Rk(t),
kefl,...k}y Tk(t)

where Tj(t) is the exponentially weighted moving average (EWMA) SE seen by UE-£ till
time ¢, which is parameterized by the EWMA factor 7 [71]. Smaller (larger) values of 7

favor short-term (long-term) fairness in UE scheduling.

We will refer to Ry(t)/Ty(t) as the PF metric of UE-k at time t.
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3.4.b Opportunistic Communication using an IRS

The proposed opportunistic communication (OC) scheme has two steps per slot: 1) the
IRS configuration is randomly chosen from an appropriate sampling distribution, and 2)
the BS opportunistically selects a UE using the PF scheduler. Then, if there are many
UEs, the random IRS configuration will be near-optimal for at least one UE. In this view,

we have the following lemma, proved similar to [71].

Lemma 3.2. In a K-UE system, which uses a PF scheduler with 7 — oo, when the

IRS configurations are randomly sampled from a spatial correlation-aware distribution, the

sum-SE of the IRS-aided OC scheme, denoted by R, obeys

lim (REP — RE') =0,

K—oo

where R is the optimal sum-SE as given in Lemma 3.1.

From Lemma 3.2, we deduce that with a large number of UEs, the PF scheduler selects
the UE for which the random IRS phase is close to its BF configuration, and procures
the BF benefits without actually optimizing the IRS [71]. This is called opportunistic
beamforming. We next characterize the IRS phase sampling distribution that satisfies

Lemma 3.2 from a variational perspective, which is one of our key contributions.

3.4.c Optimal Distribution for Sampling the Random IRS Phases

We observe that the optimal IRS vector in (3.3) is obtained as the deterministic map
F:CN* — {1} x UV, given by

F:hppr— [1, <exp{j (Zhy o — Lhay) })T}T, (3.4)

where UV £ {z € CN‘|Zi|: 1,i=1,... ,N}. As a consequence, the design of the random
distribution is also tightly connected to the statistics of the channels to the UEs. We can

write the small-scale channel between the IRS and UE-k as

hox = 3V 2hox © 5/2hy ), (3.5)
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where I/l—g\; ~ CN(0,1y), M = rank(X), E,lc/ ? contains the first M columns of a square
root of ¥y, and in (a), we used ¥) = 3, Vk. This corresponds to a Kronecker channel
model where the correlation is induced by local spatial scattering at the IRS elements, or a
scenario where many UEs are located in a hotspot area [76,104].! Since R(X'/?) = R(X),
where R(A) is the range space of A, from (3.5), we get hyy € R(X). Thus, hy lies in
an M-dimensional subspace of CV. Let ¥ = UAU be the spectral decomposition of
3 and A contains the non-zero eigenvalues of 3. Then, for every hy, € R(X), by the

Karhunen-Loéve Theorem, there exists {ak,i}?il such that

M
hoe = Y oy, and ag; = (hag, ;) (3.6)

i=1
with u; being the ith orthonormal eigenvector of 3. Hence, the channel at each UE is
uniquely determined by the UE-specific coefficients {akyi}iﬂil along with the basis vectors
{u;}.

Conversely, with a large number of UEs, for any given {ay,; € C}i]\ip there exists a UE
whose channel corresponds to the chosen coefficients via (3.6). Since hyy is a Gaussian
vector, ay; ~ CN(0,[X,]i;), with [X,];; = E quhzkﬂ =ul’3u, ie, X, =UXU =
A. We have the following result.

Theorem 3.1. The probability density function for drawing the random samples of the
IRS wvector in every time slot to ensure that a PF scheduler achieves the BF-SE as in

Lemma 3.2 is

PO = / 6 (h—F(6")) pn, (h)dh,
F-L(e)

where F~1(0') denotes the set-inverse under the F(-) mapping, i.e., F~1(0') = {h €

T
CN*1: F(h) = 0'}, and py, (h) is the probability density function of hy = |hg, (hy © hz)T]
with hy ~ CN(0,1), hy as given in (3.1), and hy ~ CN(0,X).

Proof. See Appendix 3.A. [ |

!To serve UEs with different covariance matrices at the IRS, we first cluster UEs sharing similar
covariance matrices as in [105]. Then, we select a cluster in an RR manner, and within the slots alloted
for the selected cluster, a UE is served via the opportunistic BF scheme proposed in this chapter.
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Algorithm 3.1: Spatial correlation-aware Opportunistic BF
Input: Correlation values: U, X,; BS-IRS link: h;.

1 for time slott=1,2,3,... do

/* Random sampling of IRS configurations */

2 Sample the random vector 3 ~ CN(0,X%,).
T
8 | Set Orana = F ([1, (h; ® UB)T} ), as per (3.4).

/* Towards identifying the best UE */

4 BS broadcasts a common pilot signal to every UE.
5 All UEs compute their PF metrics & feedback their identities to BS using
timer schemes [82].

/* Proportional-fair scheduling of UEs */
6 Identity of the best UE-k*(t) arrives BS first, with

k*(t) = arg max Ry (t) /Ty (t).

k=1,...K

7 | The BS schedules UE-£*(t) for data transmission.

Remark 3.2. The IRS-aided OC scheme achieves the BF-SE without incurring the over-

heads discussed in Remark 3.1:

1. CSI acquisition with single pilot only: In the OC scheme, only one pilot is needed to

estimate the composite channel.

2. No phase optimization: The phase optimization procedure is absent since the IRS phases

are randomly chosen.

3. No phase transportation: The IRS picks a random phase on its own in every slot, so

phase transportation is obviated.

Further, to help the BS identify the best UE that yields the highest PF metric, efficient
and low-complezity feedback schemes like timer/splitting-based methods can be used [82].

Using Theorem 3.1, we present the overall protocol of spatial-correlation-aware OC in
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Algorithm 3.1 of this chapter.?

3.5 How many Users are Sufficient in Practice?

We now consider the success rate of Algorithm 3.1 for a practical system with a finite
number of UEs. Let £ denote the (1 — &) N2-success event that the channel gain at UE-k
is at least a (1 — 9) factor of the BF gain obtained via the IRS, i.e.,

£ {107hy*> (1= 68) [hyel}, 0 € (0,1). (3.7)

In the sequel, we evaluate the probability of E,f . To that end, we require a characterization

of the Rayleigh quotient of heteroscedastic Gaussian random vectors, discussed next.

Lemma 3.3. Let A € CY*F be a hermitian rank-1 matriz, and o € R be such that

0<a<|Allp. Ifx € CF~CN(0,R) and R has full rank, the Rayleigh quotient of A

dEEDE H(/{ A e})

w.r.t. X obeys

where A\x1 > ... > M1 are the ordered eigenvalues of R.

Proof. See Appendix 3.B. [ |

We are now ready to state the main theorem of this section.

Theorem 3.2. The probability of the (1—0)N?-success event at a scheduled UE (as defined
in (3.7)) using a PF scheduler over K UEs, denoted by Py, with the spatial correlation-

aware random IRS configuration as in Theorem 3.1 is bounded as

K
M
1
Psucczl_ 1_1_[ 1=4 )\ ) (38)
m= 11—|—— —_—
0 Au

2We absorb the overall phase in the F-mapped channel vectors due to the angle of the direct channel
into the randomness in the angle of the cascaded channel. So, the 1st entry in the input to F-map in line
3 equals 1. We also assume that the spatial correlation matrix 3 is known, which can be estimated using

works whose focus is to estimate the channel covariance matrices.
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Figure 3.2: Sum-SE vs. K for different N, p = 0.9. Compared with |76, 103| using unif. distbn.
where M = rank(X) and Ay > ... > Ay are the ordered non-zero eigenvalues of the

channel covariance matriz, 3.

Proof. See Appendix 3.C. [ |

As a consequence, we have the following result.

Corollary 3.1. Let § € (0,1). With Scheme 3.1, if K is at least

K* 2 _log (1 — Pu) ﬁ v [(@=0)/8) (A /2]

~ O (~[log (1 = Pyeo)]/0M) (3.9)

then, with probability Py, the channel gain using a randomly configured IRS exhibits a

(1 —0)N? success in every time slot.

Proof. The first step is obtained by rearranging the probability expression derived in (3.8)

as

M-1

Kzlogu—PsuCC)/log -1 —— | (3.10)
=1
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Figure 3.3: Sum-SE vs. K for different p at N = 16.

Then, using the fact that for small x, log(1 — x) ~ x in the above, when ¢ is very small,

the proof follows. [

Corollary 3.1 shows that a sufficient number of the UEs for (1 — §)N2-success grows
exponentially with the rank of the channel covariance matrix, and not with the number of
IRS elements. Thus, if the UE’s channel lies in a fixed-dimensional subspace, the number
of UEs needed to reap the benefits from the IRS is fixed even if the number of IRS elements
grows. We note that the number of UEs given in Corollary 3.1 generalizes the results for

i.i.d. and LoS scenarios discussed in Remarks 2.1 and Remark 2.4, respectively.

3.6 Numerical Results

We now illustrate our results numerically via Monte Carlo simulations. We consider a
setup where the BS is located at (0,0) (measured in meters) and up to K = 1000 UEs are
located in a square region described by [900, 1100] x [900, 1100], and an IRS positioned at
(1000, 1000). The path loss is modeled as 5 = Cy(d/dy)", where & is the path-loss exponent,
set to 2,2,4 in the BS-IRS, IRS-UE and BS-UE links, respectively [106]. We run the PF
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Figure 3.4: Success probability vs. M.

scheduler with 7 = 5000 over 50,000 time slots. The channel covariance matrix at the
IRS is X = Toeplitz ([1, 0, P2, ... ,,oN_l]), where Toeplitz(x) returns a hermitian Toeplitz
matrix with x as the first row, and p is the correlation coefficient between two nearby IRS
elements. Since ¥ as above is full-rank when p # 1, we use the effective rank [107] for
Algorithm 3.1.

In Fig. 3.2, we plot the sum-SE vs. the number of UEs, K, for N = 16 and 32, at p = 0.9.
For both values of N, the sum-SE with the spatial-correlation-aware OC scheme grows
with K and approaches the SE obtained by optimizing the IRSs in every time slot using
an RR scheduler. Thus, we can leverage multi-user diversity and achieve the BF sum-SE
in Lemma 3.1 without incurring the overheads associated with optimizing the IRS. We
also compare the sum-SE with the OC in [76] that uses the i.i.d. uniform distribution
to sample the IRS phases. In this case, although the SE grows with K, the gap with
respect to the BF-SE is large, which underscores the importance of choosing the random
IRS configuration based on the channel statistics. Our scheme also outperforms a system

without an IRS.

In Fig. 3.3, we plot the sum-SE versus K for N = 16 and different correlation values
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Figure 3.5: Difference between OC-SE and BF-SE vs. p.

p. For a fixed K, the gap between the BF-SE and OC-SE decreases as p increases. This
happens because the effective rank of the channel decreases with p, making it easier for the
IRS to achieve a near-BF configuration even with a moderate number of UEs, as shown in
Corollary 3.1. Conversely, when the IRS phases are sampled from a uniform distribution,
the gap between the SEs is large because the IRS configuration is uniformly distributed
over the full N-dimensional space, whereas the channels lie in a lower M-dimensional
subspace. So, as p increases, the mismatch between the IRS phase sampling distribution
and channel phase distribution increases, worsening the performance gaps.

In Fig. 3.4, we plot the success probability, Pse. (see (3.7)) vs. M = rank(X). For
fixed K, Py decreases with M because the effective dimension grows with M. Also,
Theorem 3.2 (marked “Theorem 2” on the plot) is a valid lower bound and succinctly
captures the scaling with M. Finally, we verify that Py = 1 for any M, ¢ if K = K* (see
Corollary 3.1 (marked as “Corr. 17)), and Py < 1 when K = v K* < K*, validating that
the scaling we derived is tight.

Finally, in Fig. 3.5, we plot the gap between the BF-SE and OC-SE, i.e., R®" — R

versus p for different values of K and N. For the spatial-correlation-aware OC, as p
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increases, the difference goes to 0 for any N, even for moderate values of K, in line with
Fig. 3.3. However, for the OC scheme using a uniform distribution, the difference increases
with p because the probability that a random configuration matches the channel decreases
as the sub-space dimension, M, reduces. This further exacerbates as N increases, as the
difference in the dimensional mismatch between the IRS search space and the channel

space becomes more pronounced.

3.7 Conclusions

We developed a low-complexity spatial-correlation-aware opportunistic beamforming scheme
for IRS-aided wireless systems. By leveraging the multi-user diversity, we showed that
randomly drawing the IRS phase angles from an appropriate distribution procures near-
optimal benefits from the IRS. For the SE to be arbitrarily close to the BF-SE, the number
of UEs needs to grow exponentially only with the rank of the spatial covariance matrix,

and not with the number of IRS elements.

Appendix 3.A Proof of Theorem 3.1

Suppose the IRS-UEs channel state process is jointly stationary and ergodic. With PF
scheduling, the optimal sampling distribution at the IRS, so that a scheduled UE achieves

the BF-SE as K — o0, is the solution to the variational functional problem:

argmaxR £ Egy,, [logQ <1 + |0'th7k|2P/02>] : (P2)
fo(6")
s.t. / fo(6))6" = 1, (C2-1)
6'cUN J{1}
and / / F5(6))d60 = 5(0], — 1), (C2-2)
[6']2 [0]N+1

where in (P2), we seek to maximize the achievable throughput, and (C2-1), (C2-2) account
for the constraints of a density function and the structure of 8’ as per (3.2), respectively.
Also, in (P2), the expectation is taken over the joint distribution of the UEs’ channels.

We first solve the unconstrained version of (P2) and analyze the feasibility of its solution
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in the constrained case. Thus, the variational problem becomes

: * P
6"y ;> ‘hﬁk”

/ 2 P / /
0"hsa|" 73 ) (646" ) ()

1 P [P o (14

(a)
= max lo 1+
99(9')/11 (/’ &2 (

where in (a), go(6') = gon, (0') is the conditional density function of the IRS configurations

given the channel realization. It is related to fe(€') via the law of total probability:

fo(8) = [ 906", (b (3.11)
h
Then, an equivalent functional optimization problem is

T2 max / log, (1+ ye’th,kPP/a?) 796(6)06'. (3.12)
96(0") Jgr

Using the Hélder’s inequality: [0 hyx|< |[hs .|, 16|, along with the fact that ||€'|| = 1
due to the unit-modulus nature of the IRS phase configurations, we upper bound (3.12)

as
Z<TIy=log, (1+ by ]| P/o?) m(%gc)/ ge(0")d6’ .
ge 0

=1
From Lemma 3.2, since the PF scheduler achieves the BF-SE, gg(0') must satisfy the

following lower bound:

P
1 >1 £ max/ log, (1 + {th,k”? + O(K)} ;) ge<9’)d0’.
9/

9e(0")

Now, letting K — oo and using the sandwich theorem, limg ... Z = Z;, = Zy, which can
be achieved if and only if ' = F (hyy). So, the optimal conditional density for a given
channel at scheduled UE-£ is

957 (0') =6(6" — F(hyp)). (3.13)
Substituting (3.13) in (3.11), we get

ot () 2 / 56/ — F(h) pn, (h)dh
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© / 5 (h— F~(6')) pu, (h)dh, (3.14)
F-1(0")

A

where, in (b), we dropped the index k from (3.13) as F(hyy) are i.i.d. across k € [K] =
{1,...,K}; and in (c), we used the definition F~!(-) and the sifting property of the
Dirac-delta function. By construction, since fg"'(+) in (3.14) is a valid probability density
function obtained via the F(-) mapping, (C2-1) and (C2-2) are trivially satisfied. This

completes the proof.

Appendix 3.B Proof of Lemma 3.3

We note that the required probability can be written as
P, 2 Pr (XHAX > aXHx) = Pr (XH (A—alp)x > 0) .

Let B2 A — al;. Now B is a full-rank, hermitian matrix; so its spectral decomposition

is written as B = V'V, Then

P, @ Pr(x"Tx > 0) ¥ (Z% zo),

where in (a), X & Vx ~ CN(0,VIRV); in (b), v is the Ith largest eigenvalue of
B. Since A is hermitian, A = aa'’ for some a € C*. Then, the cigenvalues of B are

"= HaHi —a>0,and 75 =73... =7, = —a < 0. Using this, we have

Pa:Pr<|[5c]1| S RE Zr l|2>
_—

L
:E{[i]z}f:z [ (H h | = || ”2 Z|
Now, we decompose x = RY?x’, where RY/? € CI*F is a square root of R, and x/ ~

=2

CN(0,1;). In particular, we can write R"/? = UXA,I(/2 so that x = WHA}(/ZX’, where W £
UV = [wy, ..., wy] € CF*Fis aunitary matrix. We then have [X]; ~ CA(0, 2, Al [wa]i]?).
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Since ||Allp = ||lal3, and 325, Aea|[w1]i|*> Az, we can lower bound P, as

~(a/ ((IAllp—a)r.z)) iniw}

%2, [R] L [6 =2 (3.15)

Define %1y 2 [X]a, - .., [X]z]", Wq) £ [Wa, ..., w]. Then,

L
SIS = x| = XAV W WAL S A
=2

2
27

where in (c), we first noted that W(l)Wg) is an orthogonal projector and that its eigenval-
ues are either 0 or 1; then used the Rayleigh-Ritz Theorem. So, we further bound (3.15)

as

[ ~(a/(UAlp—a)rr)) 3 Ax,zux’h?]
e =2

)))) [XI]L

L
@ HE[X/]Z [6_(a/((HA”F_a))\va))AX,ZHX/}llz]

=1

(e) L «Q A
2 1 1+ : "’l} :
</ { (AT, — @) Aes )

where in (d), we used the independence of {[x'];}£ ;; in (e), we used the expression for

the moment generating function of the exponential random variables |[x'];|?,1 € [L]. This

completes the proof of the lemma.

Appendix 3.C Proof of Theorem 3.2

With a PF scheduler used over K UEs, the probability of at least one UE witnessing the

(1 — 0) N2-success event is

K

Poce = Pr (LKJ g;j) Q1T -Pr(E)). (3.16)

k=1

where (a) follows by the independence of channels across the K UEs. Let f' £ h; ®f, where
f = UAY2f with £ ~ CN(0,1y). So, @ = [1,e/4 . eiZlfIv] is a candidate random

IRS phase vector as stated in Theorem 3.1. For simplicity of exposition, we ignore the
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direct path from the BS to UE, which can be easily included in the analysis. Then, in (3.7),
0 = [e74[h . e3IIN] and the channel vector is hyy, = \/Brgl[hyili; - - -, [Dyg]n]”. Now,
we have Pr (5;3) =

2

N 2
“Lnh, ], > (1 - 6) Z |[hyk]nl
n=1
2
fjl[f]n[h > (1—0) |[hagl? |,

where we used the form of f and |[hy],|= 1. From the decomposition hy; = UA"Y?hy,
f = UAY2f, since the channel and IRS vectors are generated using the same basis U,
and their distributions are invariant to left multiplication by a unitary matrix, we let

U = [ey, ..., ey] without loss in generality, where e, is mth column of Iy. Thus, Pr (8,;S ) =

2

- 2
—Jl[f]m h2 k] > (1—90) HAl/QhQ’kH
1

2

(1— MHAl/QhMH

where we dropped e[ because /[f],, is uniformly distributed in [0,27) and indepen-
dent of /[h],,, which does not alter the distribution of [h],,. Also, the right-hand side
does not depend on /[h],,, and we used the property: ||x|;< v/ M|x||]s. Now, the above

probability can be rewritten as
Pr (&) > Pr (BkHEﬁk/(h hy) > (1— 6)M> ,

where hy, £ A'hy,,, and E £ 1,,1% with 1), being an M-length all one vector. Note
that |E|p= M > (1 —6)M > 0, and that E[hyh#] = A has full-rank. Then, using

Pr(&)) > ﬁ( /{1+1T_(S i—M}> : (3.17)

Substituting (3.17) in (3.16), we get (3.8) as desired.

Lemma 3.3,
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4 Performance of IRS-Aided

Wireless Communications with
Multiple Operators

Chapter Highlights

From a network service provider’s viewpoint, a concern with the use of an IRS is its effect on
out-of-band (OOB) quality of service. Specifically, if two operators, say X and Y, provide services
in a given geographical area using non-overlapping frequency bands, and if operator X uses an
IRS to enhance the spectral efficiency (SE) of its users (UEs), does it degrade the performance
of UEs served by operator Y?

We answer this by analyzing the average and instantaneous performances of the OOB operator
considering both sub-6 GHz and mmWave bands. Specifically, we derive the ergodic sum-SE
achieved by the operators under round-robin scheduling. We also derive the outage probability
and analyze the change in the SNR caused by the IRS at an OOB UE, using stochastic dominance
theory.

Surprisingly, even though the IRS is randomly configured from operator Y’s point of view, the
OOB operator still benefits from the presence of the IRS, witnessing a performance enhancement
for free in both sub-6 GHz and mmWave bands. This is because the IRS introduces additional
paths between the transmitter and receiver, increasing the overall signal power arriving at the
UE and providing diversity benefits. Specifically, in the sub-6 GHz bands, the OOB sum-SE
increases log-linearly in the number of IRS elements, and in mmWaves, the sum-SE exhibits a
unimodal behavior as a function of the number of IRS elements. Finally, we show that the use
of opportunistic scheduling schemes can further enhance the benefit of the uncontrolled IRS at
OOB UEs.

We numerically illustrate our findings and conclude that an IRS is always beneficial to every

operator, even when the IRS is deployed and controlled by only one operator.
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4.1 Introduction

Intelligent reflecting surfaces (IRSs) have been extensively studied to enhance the per-
formance of beyond 5G and 6G communications [2,3]. They are passive reflecting surfaces
with many elements that can introduce carefully optimized phase shifts while reflecting
an incoming radio-frequency (RF) signal, thereby steering the signal towards a desired
user equipment (UE). Although a recent topic of research, several use-cases elucidating
the benefits of IRS-aided communications have already been investigated [3-8|. All these
studies implicitly assume that only one operator deploys and controls single or multiple
IRS(s) to provide wireless services to their subscribed UEs. However, in practice, multiple
wireless network operators simultaneously exist in a given geographical area, each operat-
ing in non-overlapping frequency bands. Then, if an IRS is deployed and optimized by one
of the operators to cater to its subscribed UEs’ needs, it is unclear whether the IRS will
boost or degrade the performance of the UEs served by the other operators. This point
is pertinent because the IRS elements are passive and have no band-pass filters. They
reflect all the RF signals that impinge upon them across a wide range of frequency bands,
including signals from out-of-band (OOB) operators intended to be received by OOB UEs.
Thus, this chapter focuses on understanding how an IRS controlled by one operator affects

the performance of other OOB operators.

4.1.a Related Literature and Novelty of This Work

The benefits of using an optimized IRS have been illustrated in several use-cases, see [3-8|.
For e.g., in [4], outage analysis with randomly distributed IRSs is investigated. In [5,36],
coverage enhancement due to an IRS is studied, and in [37], the effect of IRSs on inter base
station (BS) interferences is explored. Contrary to this, a few works also use randomly
configured IRSs and obtain benefits from them. For instance, [75,76, 103] use oppor-
tunistic communications using randomly configured TRSs. Similarly, blind beam forming
approaches and diversity order analysis are reported in [41], and [42—44], respectively. Also,
in [45], random IRSs are used to protect against wireless jammers. However, none of these

works consider the scenario where multiple network operators coexist in an area. Very
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few studies have considered using an IRS in multi-band, multi-operator systems. In [108],
the effect of pilot contamination on channel estimation in a multiple-operator setting is
reported. In [109,110], the authors jointly optimize the IRS configurations across multiple
frequency bands via coordination among the BSs, which is impractical and incurs high
signal processing overhead.! Further, the solutions and analyses provided therein are not
scalable with the number of operators (or frequency bands). More fundamentally, none
of these works consider the effect on the OOB performance, even in the scenario of two
operators providing services in non-overlapping bands when the IRS is optimized for only
one operator. In this work, we investigate whether an IRS degrades the performance of
other OOB operators. If not, can the mere presence of an IRS in the vicinity provide free

gains to OOB operators? Below, we explain our contributions in this context.

4.1.b Contributions

We consider a system with two network operators, X and Y, providing service in different
frequency bands in the same geographical area. The IRS is optimized to serve the UEs
subscribed to the in-band operator X, and we are interested in analyzing the spectral effi-
ciency (SE) achieved and outage probability witnessed by the UEs subscribed to the OOB
operator Y who does not control the IRS. Specifically, we (separately) evaluate the IRS-
assisted performance in both sub-6 GHz and the mmWave bands, which are provisioned
as the FR1 and FR2 bands in 5G, respectively [64]. Further, in the mmWave bands, in-
spired by [65], we study two scenarios: (a) LoS (line-of-sight) and (b) (L+)NLoS (LoS and
Non-LoS.) In the LoS scenario, the IRS is optimized or aligned to the dominant cascaded
path (called the wvirtual LoS path) of the in-band UE’s channel. This is also considered
in |9,66|, where the in-band UEs’ channels are approximated by the dominant LoS path
to reduce the signaling overhead required for the base station (BS) to program the IRS:
the phase of the second IRS element relative to the first element determines the entire

phase configuration. Contrarily, in the (L+)NLoS case, the IRS optimally combines all

!The works that assume inter-BS coordination to optimize the IRS configuration jointly consider a
single operator deploying many BSs. Coordination among BSs may be feasible in this scenario. However,

it is impractical for the BSs owned by two different operators to coordinate with each other.
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the spatial paths to maximize the signal-to-noise ratio (SNR) at the receiver, for which
the overhead scales linearly with the number of IRS elements. Using tools from high-
dimensional statistics, stochastic-dominance theory, and array processing theory, we make

the following contributions.

4.1.b.i OOB Performance in sub-6 GHz Bands (See Section 4.3)

Here, the operators serve their UEs over the sub-6 GHz frequency band where the channels

are rich-scattering. In this context, our key findings are as follows.

1-a) We derive the ergodic sum-SEs of the two operators as a function of the system
parameters, under round-robin (RR) scheduling of the UEs served by both operators.
We show that the sum-SE scales log-quadratically and log-linearly with the number
of IRS elements for the in-band and OOB networks, respectively, even though the
OOB operator does not control the IRS (see Theorem 4.1.)

1-b) We show that the outage probability at an arbitrary OOB UE decreases monotoni-
cally with the number of IRS elements. Further, via the complementary cumulative
distribution function (CCDF) of the difference in the OOB channel gain with and
without the IRS, we prove that the OOB channel gain with an IRS stochastically
dominates the gain without the IRS, with the difference increasing with the number
of IRS elements. Thus, an OOB UE gets instantaneous benefits that monotonically

increase with the number of IRS elements (see Theorem 4.2 and Proposition 4.1.)

4.1.b.ii OOB Performance in mmWave Bands (See Section 4.4)

In the mmWave bands, the channels are directional, with only a few propagation paths.
In this context, using novel probabilistic approaches based on the resolvable criteria of the

mmWave spatial beams, our key findings are as follows.

2-a) In LoS scenarios, where the IRS is optimized to match the dominant path of the
in-band UE’s channel, we derive the ergodic sum-SEs of the two operators under
RR scheduling of the UEs. The SE at the in-band UE scales log-quadratically in
the number of IRS elements, whereas the SE gain at an OOB UE depends on the
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2-b)

number of spatial paths in the OOB UE’s channel. If there are sufficient paths in
the cascaded channel, the SE improvement due to the IRS scales log-linearly in the
number of IRS elements. Otherwise, the OOB UE’s SE improves only marginally
compared to that in the absence of the IRS (see Theorem 4.3.)

We evaluate the outage probability and CCDF of an OOB UE’s channel gain with-
/without an IRS in LoS scenarios and prove that the channel gain in the presence of
IRS stochastically dominates the gain in its absence. Thus, even in mmWave bands,

the IRS provides positive instantaneous gains to all the OOB UEs (see Theorem 4.4.)

We next consider the (L+)NLoS scenario where the IRS is jointly optimized consid-
ering all the spatial paths. We first evaluate the directional energy response of the
IRS and show that it exhibits peaks only at the channel angles to which the IRS
is optimized. This is a fundamental and new characterization of the IRS response

when it is aligned to multiple paths in an mmWave system. (see Lemma 4.1.)

We derive the ergodic sum-SE of both operators in (L-+)NLoS scenarios. We find
that the OOB performance is even better than the LoS scenario (and hence better
than the system without an IRS.) This is because the odds that an OOB UE benefits
improve when the IRS has a nonzero response in multiple directions. Thus, the OOB
performance in mmWave bands does not degrade even when the OOB operator serves

its UEs while remaining oblivious to the presence of the IRS (see Theorem 4.5.)

4.1.b.iii Opportunistic Enhancement of OOB Performance (See Section 4.5)

Having shown that an IRS positively benefits OOB UEs, we next suggest ways to exploit

the uncontrolled IRS to enhance the performance of OOB operators further. In particular,

by using opportunistic selection techniques, we leverage multi-user diversity and show that

a significant boost in the OOB performance can be obtained compared to RR scheduling.

Specifically, we demonstrate the following.

3-a)

By using a proportional-fair scheduler over a large number of OOB UEs, the sum-SE

of operator Y converges to the so-called beamforming SE, which is the SE obtained
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when the IRS is optimized for an OOB UE in every time slot (see Lemma 4.2.)

3-b) By using a max-rate scheduler, the ergodic sum-SE of operator Y monotonically
increases with both the number of IRS elements and OOB UEs in the system (see
Lemma 4.3.)

Next, we highlight the practical utility of our results.

4.1.c Practical Implications and Useful Insights

Our results offer several interesting insights into the performance of TRS-aided wireless
systems where one operator deploys and controls an IRS. First, in all the scenarios men-
tioned in Sec. 4.1.b, we present novel, compact, and insightful analytical expressions that
uncover the dependence of the performance on system parameters such as the number of
IRS elements, SNR, number of channel paths, etc. As shown both analytically and through
simulations, an IRS is beneficial to OOB users even though the IRS phase configuration is
chosen randomly from the OOB operator’s viewpoint, and this holds both in terms of the
average and instantaneous SE. In particular, in rich scattering environments, the average
SE at any OOB UE scales log-linearly in the number of IRS elements. On the other hand,
in mmWave channels, the average SE improvement at the OOB UE due to the IRS is
an increasing function of the number of spatial paths in the OOB UE’s channel. Thus,
deploying an IRS enriches the overall wireless channels (in both sub-6 GHz and mmWave
bands) and can only benefit all wireless operators in the area. Our study also reveals that
there exists an interesting trade-off between reducing the signaling overhead to program
the IRS at the in-band operator (as in LoS scenarios) versus boosting the gain at the
OOB operators (as in (L+)NLoS scenarios) in the mmWave bands. Finally, our results
and insights derived for 2 operators directly extend to any number of OOB operators and

other settings like a planar array IRS.

Notation: For general notations used in this chapter, see the section on “General Mathe-
matical Notations” on page ix. For the notations/variables specific to this chapter, please

refer to Table 4.1.
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Variable| Definition Variable| Definition
N Number of IRS elements %.(;j) Gain of ith path from BS-p to IRS
K Number of UEs served by BS-X 7;)22 Gain of jth path from IRS to UE-¢
Q Number of UEs served by BS-Y ha Direct channel from BS-X to UE-%
Ly, Number of paths from BS-p to IRS g Direct channel from BS-Y to UE-q
Loy Number of paths from IRS to UE-¢ gr/g, | Channel from IRS to UE-k/q
L Number of cascaded paths (L = LiLy) | f¥/f¥ | Channel from BS-X/Y to IRS
P Transmit power at the BS 6 or ® | IRS configuration vector/matrix
o? Noise variance at the UE Ba Path loss in link-z
L Dominant cascaded normalized angle . Cascaded normalized angle from
“Xk | from BS-X to UE-k via the IRS “Ya | BS-Y to UE-q in the Ith path
d/\ Ratio Of. inter-clemental spacing RBF Achievable beamforming SE at UE-k
to the signal wavelength
RO | .
A Resolvable beam book: set of ~(X) / Acheivable ergodic sum-SE of op. X
resolvable array steering vectors 7% X) in sub-6 GHz/ mmWave scenarios
RO |
P Resolvable angle book: set of (V) / Acheivable ergodic sum-SE of op. Y
resolvable normalized angles —%y) in sub-6 GHz/ mmWave scenarios
L
) Acheivable sum-SE of op. Y A0 Acheivable ergodic sum-SE of op. Y
PE under PF scheduling MR under max-rate scheduling

Table 4.1: Commonly encountered variables/notations in chapter 4.

4.2 System Model

We consider a single-cell system with two mobile network operators, X and Y, who pro-

vide service to K and () UEs, respectively, on different frequency bands and in the same

geographical area. The BSs of operators X and Y (referred to as BS-X and BS-Y, re-

spectively) and UEs are equipped with a single antenna, and all the channels undergo

frequency-flat fading [111].2 An N-element IRS is deployed by operator X to enhance the

SNR at the UEs it serves. So, operator X configures the IRS with the SNR-optimal phase

configuration for a UE scheduled by BS-X in every time slot. On the other hand, operator

Y does not deploy any IRS and is oblivious to the presence of operator X’s IRS. Then,

2For simplicity of exposition and to focus on the effect of the IRS on OOB users, we consider single

antennas at the BSs and UEs, similar to [6-8,112,113]. The extension to the multiple antenna case does

not change our broad conclusions, but we relegate this to future work.
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the downlink signal received at the kth UE served by BS-X is
Y = (hay + g OF) 24 + ny, (4.1)

where g;, € CV*! is the channel from IRS to the kth UE, f¥ € CV*! is the channel from
BS-X to the IRS, ® € CV*V is a diagonal matrix containing the IRS reflection coefficients
of the form €%, and hgy is the direct (non-IRS) path from BS to the UE-k. Also, wy is
the data symbol for UE-k with average power E[|x;|?] = P, and n, is the additive noise
~ CN(0,0?) at UE-k. Similarly, at UE-q served by BS-Y, we have

Yg = (hag + g, G)fy) Tq + nyg. (4.2)

In Figure 4.1, we pictorially illustrate the considered network.

4.2.a Channel Model in sub-6 GHz Frequency Bands

Similar to [111], in the sub-6 GHz band, we consider that all the fading channels are
statistically independent® and identically distributed (i.i.d.) following the Rayleigh dis-
tribution.* Specifically, hq = \/BT,kJLd,k;hd,q = \/BT,qiLd,q;Bd,kaBd,q iid. CN(0,1); g =

Gt 80 = /st 808, 28 CN(0,Ty); £ = Vet 1Y = VP51 1S
CN(0,Iy). All terms of the form [, represent the path losses.

4.2.b Channel Model in mmWave Frequency Bands

In the mmWave band, we consider a Saleh-Valenzuela type model for all the channels [114].

At UE-/, the channels are

Ly, Lo,
fr = L1 Z%,p ay(ip); = Z Je an (¥j0), (4.3)
\/ P

3We consider that IRS elements are placed sufficiently far apart that the spatial correlation in the

channels to/from the IRS is negligible.

4Our results can be easily extended to other sub-6 GHz channel fading models also. From the approach
used to show the results here, it is easy to see that the scaling law of the SE as a function of the IRS
parameters will remain the same, although the scaling constants depend on the fading model. Thus, the

conclusions on the impact of the IRS on OOB performance reported in this chapter will continue to hold.



Chapter 4. 102

f ) Error free control link
v

prf D L g i[m): RS Controller
BS-X %T ex ol
IRS
Y =7
BS-Y ((( ))) % /
o T
~~4
\ D UE ¢ J

Figure 4.1: Network scenario of an IRS-aided two-operator system.

where p € {X,Y'}, L, and Loy are the number of spatial paths in the BS-p to IRS, and
IRS to UE-¢ links, respectively. Since the in-band and OOB BSs/UEs are distributed
arbitrarily with respect to the IRS, for notational simplicity, we let L x = L1y = Ly,
and Loy = Lo V/ (including in-band and OOB UEs.) Also, ¢;, and v,, denote the sine
of the angle of arrival of the signal from BS-p to the IRS via the ith path, and the sine
of the angle of departure from the IRS to the /th UE via the jth path, where sine of an
angle (¢,) is related to the physical spatial angle (x) by’ ¢, = (2d/\)sin(y), with d, A
being the inter-elemental distance and signal wavelength, respectively. The sine terms are
sampled from a distribution U 4, which depends on the beam resolution capability of the
IRS (elaborated next.) The fading coefficients, %(;) and 75;), are independently sampled
from CN (0, g ), and CN (0, Bg), respectively. Finally, ax(¢) is an array steering vector
of a uniform linear array (ULA)S based IRS oriented at the angle ¢, given by

1 . .
an(9) = —=[l,e 7™, ... eI, (4.4)

VN
4.2.b.i Beam Resolution Capability of the IRS

We now describe the beam resolution capability of an IRS, which is important to account

for when the array contains a finite number of elements. Beam resolution measures the

5Tn the sequel, the term “angle" will denote the sine of a physical angle.
6All our main conclusions remain unchanged even if other array geometries (e.g., a uniform planar

array) are used at the IRS, similar to [33,115-117].
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degree to which two closely located beams are distinguishable (or resolvable.) Spatial paths
in (4.3) will become non-resolvable if the angles associated with the paths are spaced less
than the beam resolution and can be modeled as being clustered into a single path with
an appropriate channel gain. To measure the beam resolution of the ULA-based IRS

model [33,115-117], we enumerate all possible D beams as

A = [aN(¢1),aN(¢2),...,aN(qﬁp)] c CNXD. (45)

We can verify that A is a Vandermonde matrix and hence its column vectors {aN(gbi)}i’il

are linearly independent when D < N provided {¢;}2, are distinct [118, Pg. 185]. On the
other hand, when D > N, the vectors are always linearly dependent and hence are non-
resolvable. So, the total number of independent (or resolvable) beams that can be formed
by an N-element IRS is at most N. This fact has been observed in the literature [114,
119,120], and also in the current works on IRS-aided mmWave wireless systems [65, 121].
Thus, the complete set of resolvable beams A (called the resolvable beambook) at the IRS
is”

Aé{azv(@’qﬁeq’}?q)é{(_H%)

i:O,...,N—l}. (4.6)

Here ® is the resolvable anglebook of the IRS, and, without loss in generality, we model

its distribution U4 by

1 1
Ua(p) = @ﬂ{qseq:} = Nﬂweq»}- (4.7)

Also, for large N, A constitutes a set of orthonormal vectors:

an (¢1)an(d2) = 014,00 Van (91), an(d2) € A, (4.8)

where 0,y is the usual dirac-delta function.

"For analytical tractability, we consider a flat-top RF directivity pattern of the IRS [122, Eq. 5]. This

is a good approximation to practical array systems and becomes accurate as N gets large [114,122].
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4.2.c Problem Statement

We are now ready to state the problem mathematically. Suppose BS-X tunes the IRS with
the SNR-optimal vector 8°P* = diag(®°P!) to serve UE-k by solving the problem:

O°P" = arg max ‘hd,k + g%@fﬂz, (4.9)
OcCNXN

subject to ® being a diagonal matrix with unit-magnitude diagonal entries. Then, we
wish to characterize the impact of the IRS on the channel gain, }hdg + gg@OPth 2, of

OOB UE-q scheduled by BS-Y. In particular, we wish to answer:

1. Does the IRS degrade OOB performance? That is, when or how often will
|hayg + gLOPHY|* < |hgyl* hold?

2. How does the OOB channel gain }hd,q + gf@ol’tfy ? depend on N7

Clearly, these aspects of an IRS are fundamental to understanding the overall impact of
an IRS in practical systems when many operators exist together. In the sequel, we answer
these by analyzing the ergodic and instantaneous characteristics of the OOB UE’s channel
in both sub-6 GHz and mmWave bands in the presence of an IRS controlled by a different

operator.

Remark 4.1. The next two sections focus on cases where both operators provide services
in the sub-6 GHz band (Sec. /.3) or both provide services in the mmWave band (Sec. 4./),
using non-overlapping frequency allocations. We do not consider the case where one op-
erator uses the sub-6 GHz band while the other uses the mmWave band, as it is unclear

whether an IRS can efficiently reflect signals in both these frequency bands.

4.3 OOB Performance: sub-6 GHz bands

Suppose an operator X deploys and controls an IRS to enhance the SE of the UEs being
served by it in a sub-6 GHz band. We wish to characterize the effect of the IRS on operator

Y, which is operating in a different sub-6 GHz frequency band with no control over the
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IRS. Thus, to serve the kth UE, BS-X configures the IRS with the SNR/SE-optimal
phases (2,3, 103|
gort = I (Chan—(L55+Lon)) = 1., N, (4.10)

which results in the coherent addition of the signals along the direct and IRS paths, leading
to the maximum possible received SNR. Then, the SE achieved by the kth UE is

2

N
P
BF _ X
Ry =logy | 1+ ) | P i |+ Zl\fn Gien| (4.11)

Due to the independence of the channels of the UEs served by operators X and Y, the IRS
phase configuration used by operator X to serve its own UEs appears as a random phase
configuration of the IRS for any UE served by operator Y.

We consider RR scheduling of UEs at both BS-X and BS-Y.? Since the BSs are equipped
with a single antenna, one UE from each network is scheduled at every time slot. A
summary of the protocol is given in Fig. 4.2.

We characterize the average OOB performance by deriving the ergodic sum-SE of both
networks and then infer the degree of degradation/enhancement of the OOB performance

caused by the IRS. The ergodic SE at UE-Ek is

(R™)Y = E |log, [ 1+

2
P
S (4.12)

N
D 1 gkn] + lhasl
n=1

since the IRS is configured with the optimal phase configuration for (scheduled) UE-k. On
the other hand, the ergodic SE for (scheduled) UE-¢ of operator Y is

2
(RY)Y = |log, | 1+

q

(4.13)

5 )
0-2

N
Z fz/gq,n + hayg
n=1

where we used the fact that the channels are circularly symmetric random variables, i.e.,
Y g,ne? 2 1Y ggn for any 6. Here, the expectations are taken with respect to the distri-

bution of the channels to the respective UEs. With RR scheduling, the ergodic sum-SEs

8The extension of our results to the proportional fair and max-rate scheduling schemes is provided in
Sec. 4.5.
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#
BS-X schedules UE UE -k

L
optimal IRS T

v to in-band UE

For time slots >

N
>

© = diag(0? ., o
t= 1, 2, 3, U IIRS)_______.u_i_g_(._l_k_#f______.]\f_kj#.)__) ......
. random IRS v
| BS-Y schedules UE to OOB UE i
| q# = mod (taQ)

| UE-g* |

Figure 4.2: Flowchart of the round-robin scheduling-based protocol.

of two operators are given by

A

K Q
> (R{Y), and RY) &~ Z (R, (4.14)
k=1 q=1

1
K

We note that closed-form expressions for the ergodic sum-SE are difficult to obtain due
to the complicated distribution of the SNR and SE terms (e.g., in (4.12) and (4.13).)
Although we can use the approach in [123] to obtain the exact ergodic sum-SE in terms of
standard integrals, the resulting expressions do not provide insights into how the sum-SE
scales with the system parameters. Instead, we rely on applying tight approximations to
obtain insightful results. However, we note that it is important to choose approximations
such that the analysis across different scenarios can be unified in a single framework and
the corresponding results are comparable. To that end, we apply Jensen’s inequality,
and after careful simplification, we arrive at elegant and interpretable expressions for the
ergodic sum-SEs in all scenarios. In this view, we have the following theorem for the sub-6

GHz band of communication.

Theorem 4.1. Under independent Rayleigh fading channels in the sub-6 GHz bands, with

RR scheduling, and when the IRS is optimized to serve the UEs of operator X, the ergodic



Chapter 4. 107

sum-SFEs of operators X and Y scale as

A 1 & | N2 2 N 2 73/2 P
~ 1 P rk T TLAMT i T 5 |
K; 08y ( + [ (16ﬁ,k) + <5 & 165,k+ 1 V Baxb k) +ﬁd,k:| 02)
(4.15)
where B = Bex Bg i, and
1 P
RY) ~ G D logy (14 [NBrg + Bagl =) (4.16)
q=1
where Brq = Bev By
Proof. See Appendix 4.A. [ |

From the above theorem, we infer the following;:

e The IRS enhances the average received SNR by a factor of N? at any scheduled
(in-band) UE of operator X when BS-X optimizes the IRS. This is the benefit that

operator X obtains by using an optimized N-element IRS.

e Operator Y, who does not control the IRS, also witnesses an enhancement of average
SNR by a factor of N for free, i.e., without any coordination with the IRS. This
happens because the IRS makes the wireless environment more rich-scattering on
average, and facilitates the reception of multiple copies of the signals at the (OOB)
UEs.

Next, we prove that even the instantaneous characteristics of the OOB channel are fa-
vorable due to the IRS. We recognize that the instantaneous channel at an OOB UE-q is
given by |h,|?, where h, & i IY gyn+ hag In the sequel, we provide two kinds of results:
first, we compute the outagg 1plrobaubility experienced by UE-¢g, and then provide stronger
results on the OOB channels via stochastic dominance theory.

The outage probability of UE-q is given by

sz,out = Pr(|h’q|2< p)? (417)
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where p is a constant that depends on the receiver sensitivity threshold. Although works
like [43] provide closed-form expressions for the outage probabilities of randomly configured
IRSs, these expressions do not provide insight into the system performance. So, using [103,
Proposition 1|, we approximate hy, ~ CN(0, NS, + Ba,) which becomes accurate as N
gets large.” Hence, |h,|? is a exponential random variable with mean N3, ,+ 34,, and the
outage probability in (4.17) can be easily obtained as shown in Theorem 4.2 below.
Next, we characterize the stochastic behavior of the channel gains witnessed by UE-g

with/without an IRS. In this view, define the following random variables.

2

|h17q|2 £ ) |h2,q = |hd7q|2- (4-18)

N
Z fggq,n + hd,q
n=1

Note that |hl7q|2 and |h2’q|2 represent the channel power gain of UE-¢ in the presence and
absence of the IRS, respectively. We now characterize the change in the channel gain at

UE-q served by BS-Y in the presence and absence of the IRS:
Zy " 2 |l = Ihagl* L roy. (4.19)

The event {ZJ(VY) < 0} indicates an SNR degradation at the OOB UE due to the IRS. In

the following theorem, we show that, almost surely, Z](\}/)

(2) £ Pr(z)) > 2).

is non-negative by deriving the

CCDF of Zy ), F)
N

Theorem 4.2. The probability of outage at UE-q served by an (OOB) operator Y in the
sub-6 GHz band, when an IRS is optimized to serve the UEs of operator X, is given by

P
Pr=1—¢ NbBratPig, (4.20)

9This approximation works well even with N = 8 [103].
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Further, for reasonably large N,° the CCDF FZ(Y)(Z) of Z](VY) s given by
N

| (5,
1-— ~1 x e \Pdq : if z<0,
) NG +2
Fy(2) = ) s (4.21)
B NG
NOHLY o ﬁd’q( * 5) . if 2> 0.
[\ NG +2

where B £ Br.q/ Baq-

Proof. We can obtain P} using the CCDF of an exponential random variable. For (4.21),
see Appendix 4.B. [ |

Theorem 4.2 shows that the outage probability is strictly monotonically decreasing with
N, which shows that the IRS only improves the OOB performance. In fact, from a first-
order Taylor series approximation, we can show that Py, =~ p/(Nf.q+ Baq), i-c., the
outage probability decreases linearly in N. Further, since FZI(\IY>(O) =1-1/ (2 + N B) ,
for a given (3, the probability that the SNR/gain offset in (4.19) is negative decays as
O (1/N). Also, FZI(VY/)(Z) > FZJ(VYH)(z) for all z and N’ > N”. Consequently, we have the
following proposition.

Proposition 4.1. For any M, N € N with M > N, the random variable Z](\}/) stochasti-
cally dominates’? Z](VY). In particular, the channel gain in the presence of the IRS stochas-

tically dominates the channel gain in its absence.

The above proposition states that the random variables {ZT(«LY)} form a sequence of
neN
stochastically larger random variables as a function of the number of IRS elements, where

N is the set of natural numbers. Thus, the SNR offset increases with the number of

10We will later numerically show that the result holds even for N > 4.
A real-valued random variable X is stochastically larger than, or dominates, the real-valued random

variable Y, written X >4 Y, if
Pr(X > a) > Pr(Y > a),for all a. (4.22)

Note that, if the random variables X and Y have CCDFs F and G, respectively, then X >, YV <=
F(a) > G(a) ¥V a € R [124].
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IRS elements even at an OOB UE;, i.e., the IRS only enhances the channel quality at an
OOB UE at any point in time, with high probability. Therefore, the performance of OOB
operators does not degrade even when the operator is entirely oblivious to the presence of
the IRS. Note that this holds true for any operator in the area; hence, no operator will be

at a disadvantage due to the presence of an IRS being controlled by only one operator.

Remark 4.2. The outage probability and the CCDF of the SNR offset as in Theorem 4.2
at the in-band UE (for whom the IRS is optimized) decay to zero as O(e™) (see Ap-

pendiz J.C.) This improvement in decay is the benefit of using an optimized IRS.

Having asserted that IRS can only benefit every OOB operator in the sub-6 GHz bands,
we next move on to understand the effect of IRS on the OOB performance in the mmWave
bands of communications, where the IRSs can significantly boost the in-band operators’

performance in establishing link connectivity, improving coverage, etc.

4.4 OOB Performance: mmWave bands

In this section, we evaluate the in-band and OOB performance of an IRS-aided mmWave
system under RR scheduling of the UEs. The wireless channels in the mmWave bands
are typically spatially sparse and directional, with a few propagation paths, as against the
rich-scattering sub-6 GHz channels. Consequently, the analysis in the sub-6 GHz bands
does not extend to mmWave bands, and it is necessary to evaluate the OOB performance
in the mmWave bands independently. We consider two different scenarios inspired by [65],
namely, the LoS and (L+)NLoS scenarios, as explained in Sec. 4.1.b. In both cases, we
assume that the channel (see (4.3)) to the OOB UEs is a mixture of LoS and NLoS paths.

4.4.a IRS Optimized for LoS Scenarios

The dominant LoS channel of the in-band UE is |9, 66]

hie = Ny By Datl () @aly (é1.x) + has (4.23)

(a)
DN (12 (alf(61.x) © all (1)) ) 0 + b (4.24)
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where 8 = diag(©) € CV, and (a) is obtained using the properties of the Hadamard
product. Since the Hadamard product of two array response vectors is also an array

vector but aligned in a different direction [33], we simplify (4.24) as

hk = N’)/XJCE.I%(W}(’k)O + hd,ka (425)

(1) . (2)

A o .
12 and yx = Y1.x7V1 - Here, ay is an array

where w = sin(; (sin(¢y x) + sin(1x)),

vector that is normalized by N instead of v/N (see (4.4)), and so ay(-) = \ﬁaN(). Then

by the Cauchy-Schwarz (CS) inequality, the nth entry of the optimal IRS configuration

j(Zhd,k_ﬂ(”_l)w}(,k_Z'YX,k)

vector §°P' which maximizes the channel gain |hy|? is 0, = e , and
hence the optimal IRS vector is
opt Nk VX g .
0" = —————— x Nay(wy ) (4.27)
| hakvx k| ’

From (4.27), it is clear that the IRS vector is directional; it is aligned in the direction of the
in-band UE’s channel. To illustrate this, we plot the correlation function E [‘éH (1/)001”'3}2]
versus ¥ € ® in Fig. 4.3, where 0 is set to align with an arbitrary in-band UE with
w}gk = 0.52. The expectation is with respect to the channel fading coefficients. Clearly,
when v = 0.52 = wx;, the function takes its maximum value of 1. This confirms that
the IRS aligns with the in-band channel to which it is optimized. Contrariwise, the IRS
phase shift as optimized by BS-X will be aligned at a random direction from any OOB
UE’s view with the distribution given by U, in (4.7). We now characterize the ergodic

sum-SEs of both operators.

Theorem 4.3. Under the Saleh-Valenzuela LoS model in the mmWave channels, with RR

scheduling, and when the IRS is optimized to serve the UEs of operator X, the ergodic

12We define sin(p% (x) so that x is in the principal argument [—1,1) as

sin”Hz —2), ifx>1,
sing,) (z) = { sin ™ (x), if ze[-1,1), (4.26)

sin~Hx +2), if x < —1.
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-0.5 0 0.5 1
v

Figure 4.3: Correlation response of the IRS vector and array steering vectors pointing at different
spatial angles, v, for (a) N = 50 and (b) N = 500. When v = wl ., the response attains its
maximum value of 1.

sum-SEs of operators X and Y scale as

3/2

K
_ 1 T P
S§X) ~ = ;1: log, (1 4 {]\ﬂﬁnk + N <T\/5d,kﬁr,k> + ﬁd,k] F) , (4.28)

and
G L ° (L N? P L P
1~ 0 q:zl (NlogQ (1 + |:Tﬁr,q + 5d,q1 ;) + (1 - N) log, (1 + 6d,q§)> )
(4.29)
respectively, where L = min {L, N}, and L = L,L,.
Proof. See Appendix 4.D. [ |

From the above theorem, it is clear that an IRS can never degrade the OOB performance
in LoS scenarios of the mmWave bands. Even when L is small and N is large, the second
term in (4.29) remains, which is the achievable SE in the absence of IRS. Thus, almost

surely, the IRS results in an OOB-SE that is at least as high as the SE seen in its absence.

Remark 4.3 (OOB performance as a function of L for large N). From (4.29), we can show
that when N — oo for a fized and finite L, the SE is a unimodal function of N. Hence,

there exists an N = Ny which provides the maximum gain and distinguishes the favorable
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region (N < Ny) from the non-favorable region (N > Ny).'? Here, Ny itself increases with

L because the probability of establishing connectivity via the IRS, i.e., Pr(&;) increases.

Remark 4.4 (Distributed IRSs always benefit). As noted in Remark 4.3, the OOB UEs
benefit more if the number of channel paths at these UFEs is large. A natural way to obtain
more paths is to deploy multiple distributed IRSs so that each IRS can provide an additional
path to the UEs. This, in turn, increases the overall probability of benefiting the OOB UEFEs.

We refer the reader to our follow-up work in Chapter 5 and [125] for more details.

Similar to Theorem 4.2, the outage probability and CCDF of an OOB UE with /without

IRS in mmWave bands is analyzed next.

Theorem 4.4. The probability of outage at UE-q served by an OOB operator Y in the

mm Wave bands, when an IRS is optimized to serve the UEs of operator X, is

LBa,q
L [ LeV%ra N?
Finp(p) 2 Pr(|hg?< p) = 1 — e ?/faa - Z [ Z___17, <p; Bigr =B, ) — e P/Baa
[hql q N Ngﬂr,q q I q

(4.30)
Tz t

X —| —+—
where L = min{L, N}, and Ty(x;c1,c5) 2 / e <t c2)dt. Further, define the random
variables G1 = |hy|?, and Gy = |hagy|* (the channel gain in the presence and absence of

the IRS, respectively.) Then,
Pr(Gy > p) > Pr(Gy > p), VpeR", (4.31)

i.e., the channel gain of the OOB-UEFE in the presence of an IRS stochastically dominates

the channel gain in its absence.
Proof. See Appendix 4.E. [ |

The above theorem characterizes the instantaneous behavior of the OOB UEs’ channels

in the LoS scenarios and shows that the IRS never degrades the performance of OOB UEs.

3By non-favorable, we mean that the SE does not grow linearly with N beyond N = Ny. However,
the SE never drops below the achievable SE in the absence of the IRS.
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4.4.b IRS Optimized for (L+)NLoS Scenarios

In the previous section, we studied the OOB performance when the IRS is only optimized
to the dominant path in the cascaded channels of the scheduled in-band UEs and concluded
that the OOB performance does not degrade due to the IRS. However, when the IRS is
programmed to align jointly along all the in-band UE’s channel paths, it remains unclear
whether an IRS can still benefit an OOB operator due to the unit-modulus preserving
property of IRS coefficients. In fact, the directional response of the IRS is not easy to
characterize since the IRS does not align completely along a single channel direction. To
that end, we first determine the directional response of the IRS when it is optimized to a
channel comprising multiple paths. We can write the channel to the in-band UE-k with

L resolvable spatial paths as in the following equation.!*

hy, = hdk+—2%(§%k ay (wy ;)0 (4.32)

Then, we can show that nth element of the optimal IRS configuration @°P* is given by

(using CS inequality)

1) * —j(n—1)mw
Z%())(%k sl

gopt = e Lhan 2L . (4.33)

(1)* (2* —j(n— l)ﬂ'oqu’k

Hence, the optimal IRS vector 8°P* is

L
hax ()s_ (ke ;1 1
rar] <Z Nx N an(wxg) | © 7 " ; (4.34)

Day(wh )

where |x| is the vector containing the magnitudes of the entries of x and 1/|x| is an entry-

wise inverse.

4 For the sake of exposition, we consider that all cascaded paths through the IRS have the same average
energy, similar to [126]. However, our results can be directly extended to scenarios where the paths have

unequal energies.
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(a) L =2. (b) L =3.

Figure 4.4: Normalized Correlation response of the IRS (in (L+)NLoS scenarios) and array vectors
at different v for N = 500 with (a) L = 2, and (b) L = 3. When v € Ly (or) L3, the response,
puvo/N peaks and ~ 1/v/L.

Directional Response of the IRS: To determine the directional response of an IRS opti-
mized for (L+)NLoS scenarios, similar to Sec. 4.4.a, we evaluate the correlation function:
puo = NE HéH (v)@°Pt H at various angles of v. We then focus on the values of v that match
the channel angles of UE-k and ascertain the distribution of the IRS-reflected energy along

these directions. We have the following lemma.

Lemma 4.1. The optimal IRS configuration as in (4.34) has the following spatial ampli-

tude response p, g as defined above:

N )
. Q (ﬁ) +o(N),if v € {w}(yk, . ,wi}k},

o(N), ifved\{wk, ..,wk,}.

(4.35)

Proof. See Appendix 4.F. [ |

The above Lemma shows that when the IRS is optimized to align jointly along L direc-
tions, it has a spatial energy response of 1/L in each of these L directions and a negligible
response in other directions. We perform a similar experiment as in the LoS scenario to nu-
merically verify Lemma 4.1. In Fig. 4.4, we plot the normalized correlation response p, o/ N
as function of v € ®, for L = 2 and L = 3. We consider that the IRS is optimized to an

in-band UE whose equal-gain paths have channel angles drawn from £, = {—0.23,0.54},
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and L3 = {—0.23,0.06,0.54}, for L = 2, and L = 3, respectively. We see that whenever
v € Ly for L =2 (L3 for L = 3), the response is maximum, and is nearly 1/v/L, and is 0,
otherwise. We now provide the ergodic sum-SEs of the system when the IRS is optimized

for (L+)NLoS scenarios.

Theorem 4.5. Under the Saleh-Valenzuela (L+)NLoS model in the mmWave channels,
with RR scheduling, and when the IRS is optimized to serve the UEs of operator X, the

ergodic sum-SEs of operators X and Y scale as

K

_ 1 P

SéX) R E log, (1 + (Nzﬁr,k + N/7BaxBri + 5d,k> ;) ; (4.36)
k=1

and
10 ()0C)
1@ L \i)\L—i N? P
— =7 x 1 —Brq | = |, if L<N,
. lans - ot (1+ (ot i55) 7)1 L <
L~ L
1@ P :
62:110g2 1+(ﬂd,q+Nﬂr,q); ) if L2N>
\ 9=
(4.37)
respectively, where ig = max{0,2L — N}.
Proof. See Appendix 4.G. [ |

Theorem 4.5 shows that the IRS provides an O(log,(N)) scaling of the SE at OOB UEs
when L > N. In fact, in Sec. 4.6, we numerically show that this bound can be improved
to L > /N while preserving the O(log,(N)) growth of SE. In that case, for L < v/N,
the OOB-SE is shown to be log-sub-linear in N, which is still better than the SE in the
absence of IRS.' Subsequently, we show that the OOB sum-SE in (L+)NLoS scenarios is
at least as good as in LoS scenarios and present further insights on the OOB performance

in the presence of an uncontrolled IRS.

15We reiterate that we need L > v/N only for O(log,(N)) scaling of SE. More generally, the OOB-SE
in mmWave bands scales as O(log,(N?)),d > 0. Thus, an IRS strictly benefits the OOB system under all
conditions.
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4.5 Enhancement of OOB Performance Using Oppor-

tunistic Scheduling

In the previous sections, we saw that an IRS that is optimally configured to serve the UEs
of operator X also benefits operator Y, but to a lesser extent than the benefit to the UEs of
operator X. In this section, we show that the benefit of the uncontrolled IRS to the UEs of
operator Y can be further enhanced using opportunistic user selection. Specifically, since
the IRS is randomly configured from an OOB UE’s view, if there are sufficiently many OOB
UEs, at least one of the UEs will experience an SNR that is close to the SNR when the IRS
is optimized for that UE (i.e., when the IRS is in beamforming configuration for that UE),
as explained in Chapters 2 and 3. Then, opportunistically scheduling the UE for which
the IRS is in beamforming configuration in every slot extracts multi-user diversity in the
system and enhances the OOB performance better than RR-based UE scheduling [71]. We
now analyze the OOB performance for two such opportunistic schedulers: the proportional-

fair (PF) and max-rate (MR) schedulers.

4.5.a Multi-user Diversity for Operator Y using PF Scheduler
The PF scheduler serves UE-¢* at time ¢, where [71]

2 2
q*(t) — arg max 10g2 (1 + |hq(t)| P/U ) é Rq(t)’ (438)
qe{1,2,....Q} Tq(t) Tq(t)

where T,(t) is the exponential moving average SE seen by UE-q till time ¢ which is updated

(1-2) T+ TR0, it 4= 0
T,(t+1) = T T

(1= 2) To(0), if q#q°(t).

Here, the parameter 7 controls the trade-off between fairness and throughput [103, Sec.II].

(4.39)

The following Lemma shows the achievable sum-SE of operator Y under PF scheduling.

Lemma 4.2. ( [76,103]) Under independent Rayleigh fading channels in the sub-6 GHz
bands, when the IRS is optimized to serve the UEs of operator X, and operator Y uses the
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PF scheduler, the sum-SE of operator Y, RSQ: obeys

1 & al “p

Y

oy = 5 2 log <1+ D 1 gaal+lha ;) — 0, (4.40)
q=1 n=1

as QQ, 7 — 00.

From (4.40) and (4.11), we see that UE-q achieves the optimal SNR from the IRS even
though the IRS is not explicitly programmed to be in beamforming configuration for this
UE. Thus, operator Y also experiences O(N?) gain in the SNR, free of cost, provided the
number of UEs it serves is very large. However, one drawback of using the PF scheduler
with large 7 is that the latency in UE scheduling also becomes large [71]. Thus, an OOB
operator has to judiciously choose 7 to balance the achievable sum rate with the latency

in UE scheduling.

4.5.b Multi-user Diversity for Operator Y using MR Scheduler

The MR scheduler serves UE-¢* at time t, where
x o P
q*(t) = argmax log, ( 1+ |he(t)]" = ] - (4.41)
q€{1,2,...,.Q} g
Unlike the PF scheduler, an MR scheduler maximizes the overall system throughput,
disregarding fairness across the UEs. As a result, the achievable benefit from the IRS
when using an MR scheduler has a different flavor than the PF scheduler. Specifically, the

random IRS configurations are used to enhance the dynamic range of fluctuations in the

SNR at OOB UEs. Then, the ergodic sum-SE of the operator Y is
RO =E |log, 1 i
MR — g | L+ ?fax A : (4.42)
qe

A closed-form characterization of (4.42) is given below under a special case where {h,},

form a set of i.i.d. random variables.

Lemma 4.3. (Theorem 1, [127]) Under i.i.d. Rayleigh fading channels in the sub-6 GHz

bands, when the IRS is optimized to serve the UEs of operator X, and operator Y uses the
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MR scheduler, the ergodic sum-SE of operator Y, RI(\/}[%, scales as

Q—oo

RY) 2%, 1og, (1 T log,(Q) (N8, + 50) & ) | (4.43)

o?
where B,., B4 are the common direct and cascaded path losses.

Thus, the MR scheduler leverages multi-user diversity to obtain a log,(Q)-fold improve-
ment in SNR and focuses less on achieving the beamforming SE at the selected OOB UE.

We note that practical aspects, such as the number of UEs required to achieve a target
multi-user diversity, efficient feedback schemes to identify the best UE for scheduling, etc.,
are not discussed here for brevity, and we refer the reader to previous chapters, and also
to [127, Sec. II] and [103, Sec. III-A] for more details.

The results in Lemmas 4.2, 4.3 pertain to the sub-6 GHz bands. Similar results can also
be derived for operator Y in mmWave bands using PF and MR schedulers, e.g., using the

opportunistic scheme presented in [103, Sec.III-C| and [127, Sec. II1J.

4.6 Numerical Results and Discussion

In this section, we demonstrate all our results via Monte Carlo simulations. Let BS-
X and BS-Y be located at (0,50), and (50,0) (in meters), the IRS is at (1025, 1025),
and the UEs are randomly and uniformly located in a rectangular region with diagonally
opposite corners (950,950) and (1100,1100). The path loss in each link is modeled as
B = Cy(do/d)”, where Cj is the path loss at the reference distance dy, d is the distance
of the link, and « is the path loss exponent. We let dy = 1 meter, Cy = —30 dB and
—60 dB for sub-6 GHz and mmWave bands, respectively. We use v = 2,2, and 4.5 in the
BS X/Y-IRS, IRS-UE, and BS X/Y-UE (direct) links, respectively. Finally, we consider
K =@ = 10 UEs served over 5000 time slots.

4.6.a OOB Performance in sub-6 GHz Bands using RR Scheduler

In Fig. 4.5, we plot the empirical ergodic sum-SE vs. the transmit SNR (7 = P/(72> for

both the operators as a function of /N, the number of IRS elements, and in the sub-6 GHz
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Figure 4.5: Ergodic sum-SE vs. transmit SNR.

frequency band.'® We also plot the sum-SE obtained from the analytical expressions in
Theorem 4.1 (marked as “Theorem 17 in the plot.) We see that the IRS enhances the
sum-SEs of both operators, although operator X benefits more from the IRS. We also see
that the improvement in SE with N is log-quadratic for operator X, while it is log-linear
for operator Y, as expected. For example, the gap between the N = 64 and N = 256
curves for operator X is about 4 bits (& log,(4%) = 4), the gap is about 2 bits (~ log,(4))
for operator Y. Also, the analytical expressions tightly match the simulated values, i.e.,
the approximation error introduced using Jensen’s inequality is very small.

Next, in Fig. 4.6, we examine the effect of the number of IRS elements, /N, by plotting
the ergodic sum-SE vs. log,(NN) for transmit SNRs of 130 dB and 150 dB to validate the
scaling of the received SNR as a function of N. On the plot, we mark the slope of the
different curves, and as expected from Theorem 4.1, it is clear that while the received
SNR for a UE served by operator X scales as N2, it also scales as N for a UE served by

operator Y.

16We set the range of v in 110 — 160 dB for sub-6 GHz bands. For e.g., when N = 8 and v = 160 dB,
the received SNR is & 5, —10 dB with and without an IRS, respectively, at an OOB UE at (1000, 1000).
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Figure 4.6: Ergodic sum-SE vs. logy(N).

Next, we study the effect of the IRS on the OOB operator Y by considering the behavior of
the random variable Z](\?/) (see (4.19)), which represents the difference in the SNR /channel
gain at a UE ¢ served by BS-Y (which does not control the IRS) with and without the IRS
in the environment. In Fig. 4.7, we plot the empirical and theoretical CCDF of Z](VY) (at
~ = 130 dB.) The analytical expression derived in Theorem 4.2 (marked as “Theorem 2”)
matches well with the simulations. Also, almost surely, Z](\}/) is a non-negative random
variable for any N > 0, which confirms that the channel gain at an OOB UE with an IRS
is at least as good as the channel gain at the same UE without an IRS with probability
1. The CCDF shifts to the right as the N is increased, as expected. The left-most curve
in the figure is the CCDF of received SNR in the absence of the IRS, which shows that
the probability that an operator benefits from the presence of a randomly configured IRS
increases with N for operators who do not control the IRS. Thus, the instantaneous SNRs
witnessed at an arbitrary UE of an OOB operator stochastically dominate the SNR seen
by the same UE in the absence of the IRS, in line with Proposition 4.1.

Finally, we compare the outage probabilities of the in-band and OOB UEs in Fig. 4.8a
as a function of N. While the probability decreases as O(e™) at the in-band UEs (in-line
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Figure 4.7: CCDF of Z](VY) as a function of N.

with Remark 4.2), it also uniformly decreases at OOB UEs, but at the rate of O(1/N) as
per Theorem 4.2. Thus, the outage probability of the OOB UEs monotonically decreases
with the IRS elements free of cost. For completeness, in Fig. 4.8b, we also validate that
the CCDF of the SNR offset as in Remark 4.2 for the in-band UEs grows to 1 at the rate
of 1 —O(e ™).

4.6.b OOB Performance in mmWave Bands using RR Scheduler

We now numerically illustrate our findings in the mmWave band. First, we focus on the
OOB performance when the IRS is optimized for in-band UEs in the LoS scenarios. In
Figs. 4.9 and 4.10, we plot the ergodic sum-SEs vs. N, of both operators, at low and high
(received) SNRs, respectively. At low SNR, we observe that 1) The ergodic sum-SE scales
linearly with N, and 2) The OOB performance is insensitive to L. This can be explained
by analyzing the behavior of the SE in (4.29) at low SNRs. Namely log(cy) ~ ¢y for
small ¢y. Thus, an OOB UE witnesses an SE which scales as N?/L for an L/N fraction
of time, leading to an effective scaling of SE as O(N). Thus, if the OOB system is
designed to operate at low SNRs, then even an OOB UE obtains benefits from the IRS
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Figure 4.8: Instantaneous channel quality of the in-band/OOB UEs in the sub-6 GHz bands.

that monotonically increase with N. On the other hand, at high SNRs, for any given L, the
SE is an unimodal function of N, as described in Remark 4.3. As long as L > N, i.e., the
number of paths is sufficiently large (at least as many as the number of resolvable beams
the IRS can form), almost surely, the IRS aligns with one of the OOB UE’s channel angles
and provides benefits which linearly increases with N. However, when L < N, the IRS
beam does not always align with the OOB UE; hence, the performance starts to decline
as N grows, with the peak SE obtained when L = N. In any case, the OOB SE is higher
than the SE obtained without the IRS. This confirms that the IRS never degrades the
average OOB performance even in mmWave bands. Also, the simulations and analytical
expressions match very well, which validates the correctness of Theorem 4.3. Finally, we
note that the SNR of the in-band operator monotonically grows as N2, as expected.

Next, we validate the instantaneous OOB performance by plotting the CCDFs of the
channel gains of an arbitrary OOB UE in Figs. 4.11, 4.12, and 4.13, for L = 5, 20, and
50, respectively. Clearly, the effective channel in the presence of the IRS stochastically
dominates the effective channel in its absence, as found in Theorem 4.4. Further, with
high probability, the channel gains of the OOB UEs achieve their maximum value when
N = L, which is in line with our previous observations.

Next, we focus on when the IRS is optimized for (L+)NLoS mmWave scenarios. Specifi-

cally, we study the operators’ ergodic sum-SE behavior in a high SNR regime. In Fig. 4.14,
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Figure 4.9: Ergodic sum-SE vs. N in LoS scenarios at Cyy = 90 dB.

we plot the ergodic sum-SE vs. N when the IRS is optimized for (L+)NLoS scenarios.
The OOB performance in this case is very similar to the LoS scenarios, where the en-
hancement in the OOB SE due to the IRS is contingent on the number of spatial paths
available in the OOB UEs’ channel. However, the main difference lies in the number of
paths needed in the OOB UE’s channel to obtain performance enhancement by the IRS.
While the LoS scenarios require L to scale with N, it is sufficient for L to scale with v N
in the (L+)NLoS scenarios to obtain an OOB performance boost which is monotonic in
N. Intuitively, this is because, in addition to the probability that one of the L paths of
the OOB channel aligns with the IRS (which scales as L/N), the IRS provides an addi-
tional opportunity for alignment by having a directional response in L directions. This
leads to the probability of alignment improving to L?/N in the OOB system. We con-
firm this in Fig. 4.14: the peak performance is attained roughly at N = L? for every L.
Recall that the probability that ¢ of the IRS beams align with the OOB channel is given
by (4.89). Consider the scenario L < N. Using Stirling’s approximation (n) ~ " we

? 7!

1

L2
can simplify (4.89) as Pr(Y =1i) ~ — (—

N

' ) . Then, letting ¢ = 1 (to compare against the
7!
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Figure 4.10: Ergodic sum-SE vs. N in LoS scenarios at Cyy = 150 dB.

LoS scenario), the probability is L?/N, supporting the fact that VN paths are sufficient
to obtain an OOB SE that log-linearly grows with the IRS elements. Finally, Fig. 4.15
compares the OOB performance in LoS and (L+)NLoS scenarios. For a fixed N, L, the
performance is enhanced much faster in (L+)NLoS than in LoS scenarios, which is in line

with our discussions.

4.6.c 0OOB performance with PF and MR schedulers

We now numerically illustrate the OOB performance enhancement that can be obtained
using the PF and MR schedulers described in Sec. 4.5. We plot the OOB SE versus the
number of OOB UEs () in Fig. 4.16. Here, we compare the SE for RR, PF, and MR
schedulers for different N. Using an MR scheduler, the OOB SE increases monotonically
as O (log(log(@))), in line with Lemma 4.3. Next, we consider the OOB SE using a
PF scheduler. For N = 4, the SE increases with @), and it converges to the SE that
is achievable as though the IRS is also optimal to the OOB UEs under RR scheduling,
in line with Lemma 4.2. Thus, for large ), OOB UEs enjoy optimal beamforming IRS
benefits without explicitly optimizing the IRS to them when the OOB operator uses a PF
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Figure 4.11: CCDF of OOB UE’s channel gain |hy|? as a function of N in LoS scenarios of the
mmWave bands at Cyy = 150 dB and L = 5.

scheduler. Even with N = 16 using a PF scheduler, a similar trend as in N = 4 is observed,
except that the convergence rate to the optimal SE is now reduced. We observe this from
the unequal gaps between the optimal SE and SE obtained by PF schedulers for N = 4
and 16, namely: A > A4. This is because the degree of randomness increases with IV,
which requires the number of UEs to scale with N. We refer the reader to [127, Prop. 1]
for more details on the required number of UEs for a target gap in the SE. Finally, the
OOB SE using the RR scheduler is invariant to ) because it does not leverage multi-user
diversity in the system.

In the final study of this section, we plot the OOB SE as a function of log,(/N) in
Fig. 4.17 for different schedulers. First, we observe that the slope of the curve using the
MR scheduler for both @ = 10,100 is 1, which validates the O(log(N)) dependence of the
SE as in Lemma 4.3. Similarly, the RR scheduler also scales as O(log,(N)), in line with
Theorem 4.1. On the other hand, the performance of the PF scheduler as a function of N
crucially depends on the relative value of () with respect to N. For smaller N, the OOB
SNR scales with N2, and as N increases, the OOB SNR scales as N¢, where € < 2 (notice

this in the decreasing values of slopes.) This happens because, as N increases, () is not
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large enough for the random IRS configuration to be near-optimal for at least one OOB

UE at every point in time.

4.7 Conclusions and Future Work

In this chapter, we studied a fundamental issue in an IRS-aided system, namely, the effect
of deploying an IRS on the average and instantaneous performance of an OOB operator
who has no control over the IRS. Surprisingly, we found that while the IRS optimally serves
the in-band UEs, it simultaneously, and at no additional cost, enhances the quality of the
channels of the OOB UEs compared to the system without any IRS. This performance
enhancement is due to the reception of multiple copies of the signal at the OOB UEs
through the IRS. Although this is always true in the sub-6 GHz bands, the degree of
enhancement in the mmWave communications is determined by the number of spatial
paths in the OOB UE’s channel. When the number of paths in the channel is at least
the number of resolvable beams at the IRS, the gain is monotonic in the number of IRS

elements, similar to sub-6 GHz bands, and is marginal otherwise. Further, we showed
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that the systems where IRS is optimized to all the spatial paths of the in-band UE’s
channel outperform the ones where IRS is aligned only to the dominant path. This is
due to the additional degrees of freedom offered by the IRS in the former, although it
incurs additional BS-IRS signaling overhead at the in-band operator to configure the IRS
optimally. Therefore, the deployment of an IRS benefits all the other existing network
operators, albeit to a lesser extent than the operator that has control over the IRS phase
configuration. Further, it is possible to obtain much better benefits at the OOB UEs by
using an opportunistic scheduler at the OOB operator.

Future work can include the effect of multiple antennas at the BSs/UEs and study the
diversity-multiplexing gain tradeoff at OOB UEs. Other practical considerations, like the
non-availability of perfect channel state information, quantized IRS phase shift levels,
frequency selectivity of channels, time & frequency offsets, near-field effects, etc., can be
accounted for to provide more insights. Another interesting line of study is to analyze the
impact of IRSs on the OOB performance in interference-limited scenarios such as multi-cell

environments.
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Appendix 4.A Proof of Theorem 4.1

We compute the sum-SEs for both operators one by one below.

4.A.a Ergodic sum-SE of operator X

We first compute (R,(fX)) for a given k. By Jensen’s inequality, we obtain

2

21, (4.44)

o2

N
Z|f7)z(gk,n|+|hd,k|

n=1

(R{) <logy | 1+E

We expand the expectation term as follows.

2

N
D 1 gnl+lha
n=1

N N
= > 1 Mgl LN gl a2 D1 g [Pl
n=1

n,m=1

N N N
= 1 PlgkalPHrarlP+ S 1 gl i gm|+2 > 15 grnl hal. (4.45)
n=1

n,m=1 n=1
n#m
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Under Rayleigh fading, E[|fX°] = Bex,Ellgral’] = Ber Ellharl’] = Bar. E[fF]] =
, /Zﬁfx, E[|gnl] = 4 /Zﬂg,k,m[\hd,kn =, /%ﬂd,k,wg —1,...,K;n=1,... N. Further, all
the random variables are independent. Taking the expectation in (4.45), and substituting

for these values, we get

2
3/2

w2 2 T
= N? (1—65r,k) +N (@«,k — Eﬁr,k + TV 5d,k5r,k> + Bk,

(4.46)
where [, is as defined in the statement of the theorem. Substituting (4.46) in (4.44), and

E

N
Z|fi{9k,n|+|hd,k|
n=1

plugging in the resulting expression in (4.14) yields (4.15), as desired.

4.A.b Ergodic sum-SE of operator Y

As above, from Jensen’s inequality, we have

2
P

o2

N
Z f:gq,n + hag

n=1

(RY)) <log, [ 1+E (4.47)
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Proceeding along the same lines, we get

2

N N N N
Z f:gqm + haq| = Z|f§|2|gq,n|2+|hd,q|2+ Z fw?gq,nfy};*g;,m + 2% (Z f:gq,nh:;,q> .

n=1 n=1 n,m=1 n=1

n#m
(4.48)
Taking the expectation and simplifying,
N 2
E Z f:gq,n + hag = NpBrq + Bak- (4.49)
n=1

Substituting (4.49) in (4.47), and plugging in the resulting expression in (4.14) yields (4.16).

Appendix 4.B Proof of Theorem 4.2

We recognize that hyg 2 |hyg>~ exp(1/(NBrq + Bag)), and hog 2 |hog>~ exp(1/B4)-
Now, Z](VY) is the difference between two exponential random variables. We first show
that the correlation coefficient between ﬁlyq and fzg,q decays inversely with N. Recall

that the correlation coefficient is defined pyp 2 E | (hyg — E[h1,4]) (hog — ]E[izz,q])] /0102,
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where 0% and o3 are the variances of Blyq and ﬁqu, respectively. We can verify that 1)
g 2 Elhyg) = NBpg + Bag, and pia 2 Elhag] = Bag 2) 03 = (NBrg + Bag)’, and 03 = 33,
Thus, we get iz = (B [hn ghaa| = (N + faq) Bu ) / (NBrg + Bag) Bag. Using (4.18),
it is easy to verify that E [ﬁlyqi@,q] = NBrq¢Baq + Qﬁg’q. After simplification, we have

1
P2 = (UE N (Brg/Bag))’

which decays inversely with N. We now use a result from [128, Eq. 4.24] which charac-

(4.50)

terizes the distribution of the difference of two dependent and non-identically distributed

chi-square random variables, and obtain the CDF of Z](\}/) as

8 a z
1 5 _e< 1 >, if 2 <0,
v 1 A T
papiz(1 — piy)ya
where
2\/(#2 — )’ (1= pty) | 2 (p2 — 111)
v = T =y ———~ (4.52)

pipe(1 — p3y) frpz(l = pia)
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For large N, using (4.50) to let p12 — 0 in (4.51), (4.52), and recognizing that Vz,

FZ](VY)(Z) =1- FZ](VY)(Z>, we obtain
- 1-— /f ei, if 2 <0,
F (2) = Ha T Ha (4.53
2N =) Al e m, if z>0, )
M1+ 2
Substituting for p; and s into (4.53) completes the proof. |

Appendix 4.C Proof of the decay rate of outage prob-
ability and SNR offset at in-band UEs

Below, we compute the decay rate of the outage probability and SNR offset for the in-band
UEs (as in Theorem 4.2).

4.C.a Outage Probability

2

Let X £ be the channel gain at an arbitrary in-band UE (dropping

n

index k). Then, the outage probability is

PP =Pr(X <p). (4.54)

(0]

Since the true distribution of X is complicated due to multiple products and summations,

we find an upper bound on P’

ut as

2 2

X = > £y, almost surely.

[hal+ Y 1 fullgal

> |fallgal

As a result, we have

2
P

re = Pr(X <p) <Pr <pl. (4.55)

> |fullgnl
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Now by Central Limit Theorem (CLT) [129], we have
223 hullol — N (VBN (1-T) 5 (456)
- - n gn 4 T 16 (s . .

Using (4.56), we can simplify (4.55) as

20 ) o )

20 (V) (4.57)

where, in (a), ¢; = 4/ (1 — 7{—;) B, and ¢y & \/16”_77#, and (b) follows as for fixed p, Cl% —
0 for large N. Now, by applying the Chernoff bound to Q(-) in (4.57), we see that

Q(c2v/'N) — 0 at the rate of O(e~). Hence, the outage probability in (4.54) also decays

at least as fast as O(e™").

4.C.b CCDF of the SNR offset

2
Let the channel gain with and without an IRS be hy = ||hg|+ Y| fallgn|| and hy = |hgl?.
To compute the CCDF of O £ h; — hy, using (4.56), we notice
Fo(p) £ Pr(hy — ha > p) ZPT<|Z|2— | hal? ZP)- (4.58)
—_———
201
Now, we can simplify the lower bound of (4.58) as
Pr (|Z]’—|ha|*< p) = Ez [Pr (|2]*—|ha|*< p|Z = 2)] (4.59)
(@) _(|z|2—p)
=By [Pr (|ha?> 21?9 Z = 2)] @ By [e g } (4.60)
22=p , (=N VFr)?
8 e _< Iﬁd +2N(1 ﬁ)/g >
= S/ d 4.61
e - o

where in (a), we used the property of the exponentially distributed random variable |hg4|?.

3 7T2 s
To compute the above integral, we define a £ 2N (1 — ﬁ) B, n= NIV B,
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Then, by using standard integral solvers, we can show that

_( Bgn*=(Bgta)p
_ﬁ () (4.62)
VPad+ &

The above probability can be shown to be proportional to

Pr (|2~ [h?> p) = 1 -

1—(1/\/N)xe_NXeG%>N1—O(e_N). (4.63)

Thus, the lower bound grows to 1 exponentially in N, and hence the CCDF of the random

variable O also grows to 1 at least as fast as the decay rate of e to 0. [ |

Appendix 4.D Proof of Theorem 4.3

We derive the SEs of both operators separately below.

4.D.a Ergodic sum-SE of operator X

Let the average SE seen by UE-k be <S,g)§)> Then the ergodic sum-SE of operator X is

B K
S}X ) — L3 (S,i)i)> By Jensen’s inequality,

k=1
(x) o P
(Si1)) <logy [ 1+E [|hy] }F : (4.64)
We recognize that
nl® = [Nk )07 + has|” (4.65)
hak Lxal® 2
D gy + N2DEROXE S 1L Dan(who)| (4.66)
1P kY k|
where (a) is due to (4.27). Further, using af(wk ,)an(wk,) = &, we can compute

E [|h]’] = E [|lharl + N |vxsl”] = E [|harl’] + NE [|vxrl*] + 2NE [|ha| [vx.kl]. Using

the results from Sec. 4.2.b, this can be simplified as

3/2
E [|hkﬂ =N°B,+ N <7TT>  BrkBak + Bak- (4.67)
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Substituting the above in (4.64), and plugging it into the expression for S} (X yields (4.28).

4.D.b Ergodic sum-SE of operator Y

_ Q

Recall that the ergodic sum-SE of operator Y is S = % Zl(Séﬁ)) Then, the channel
q:

seen by an arbitrary OOB UE, say UE-¢, can be derived in a similar manner as (4.25) and

is given by
L

hy = hag + Z Vdag (wh )0, (4.68)
=1

where 0°P* is given by (4.27), and 71715/, ’Yzf; denote the channel gains of the paths between
BS-IRS, and IRS-UE, respectively, corresponding to the [th cascaded path. Then we have

L

N? 1) hd KXk .
b=+ 3o —,h IRV
= haq + Z il a%(WQq)aNWX k)
S hag+ = Z Ty g AN (W) an (@ 1), (4.69)

where, in the last step, we used the fact that the product term 71(1271( ) is circularly sym-

metric. We also have

P
(Sp) 2E S| =E {bgz (1 + \hq|2;>} : (4.70)

Consider L < N. Now, let & be the event that one of the L angles of the OOB channel
“matches” with the IRS angle, and &, be the event that none of the L angles of the OOB
channel match with the IRS angle. Then, we can write (4.70) as

1 1
(S & >_E (S| @ >_E {Sq( 1

5} Pr(&)), (4.71)

where 1g,) is the indicator for the occurrence of event &;, (a) is because & and &; are
mutually exclusive and exhaustive; (b) is due to the law of iterated expectations. Also,

from (4.7), and flat-top directivity of the IRS, Pr(&;) = L/N, and Pr(&) = (1 — L/N).
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Then from (4.8), and Jensen’s inequality, we have

N 2l p
) [S;}? 51} < log, (1 +E | |hag + ﬁ%ﬁl}y}ffq §> : (4.72)
) 0 P
and, E |Sgy' [Eo| <logy (14 E [|hagl’] — | (4.73)
’ ag

where I* = arg, {aff(w} )an(wk ) = 1/N}. We can show that (similar to Sec. 4.A.b),
N2
substituting in (4.70) and using the expression for Sfy) yields (4.29). Now, when L > N,

50} = f44. Collecting all the terms and

since an N-element IRS can steer at most N resolvable beams, some of the paths will be
clustered together, and the above analysis holds by replacing L with N. We cover both
cases by L = min{L, N} in (4.29).

Appendix 4.E Proof of Theorem 4.4

Assume L < N. From (4.69), we compute probability P =

2

Pr <p]. (4.74)

N )., .
haa+ 77 D g Bl (k)

By the total law of probability, we obtain P = Pr(|h,|*< p|&1)Pr(E1)+Pr(|hy|*< p|€o)Pr(&),

where & and & are as defined in Sec. 4.D.b. Thus, we can simplify P as

d

Lot {32575} & /25 {2 Then, by 130, B 17,

N o @
hd7q + ﬁ’yl*7yfyl*7q

< p) Pr(&1) + Pr (|hd7q|2 < p) Pr(&). (4.75)

LBy q

2 LeNrq N2
< p) =1- IO (p, ﬁd#]’ T/Br’q) . (476)

~(1) ~(2
Pr (‘hdq + fyl(* 7)3/’)/1(* 7)q NQ/B
7‘7q

Also, Pr(|ha,|? < p) = 1 —e ?/Paa. Collecting these together completes the proof of (4.30)

when L < N. Similarly, we can prove for L > N. To obtain (4.31), it suffices to show that
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_Lq - 17ﬁd,q - ﬁO
= =Ly =15,Ba4="050 ||
_Lq - 17/8d,q — 250
Lq - 57ﬁd,q = 250

1071 10° 10 10?
Figure 4.18: Graph of f'(p) vs. p with N = 128.

VLS N, Pr(Gi>p)—Pr(Gy>p)>0 <2

Eﬁd,q
L [ LeN%bra N?
i [t— A S B ) —e PP | >0, (4.77
N N25r,q 0 <p7 6d,q7 I B ,q) € = Y, ( )

where (a) is due to (4.30). From [131], we know that Zy(-) is related to the generalized

upper incomplete Gamma function T'(«, z;b) for appropriate a,x,b, and hence we can

N? N2ﬁr, Eﬁd, IJP
Iy (P; Ba,g: Tﬁr,q) =7 T <1, NQBqu; N2ﬁrq> . (4.78)

simplify

Then, it suffices to show that

ai (LB, L
é N237‘,q d’q . p _ 7p//8d,q >
flp) =e r (1, N8, N25r,q) e > 0. (4.79)
N ~~ 4 £fa(p)
2f1(p)

We first prove a few properties of f(p). 1) f(0) = 0: Clearly, f2(0) = 1. Now, f;(0) =

LBg,q _
eNZ6rg T (1, ]52’3—5,;:;0) But, I'(1,2;0) = T'(1,2) where I'(cr, ) is the upper incomplete
LBy,

Gamma function. Hence, f;(0) = e ?ra T’ <1, ﬁf—/ﬁ> But from [132, Eq. 8.4.5], T (1,z) =

e ®. Thus, f1(0) = 1 and hence f(0) = f1(0) — f2(0) = 0. 2) f(p) is non-decreasing:
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LB4,q - _
N28, 4 LBa.q .
From [133], (e, z;0) /Ob = —T'(av—1, z;; b) and thus, f{(p) = —eV oma T (0, N;;g;ﬂ, Nf—éiq)
Further, for practical values of the system parameters, LfBq,/N?B,, < 1, and thus we
LBy,
can approximate f](p) ~ —2e Nira K ( \/ BLTP ) where Ky(z) is the zeroth-order modified
Bessel function of the second kind. Further, f(p) = — (1/d) e~ 4. Hence, we can show that

f'(p) = fi(p) = f5(p) > 0 ¥p € RT (see Fig. 4.18). Finally, since f(p) is non-decreasing,
flp) = f(0) = 0. u

Appendix 4.F Proof of Lemma 4.1
Using (4.34), we simplify p,9 = NE [|a” (1)0°P"|] as

L
1)* 2)% —4 n— ﬂwl
N S A eI

. ) Z ejw(n—l)u lzl

Z ’Yz(,l))(*%(,i)*e_j (n=D)mwly

j7rn 11/§ ,}/1*7 *7]n 1)71'ka
=1

) N
v
o) LE 1 i i\f: (n—1)(v—w ;)
VL | hel2 = =1
. ZL: INEr—wk 1) sin (0.5N7T(V—Wé(,k))
=1

X )
(3050 7 sin (057 (v — wh ) “ (4.80)

L

|

where h, £ [73{%2}27 72;(72 L]T Also, (a) is because 27(1)* ()*e*j(”*l)”wlx,k <

L
LZ’%(,I))(%(,?P (the Cauchy-Schwarz inequality), and (b) is obtained by changing the
=1
order of summation. We recognize that

sin (0.5N7 (v — wh )
sin (0.5m(v — Wl ;)

= Fu(v —wle), (481)
where Fiy(-) is the Fejér Kernel given by

() N +o(N), if =0, (4.82)

o(N), if 1==+£ keN.
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As a consequence, we have

N+o(N), ifve{wky . ..,wk,}

Fy(v —wk,) = ’ e (4.83)
o(N), if ve®\ {wyp. .. Wk}
Thus, when v € @\{w}(k, W - ,w)Lgk} s Pu o 22 0; and when v € {w}(’k, Wy - ,wf(,k},
N | Py , _ N
we have p, 9 > x E l ] implying p,¢ = 2 (—> + o(N). [ |
VL Ml VL

Appendix 4.G Proof of Theorem 4.5

We derive the SEs of both operators separately below.

4.G.a FErgodic sum-SE of operator X

As before, we first compute the ergodic SE of UE-£, (S,gi)% and then evaluate the ergodic
sum-SE of operator X. Using (4.32) and (4.34), the ergodic SE of UE-k is bounded by

2

1
|hap|+—=

VL

(Sy}) <log, [1+E —1. (4.84)

M-

Using the fact that the distribution of %( Xv( ) is circularly symmetric, we can rewrite the

mner term as

2 L

Z 172

=1

L

Z 1[_)/2

=1

L
1 2
!hdk|+ E ||hal® & Z%(;)(’n(} |hdk!

L
(4.85)

Term I: Tt is straightforward to see that E[|hgx|?] = Bax.
Term II: Finally, we can write

2
1), (2)

Z ‘w(l;)w

Z VRNV VR ] LBy, (4.86)
1e=1l0
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where (a) is due to the zero-mean and independence of {yﬁ){, 71(21){} across the paths.
AR

Term IIT: We have the following sequence of relations

E {]hd7k|

L
where (a) follows by using the independence of hgj and ) | 71(71))(%(,2[)(, followed by the Jensen’s
=1

2

= %\/Wﬂd,k : \/Lﬂr,ka

L

(2
Z %(,))c%(,f)(
=1

(a)
} < Elhgr| |E

L

1) (2
Z %(,))(%(,1)(
=1

inequality. Collecting all the terms yields (4.36).

4.G.b Ergodic sum-SE of operator Y

Consider the case L < N. As above, the channel seen at the UE-q is

_ N )@
hg = haq + Ni7 2 Yy Vi ay(wy,)0, (4.87)
where 6 is optimized by operator-X and is given by (4.34). The IRS vector aligns along L
directions of ®, while the OOB UE’s channel is oriented along L directions independent
of the IRS. We let the random variable X denote the instantaneous SE at UE-q, and Y
denotes the number of matching (spatial) paths between the UE-¢’s channel and the IRS
response. Clearly, the possible support of Y is the set of integers from 0 to L. We now

compute (Séi)> =E[X] as

E[X] = By [Ex[X|V]] = Y Ex[X|Y = ilPr(y = ). (4.88)

When L < N, we can show that the probability mass function (pmf) of Y is given by

oy - (0D

(1)

and 0 otherwise, where (z) is the usual binomial coefficient, and iq = max{0,2L — N}.

i=ipio+1,...,L, (4.89)

This is because, if N — L < L, not more than N — L spatial paths of the OOB channel can
be misaligned with the IRS, and hence, the support of the above pmf begins at 2L — N.
Next, we compute the term Ex[X|Y = ], which is the average SE seen by UE-¢ when
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exactly i of the spatial paths are common between the IRS response and scheduled UE-¢’s

channel angles. Then, Ex[X|Y = {]

i 2
(a) : P
<log, [ L+ E | |hay + i Z W AN (Wl ,)0 =

l'eT;

: N | p
b) ’
= log, | 1+E | |hag+ 7 > W, = (4.90)

l'eZ;

where (a) is due to Jensen’s inequality, 74, 2 . ’yl(,lg/yl(, o and Z; denotes the index set of the
common path indices between the IRS and UE-¢’s channel such that |Z;|= ¢, and (b) is
due to Lemma 4.1. By expanding the square term and using the statistics of the random
variables, we can show that the above expectation becomes ;. + ig—;ﬂm. Plugging this
into (4.88) and evaluating the ergodic sum-SE yields (4.37) when L < N. Now, for L > N
(and hence L = min{L, N} = N), since the IRS can orient to at most N beams, with
probability 1, every channel path of the UE is aligned to one of directions to which the
IRS is steered. Thus, we have (Sg;)>

2

N
. P

<logy | 1+ E ||haq + \/NZ 7§cqa%(w§7q)0 o

=1

. 2

! P

=logy, | 1+E ||hgq+ Z Yra| | o2 (4.91)
=1
P

=logy { 1+ (Bag + NBrg) — ) - (4.92)

The proof of (4.37) for L > N now easily follows. |



5 | Distributed IRSs Always Benefit
Every Mobile Operator

Chapter Highlights

In this chapter, we investigate the impact of multiple distributed intelligent reflecting surfaces

(IRSs), which are deployed and optimized by a mobile operator (MO), on the performance of
user equipments (UEs) served by other co-existing out-of-band (OOB) MOs that do not control
the IRSs. We show that, under round-robin scheduling, in mmWave frequencies, the ergodic
sum spectral efficiency (SE) of an OOB MO increases logarithmically in the total number of IRS
elements with a pre-log factor that increases with the ratio of the number of OOB paths through
the IRS to the number of elements at an IRS. We further show that the maximum achievable SE
of the OOB MO scales log-linearly with the total IRS elements, with a pre-log factor of 1. Then,
we specify the minimum number of IRSs as a function of the channel parameters and design a
distributed IRS system in which an OOB MO almost surely obtains the maximum SE. Finally, we
prove that the outage probability at an OOB UE decreases exponentially as the number of IRSs
increases, even though they are randomly configured from the OOB UE’s viewpoint. The latter
is attributed to the fact that multiple distributed IRSs enable spatial diversity in the channel at a
UE served by an OOB UE. We numerically verify our theory and conclude that distributed IRSs
always help every MO, but the MO controlling the IRSs benefits the most.

143
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5.1 Introduction

Intelligent reflecting surfaces (IRSs) have been envisioned to meet the high data re-
quirements for future wireless systems [3, 134, 135]. They are made up of several passive
elements that can be independently tuned to reflect signals in desired directions. Further,
in a distributed version of it, multiple IRSs are uniformly spread out in the environment,
which provides additional diversity benefits to the system. Also, in practice, multiple
mobile operators (MOs) coexist in a geographical area and independently serve multiple
user equipments (UEs) over non-overlapping frequency bands. Then, it is important to
understand how a distributed IRS deployed and optimized by only one of the MOs affects
the performance of other out-of-band (OOB) MOs. This aspect is pertinent because an
IRS does not have a band-pass filter and reflects every signal that impinges on it over a
wide bandwidth. This chapter analyzes the impact of distributed IRSs on other MOs in
the mmWave band.

A few works in the literature have shown that distributed IRSs improve multiplexing
gains in multiple antenna systems [134,135]. Similarly, they have been used to reduce link
blockages in ultra-reliable and low-latency communication (URLLC) applications [136].
Further, multiple IRSs can be used to improve coverage in cellular systems [5]. Also,
distributed IRSs have been leveraged to efficiently mitigate multi-user interference in multi-
user scenarios [137]. Finally, these merits can be obtained with minimal channel estimation
overheads [138].

The above-mentioned existing works implicitly assume that a single MO controls the
IRSs. However, if multiple MOs simultaneously exist and only one of them deploys multiple
IRSs to serve its UEs optimally, then the impact of the IRSs on the performance of the
OOB MOs (which do not control the IRSs) is unexplored but is an important aspect to be
understood in real-world deployment scenarios. Further, BSs of different MOs typically
do not cooperate with each other. Hence, existing approaches that jointly optimize the
IRS phases by cooperation across BSs cannot be used to solve this problem. Although we
studied this aspect in a single IRS case in Chapter 4, which is published in [80], the channel
properties in distributed IRSs are different due to multiple independent links offered by
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the IRSs. This leads to new results & insights, so it merits an independent study for the
multiple IRS scenario.

We consider two MOs, X and Y, operating on non-overlapping mmWave bands. The
(in-band) MO X deploys and optimizes multiple distributed IRSs to serve a UE in every
time slot. The (OOB) MO Y does not deploy any IRS and is oblivious to MO X’s IRSs.!

Then, our key contributions are:

1. Under round-robin (RR) scheduling, we derive the ergodic sum spectral efficiencies (SE)
of the MOs. If N is the total number of IRS elements, we show that the SE of MO X
grows as O(2log,(N)), and the SE of MO Y scales as O(7 log,(N)), where the pre-log
factor 7 € [0, 1] increases with the ratio of the number of OOB paths through the IRS

to the number of elements at an IRS. (See Theorem 5.1.)

2. We design a distributed IRS system and specify the minimum number of IRSs for MO

Y to almost surely achieve the maximum SE (i.e., for 7 = 1.) (See Proposition 5.1.)

3. Finally, we show that the outage probability at an arbitrary OOB UE decreases expo-
nentially as the number of IRSs deployed by MO X increases. (See Theorem 5.2.)

Through numerical simulations, we affirm that distributed IRSs enhance the performance
of not only the UEs for which it is optimized but also of other OOB UEs at no additional

signal processing costs, both instantaneously and on average.

Notation: For general notations used in this chapter, see the section on “General Mathe-
matical Notations” on page ix. For the notations/variables specific to this chapter, please

refer to Table 5.1.

5.2 System Model and Problem Statement

We consider a wireless system where two MOs, X and Y, provide services to K and () UEs

on non-overlapping mmWave frequency bands using their base stations: BS-X and BS-Y,

IThe broad conclusions of this chapter can be shown to hold for any number of OOB MOs and also

when every MO has its own set of IRSs.
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Variable| Definition Variable| Definition
S Number of IRSs %‘(13)11 Gain of ith path from BS-p to IRS-s
M Number of elements at an IRS 7](725)7 . Gain of jth path from IRS-s to UE-¢
N Total number of IRS elements Vposit Dominant cascz.ided path from
" BS-p to UE-t via IRS-s
K Number of UEs served by BS-X ha Direct channel from BS-X to UE-k
Q Number of UEs served by BS-Y ha.q Direct channel from BS-Y to UE-g
LY Number of paths from BS-p to IRS-s gs’k/ Channel from IRS-s to UE-k/q
S’q
Lft) Number of paths from IRS-s to UE-t | X /f¥ | Channel from BS-X/Y to IRS-s
L No. of cascaded paths via IRS 0, or Phase shift vector/matrix at IRS-s
(L = LlLQ) 65
ol Dominant cascaded normalized angle W Cascaded normalized angle from
Xsk | from BS-X to UE-k via IRS-s Y4 | BS-Y to UE-q via IRS-s in fth path
P Transmit power at the BS Ba Path loss in link-z
S(X) ; X i
2 Noise variance at the UE é‘ N /| Achievable ergodic sum-SEs
Sy of MOs X /Y
d/) Ratio of inter-elemental spacing b /b Overall channel from BS-X to UE-k

to the signal wavelength / BS-Y to UE-¢q

Table 5.1: Commonly encountered variables/notations in chapter 5.

as shown in Fig. 5.1. For simplicity and to isolate the impact of IRSs on the system, we
consider a single antenna BSs [139]. However, all our results directly extend to multiple
antenna BSs. MO X deploys and optimizes S > 1 distributed IRSs with M elements each
(with a total of N = SM IRS elements) to optimally serve its (in-band) UEs in every time
slot. On the other hand, MO Y does not have an IRS and is oblivious to the presence of
MO X’s IRSs. The downlink signal received at the kth (in-band) UE served by BS-X is?

s
Yr = (hd,k + ngT,kgsst) Ty + N, (5.1)

s=1

where {g; s, X} € CM*! are the channels from sth IRS to kth UE and BS-X to sth IRS,

respectively; the diagonal matrix ©®; contains the phase shifts of the elements at sth IRS,

2We neglect inter-IRS reflections; they experience higher path loss and contribute to negligible received

energy compared to single IRS reflections.
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IRS 1 : Y
f— <
direct links— WA

Q QIRS S—1

%QQQ

IRS 2 ] SONG
IRSs are controlled UE-q 4— operator X’s signal
only by BS-X UE-k <« - - operator Y’s signal

Figure 5.1: Network scenario of a distributed IRS-aided two-operator system.

ie.,

O, £ diag ([e’1s, e/, ... elM]) e CMM (5.2)

where (s is the phase shift at mth element of sth IRS, hqy, is the direct channel from BS
to UE-k. Also, z; is UE-k’s data symbol with E[|z;]?] = P, and ny is the additive noise
with nj, ~ CN(0,0?). Similarly, at OOB UE-q served by BS-Y,

S
Yoy = (hd,q + Z gzq@sfsy> Ty + ny. (5.3)
s=1

We consider the Saleh-Valenzuela channel model [65]:

VR Vi L)
=\ 2o i) and g = [rar D ki), (54)
$,p =1 st j=1

where p € {X, Y}, LS]Z and Lft) are the number of resolvable spatial paths in the BS-p to
sth IRS, and sth IRS to UE-t links, respectively. For notational simplicity, we let Lgl))( =
LS% £ L, and Lft) = Ly Vt, s. Further, gbi,p and ng,t denote the sines of the angle of arrival
of the signal from BS-p at sth IRS in the ith path, and the departure from sth IRS to the
tth UE in the jth path, respectively, where sine of an angle (¢, ) is related to the physical

angle (y) by® ¢, = (2d/)\)sin(x). Here, d and X represent the IRS inter-element distance

31n the sequel, the term “angle" will denote the sine of a physical angle.
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and the signal wavelength, respectively. The fading coefficients, hd,t,%(;),p

independently sampled from CN (0, B4.), CN (0, Bgr), and CN (0, Bg+), respectively, where

2
and 7575)7“ are

’s are the link path losses.? The array response vector of a uniform linear array (ULA)

based IRS is denoted by ays(¢), with angle ¢ (and d = \/2)°:
w(@) = 1/VM [1,e797¢, . emiM=-Dm9) T (5.5)

Recall that an M-element IRS forms at most M resolvable beams [65,121]. So, the path
angles in (5.4) are drawn independently and uniformly at random from the angle-book,
P2 { < 1+ ]2\4> i=0,...,M — 1}. Further, since only one of the L 2 [, Ly cascaded
paths contains most of the energy, aligning the IRS along this path procures near-optimal
benefits at the in-band UEs. So, the overall channels to the in-band UEs can be simplified
by their dominant paths [66]. Using (5.4) in (5.1) with L; = Ly = 1, the effective channel
for UE-£ is, hy

= hag + MZ%M 2 all (! )0k (¢! ) (5.6)

s=1

hdk + MZ (715X71,s,k ﬁ( iX) ® ajy( ;k:))) 0,

b .
D hg+ M Z Yokl (Wh o) Bs, (5.7)

s=1

4

where 6, £ diag(@,), (a) is due to the properties of Hadamard products. In (b), WX sk

sin™! (sin(¢f x) +sin(yl,)), Txen = ’V&)X% S)k, and a/(-) is the array vector normalized

1
by M (see (5.5)), i.e., ay(-) = \/—MaM(‘). Also, since the IRS is not optimized for the

OOB UEs, we retain the channel at an OOB UE-q with all the paths and simplify it as

hq = hd,q Z ZVY,s,an st,q)gsﬂ (58)

3141

“We consider the path losses Bgr and Bg: to be independent of the IRS index [126]. In practice, the
path losses of these links depend on the exact IRS locations. Optimizing the IRS locations is beyond the
scope of this work.

5The results in the chapter can be extended to other types of IRS geometries. We consider the ULA
geometry for simplicity [55].



Chapter 5. 149

D (2 1 2) (LY LE)
where L é Li,))/Lg=‘37 {’yf/,s,q}%:l = {Pyg,s),Y’yg(,s),q}i:,l):jzlq Vs.

(2

We can now mathematically state our problem. Suppose the BS-X configures all the S
IRSs to maximize the SE at UE-k by solving the joint optimization problem (across the
IRSs):

s 2

hay + Z gsT,k@sf;X

s=1

b (P1)

opt S .
{@sp }321 = argmaxlog, | 1+ =

HCH

subject to @, € CM*M heing diagonal matrices with unit modulus entries. Then, these
phases are randomly tuned from an OOB UE’s viewpoint. This is because different MOs
do not coordinate with each other, and so it is not feasible to configure the IRSs that are
jointly optimal to UEs served by both BS-X and BS-Y. In this context, we address the

following:

1. What is the effect of the randomly configured IRSs on the ergodic SE of the UE served
by the OOB MO Y?

2. What is the best ergodic sum-SE that the OOB MO Y can obtain, and when is it

achievable?

3. How does the outage probability of (OOB) UE-q scale with S, M, and the channel

parameters?

We answer the above questions in the following sections.

5.3 Ergodic Sum Spectral Efficiency Analysis

We begin by noting that the optimal IRS configuration at the sth IRS, i.e., the solution
to (P1), can be obtained as

*
Oopt _ hd,kaXﬁ,k
s

= X May(ws ). 5.9
‘hd,k’yX,s,k’ M( X,s,k;) ( )

Clearly, 5P has nonzero response in the direction of the in-band UE-%’s channel via the sth

IRS [80, Fig. 3]. However, since the OOB channels through the IRSs are also directional,
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with nonzero probability, one or more of the IRSs also align with an OOB UE’s channel.
Specifically, for single IRS with a flat-top beamforming pattern [122], with probability
L/M (L & min{L,M}), the IRS aligns with the OOB UE, and with probability 1 —
L/M, it does not align to the OOB UE, following a Bernoulli distribution [80, Proof of
Theorem 3|. Now, with S distributed IRSs, since the beam patterns are independent
across IRSs and the channels at the OOB UE via each IRS are independent, the overall
beamforming pattern at the OOB UE follows the distribution of the sum of S independent
and identically distributed Bernoulli random variables, i.e., the Binomial distribution. In
this view, we next characterize the sum-SE of MOs under round-robin (RR) scheduling of

UEs.

Theorem 5.1. Consider a distributed IRS-aided mmWave system consisting of S non-
colocated IRSs, each with M elements. Then, if the IRSs are optimized (as per (5.9)) to
serve the UFEs of MO X in every time slot, the ergodic sum-SEs of MOs X and Y, 5](\51{)

and 5’](\}/) under RR scheduling, scale as

S(X) 1 K | z? 72 2 N7T3/2 p
~ — 1 T T w2
i K}; og2< +[ (16+n( 16))6r,k+ y \/mjwd,k}

; y
(5.10)
andgj(\}/)%
1 5 Sl L\°® L 5-s sM2 p
Q G _eoralar) I 7a7) lom{tF —), if L<M
QqZh;)(S—s)!s!(M) ( M) 0g2< +[ 7 5r,q+5d,q] 02), i < M,
1 @ P .
éq;llogQ (1+(Bd,q+Nﬁr,q) P)a if LZM,
(5.11)

respectively, where N is the total number of IRS elements (N = SM ), and n = M/N.
Proof. See Appendix 5.A. [ |

We observe from Theorem 5.1 that the ergodic sum-SE of even an OOB MO monotonically
grows in N, with the peak scaling of O(log,(N)) when L > M. For L < M, as we show
in Sec. 5.6, the OOB SE scales as O(7log,(N)) for 7 € [0,1). Here, the exact value of

7 depends on how L compares with M. The primary reason for this improvement in the
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OOB SE is that the IRSs create more paths that enrich the channel at the OOB UEs. We
note that the above results generalize the work of [80], which considers S = 1. Further, the
SE at the (in-band) MO X still scales as O(2log,(N)), similar to single IRS setups. Thus,
deploying multiple IRSs in a distributed manner retains optimal benefits at the in-band

MO and helps other MOs simultaneously at no significant overhead.

5.4 Design for achieving O(log,(N)) growth in OOB SE

From (5.11), it is clear that the OOB SE maximally scales log-linearly in the number of
IRS elements and is achieved when the number of paths L is sufficiently large. Specifically,
if L > M, every IRS contributes to the signal at an OOB UE. We leverage this fact to
design new specifications for distributed IRS systems in the following result to almost

surely procure O(log,(N)) growth in the OOB SE for any L, N.

Proposition 5.1. Consider a system where an MO deploys and controls multiple IRSs in
a distributed fashion, using a total of N IRS elements. If the number of IRSs S each with
M elements providing L cascaded paths at an OOB UE, satisfy

M < M*£ N, and, S > S* 2 [N'7], (5.12)

where 6* = min{1,logy L}, then almost surely, the OOB SE attains the maximum scaling

of O(logy(N)) for any N, L.

Proof. If S and M satisfy (5.12), we have L/M > 1 under any scenario. Thus, almost
surely, every IRS contributes to the signal at an OOB UE. So, the overall channel at the
OOB UE is (5.22), for which the ergodic SE scales as O(logy(NV)). |

Proposition 5.1 says that if the number of paths is L = N? for 0 < § < 1, then a dis-
tributed system designed as per (5.12) gives maximum possible benefits at the OOB MO.
In this case, the rate-scaling laws precisely match those derived for the sub-6 GHz bands
in the previous chapter. Specifically, when multiple IRSs are deployed in a distributed

manner, the channel exhibits rich scattering characteristics, and hence, the properties of
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the channel are largely governed by the properties of sub-6 GHz bands of communications.
Further, this does not affect the optimal growth of the SE for MO X.
Next, we analyze the instantaneous channel characteristics at an OOB UE due to these

arbitrarily configured IRSs.

5.5 Outage Probability Evaluation

We now examine the outage probability of an OOB UE-q as a function of the IRS and

channel parameters. The outage probability is Ph,, = Pr(|hy|?< p), which from (5.8)

becomes )

S L
M .
Pl =Pr| B+ NG DD Al )0 <p ). (5.13)

s=1 /=1
Intuitively, each IRS provides an independent link at the OOB UE, so multiple IRSs should

provide better diversity gains than single or no IRS scenarios. We have the following result.

Theorem 5.2. The outage probability at an OOB UFE-q due to S randomly configured and

distributed IRSs, each with M elements and contributing to L paths, is given by

Phi.= (1 —e?haa) Py, (5.14)
where B
Lbag p p
= F M2 9 = 7
L | Le rg M
o= =57 | Sy o (e ) e P [ =

r 1 )
[0, O Jp— ——
L2 min{L, M}, and Ty(z;c1,c2) = / e (t c2) g

C1

Proof. See Appendix 5.B. [ |

Theorem 5.2 clearly shows that the outage probability at an OOB UE decreases ex-
ponentially in S, even though the IRSs are randomly configured from UE-¢’s viewpoint.

Thus, a distributed IRS-aided system provides instantaneous benefits even to an OOB
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Figure 5.2: System setup for S = 4.

MO without incurring optimization costs. We next illustrate our findings via Monte Carlo

simulations.

5.6 Numerical Results

We consider that BS-X is located at (50,0), BS-Y at (0,50), and the UEs in a rectangular
region R = [900,1100] x [900,1100]. The IRSs are uniformly spaced on a semi-circular
part of the circle that circumscribes R, as shown in Fig. 5.2. Note that our results hold
true for any other choice of IRS locations and the distance between the IRSs. The path
loss is modeled as 5 = Cy(dy/d)®, where Cy is the path loss at the reference distance dy, d
is the node distance, and « is the path loss exponent which is 2,2.2 and 4.5 in the BS-IRS,
IRS-UE, and BS-UE links. Further, BS-X and BS-Y serve K = 10 and ) = 10 UEs using
an RR scheduler over 10,000 time slots.

In Fig. 5.3, we plot the ergodic sum-SE of both MOs versus the total number of IRS
elements, N, for different values of S. We use Cy (P/0?) = 150 dB and L = 2 [80]. We
first observe that the SE of the MO X is invariant to the number of IRSs in the system.
Thus, the optimal SE scaling of O(2log,(N)) is retained for any S. However, the OOB
SE significantly changes with S. For e.g., when S = 4, until some point, the OOB SE
log-linearly increases in N and then exhibits log-sub-linear growth for larger values of N

(in the regime where L < M), i.e., the pre-log factor of OOB SE lies in [0, 1). The latter is
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Figure 5.3: Ergodic sum-SE of the MOs X, Y vs. N. Results with S =1 are reported in [80].

because, for large N and fixed small L, unless S is reasonably large, the OOB UE does not
benefit much. We then plot the OOB SE for S = S*, where S* is as per Proposition 5.1.
In this case, as indicated in the data marked inside the figure, a 4x increase in N leads to
a boost of the SE by 2 bps/Hz. Note that 2 4 log,(/N) = 1-log, ((4N)). In other words,
the OOB SE uniformly achieves the (maximum) scaling of log,(/N) with sufficiently many
IRSs. We also compare our results with those in [80], which considers S = 1 on the same
plot. The OOB SE obtained in distributed IRSs is clearly better than the single IRS case.
Also, the simulations match well with Theorem 5.1, illustrating the accuracy of the rate
laws and the Bernoulli distribution-based analysis for an OOB MO.

In Fig. 5.4, we illustrate the tightness of Proposition 5.1. Specifically, we plot the SE
pre-log factor: 7 £ 5’](\51{)/ ¥) /log,(N) as a function of S. Each sub-plot represents a system
with different L, through 6 £ logy L with N = 128. The plot shows that the result in
Proposition 5.1 is tight because, in all cases, when S < S*, 7 € [0,1), i.e., the OOB SE
grows only log-sub-linearly in N. Contrarily, for S > S*, the OOB-SE scales as O(log,(N))
for any N, L. Also, for the in-band UE, 7 = 2, in line with Fig. 5.3. Further, since the
OOB SE does not depend on N in the absence of IRSs, we have 7 = 0.
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Figure 5.4: Pre-log factor of OOB SE, 7 vs. S as a function of 0 (or L).

Finally, in Fig. 5.5, we plot the outage probability at an OOB UE (after normalizing the
channel path losses) with p = 0.5 as a function of S for different L through 6 = logy L,
and N = 512. For a given ¢ (or L), the outage probability decreases exponentially in the
number of IRSs, in line with Theorem 5.2. Further, for a fixed S, the outage probability
decreases with ¢ as the likelihood that the randomly configured IRSs help the OOB UE

increases with the number of paths.

5.7 Conclusions

We studied the impact of distributed IRSs on the performance of an OOB MO that is
oblivious to the presence of the IRSs. We showed that the maximum SE of the OOB MO
grows log-linearly in the number of IRS elements; we also developed design specifications
that almost surely achieve this SE. Finally, we proved that the outage probability at an
OOB UE decays exponentially in the number of IRSs, free of cost. Thus, distributed IRSs
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Figure 5.5: Outage probability vs. S at an OOB UE.

help all MOs in the area. Future work includes extending our results to interference-limited

scenarios in multi-cell systems.

Appendix 5.A Proof of Theorem 5.1

We prove the theorem for MOs X and Y separately, one by one, below.

5.A.a Ergodic sum-SE of MO-X

Let the ergodic SE at an arbitrary UE served by MO X, say k, be (S%X). Then, the

1
ergodic sum-SE of MO X under RR scheduling is S M =% Z (SkX>. Computing the
k=1

exact expression for <SJEX) leads to intractable forms and is not insightful. So, we apply

the Jensen’s approximation to (St*) and obtain

(ShXy = {bgz (1 + |hk|20—132)} ~ log, (1 +E [|h)?] ;) : (5.15)
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where the expectations are taken with respect to the channels of UE-k. To evaluate |hy|?,

we use (5.9) in (5.7), and obtain the overall channel gain at UE-k as shown below:

2

s
|\ ha,i|+M Z|7X,S7k|

s=1

s 2 S
| |*= :|hd7k|2+M2<Z|’7X,s7k|> +2M hail Y Ivx.sl (5.16)

s=1 s=1

Next, we evaluate the expected values of the three terms in (5.16), below:
Term I: Tt is clear that E[|hqk|?] = Bax. Let Brx = Bex B -

Term II: We compute this term as following:

S 2 S S
T 2
E (Z\Vx,s,k\) =B | ) Irxsrllvxpsl+ D x| = S(S—1) (ZV »3r,k) + S0k
s=1 s=1

s,p=1
SFEPp
(5.17)

g 2
Collecting and re-arranging the factors, the expected value of M? (Z |7X75,k|> is
s=1

2 2
2 2T _ T
5T s (1- )]

S 3/2
Term III: Finally, we can show 2ME {lhd,k|2|’7X,s,k|:| = MSWT\/BMBM, due to inde-
s=1

pendence of hyy, and vy .. Summing the above terms and using it in 5\ yields (5.10).

5.A.b Ergodic sum-SE of MO-Y

Let the ergodic SE at an arbitrary OOB UE, say ¢, be (S]q\’}/) Then, under RR scheduling,

the ergodic sum-SE is S’](\}/) = é i(Sg’f}. First, we prove (5.11) for L < M. Define the
=

random variable Ag to denote whether the sth IRS aligns with the channel to OOB UE-q

or not; then Ay ~ Ber(L/M) for all s. Further, let B count the number of IRSs aligning

to the channel of UE-g; then, B = f:lAs. So, B ~ Bin(S, L/M). Now,

Si)=E 1 P

( M )= |he|2,B | 1082 I+ o2 1{Befo,1,2,...51 (5.18)
(a) > \hg|? P
= ;0 Eip,2 |logy (1 + ‘(’72 ) B =5s|Pr(B =s) (5.19)

S

®) P

=3 log, (1+IE [|hq|2‘B:5] ;> Pr(B = s), (5.20)
5=0
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where (a) is due to the law of iterated expectations, and (b) is due to Jensen’s approxima-
tion, which is known to be numerically tight. Now, using the probability mass function of

Sl LY’ L\°*
a Binomial distribution, we have Pr(B = s) = m (M) (1 — M) . Further,

E [|hq|2‘B = 5] is the average channel gain at UE-¢ when the beams from exactly s of the
IRSs align with one of the L paths to UE-q through these IRSs. Then, the channel gain

due to these contributing IRSs is computed as (see (5.8))

2

[hgl?

(B=s}= , (5.21)

M S
hd7q +—= Z Vgs,q
\/Z s=1

where yfftqu is the channel gain of the cascaded path that aligns with the sth IRS. We can
now show that E [\hq\z‘B = 5] = (sM?/L)B,4 + Bag, where 3., = Bev g, Collecting all
the terms for (5.20) and plugging into 5’](\}/) yields (5.11) for L < M. Now, for L > M, the
probability term L/M = 1. So, every IRS almost surely aligns with the OOB UE. Thus,
the overall channel gain and its mean are

2

|gl*=

s
haq+ VM Z'yf/*’s’q , and (5.22)
s=1

NBrq + Bagq, respectively. The proof can now be finished.

Appendix 5.B Proof of Theorem 5.2

Let & denote the event that sth IRS aligns with the OOB UE’s channel. Then, &, is the
event that no IRS aligns with the OOB channel. We can write

Pl < pr (1] Ligyyer .. uesy < p) (5.23)
— E]l{go} ,,,,, L) [Pr <|hq|2§ p 1{50}7 RN ]l{gs}>] (5'24)

(b) >
- HEE{SS} 1{55}>

s=0

= Pr(|hd,q|2§ p) (E]l{gl} [Pr (lhq‘zS p‘ﬂ{fl}ﬂ)S’ (5.26)

(5.25)

Pr (‘hq|2§ p
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where (a) is because {&}2_, is a set of mutually exhaustive events, (b) is because these
events are independent, and in (c¢), the first product term is because under &y, the channel
at UE-q is only due to the direct link from BS-Y, and the second term is because {hg}le
and {1g,3}5_, are sets of i.i.d. random variables. Here, A is the component of h, via the

sth IRS. We can now evaluate the expectation term in (5.26) as

L
Bty [P pftien)] = (1= 57 ) (Prlhag< o)

(o <)) o

While it is easy to show that Pr(|hge|?< p) = 1 — e #/Pa_ the second term in the above

haq +

M z*
ﬁ%ﬂl,q

can be computed using [80, Appendix C|. Finally, plugging all these values in (5.26)
yields (5.14).



6 | Low-Complexity Channel
Estimation for Distributed

IRS-Aided MIMO Exploiting
Subspace Properties

Chapter Highlights

In the previous chapter, it was demonstrated that deploying multiple intelligent reflecting sur-

faces (IRSs) in a distributed manner in the environment enhances performance for all users.
However, this also introduces an additional challenge due to an increase in channel estimation
overhead due to the presence of more channel links. To address this, in this chapter, we propose
a novel method for estimating all cascaded IRS channels in a multiple-IRS-assisted mmWave
massive multiple-input multiple-output (MIMO) system. The proposed approach significantly
reduces pilot overhead compared to existing methods.

We exploit the inherent structure in mmWave channels to reformulate the channel estimation
problem as one of the directions of arrival (DoA) and departure (DoD) estimations in the cascaded
channel. In turn, this allows us to use subspace-based methods from array signal processing to
develop a joint estimation of signal parameters via rotational invariance technique (ESPRIT)-
multiple signal classification (MUSIC) algorithm for estimating the DoA at the BS and the DoD
from the UE. As described earlier, an attractive feature of the scheme is its low pilot overhead
requirement: unlike existing methods, the number of pilot symbols does not scale with the number
of IRS elements or the number of antennas at the BS; it only depends on the number of IRSs
deployed and the number of antennas at the UE. We compare our method against state-of-the-art
methods, and numerically illustrate its superior performance and robustness to the number of

IRSs in the system.

160
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6.1 Introduction

Intelligent reflecting surfaces (IRSs) are made of many passive elements that can be
tuned to reflect an incoming signal in any desired direction by appropriately adjusting the
reflection coefficients of the elements. This can be used to combine the signals coherently
reflected from the IRS elements at a desired location, enhancing the throughput /reliability
without costing additional bandwidth or transmit power |2,3,69]. However, realizing these
benefits is contingent upon accurately estimating the channel state information (CSI) of
all the links in the system.

We first briefly discuss existing work on CSI estimation in IRS-aided multi-antenna
mmWave systems to set the context of this chapter. A few basic approaches to estimating
all the channels (which include the cascaded and direct links) in the system using the
principle of least squares are described in [21,26,27|. However, these methods incur very
high complexity in terms of the number of pilot transmissions required (the overhead scales
linearly with the number of IRS elements in the system.) Furthermore, when multiple
non-co-located IRSs are deployed (called distributed IRS in this chapter) to enhance the
performance in dense heterogeneous networks [3,140-142], the channel estimation problem
becomes even more complex: the pilot overhead is proportional to the total number of
elements across all the IRSs [28,29]. To circumvent these shortcomings, several works
aim to exploit the structure in the underlying IRS-aided mmWave wireless channels to
reduce the time complexity of the CSI estimation protocol. Specifically, they exploit
the fact that the channels exhibit a spatial sparsity structure that arises because there
are only a few line-of-sight (LoS) paths that propagate through the environment [30],
which in turn makes the BS-IRS and IRS-UE channels low-rank and sparse in the angular
domain. Subsequently, they use a sparse signal recovery-based algorithm to estimate the
CSI [31-35] under the compressed sensing paradigm. However, to successfully recover the
sparse channels under this framework, these algorithms require a certain minimum number
of antennas to be deployed at the BS and/or UE. Moreover, the performance guarantees
are contingent upon the effective measurement matrix satisfying a restricted isometry

property, which is hard to verify because the measurement matrix is not choosable in
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practice. Thus, although these approaches incur a low time complexity, they suffer from
high system requirements and computational complexity.

One approach to overcome the above-mentioned difficulty in CS-based approaches is
to pose the CSI estimation problem as one of direction finding/estimation and solve it
using subspace methods. Along this line, an initial study was conducted in [143|, where
the authors use subspace methods, namely, estimation of signal parameters via rotational
invariance technique (ESPRIT) [144] and multiple signal classification (MUSIC) [145]
algorithms, to sequentially estimate the angles in the channel. However, a part of their
work assumes the availability of a few active IRS elements, which not only drives up the
cost of implementation but also requires additional signal processing at the IRS. Moreover,
the authors consider a system with a single IRS, i.e., they do not consider the scenario of
distributed IRSs. Thus, to the best of our knowledge, no existing work explores subspace-
based approaches for low complexity CSI acquisition in distributed IRS-aided mmWave
MIMO systems exploiting the spatial structure in the channels.

Our work, different from the existing approaches, considers a scenario of a distributed
IRS-aided mmWave massive MIMO (mMIMO) system. We exploit the channel structure to
estimate the cascaded CSI using subspace-based methods, namely, ESPRIT and MUSIC,

with low pilot overhead. Our specific contributions are as follows:

1. We reformulate the cascaded CSI estimation problem as one of the direction of arrival
(DoA) and direction of departure (DoD) estimation in an equivalent channel model. We
then develop a cascaded CSI estimation algorithm at the BS (in the uplink mode) for
distributed IRS-aided mMIMO systems by exploiting the spatial structure of mmWave
channels based on a combination of direction-finding algorithms in the array processing
literature. In particular, since the channel model has both DoAs and DoDs coupled,
we develop a joint ESPRIT-MUSIC algorithm that jointly estimates the DoA at the
BS and DoD from the UE, with the estimation being performed at the BS. The DoA is
estimated first and is passed as an input to the DoD estimator using an appropriately
chosen MUSIC-based cost function. Then, the path gain coefficients are estimated

using a low complexity least-squares (LS) method.
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We note that, by virtue of joint DoA-DoD estimations, the number of independent
variables to be estimated reduces to only the number of DoAs, and the corresponding
DoDs are computed using the MUSIC algorithm. As a consequence, the algorithm also
ensures that the DoA and corresponding DoD are paired automatically, without any
ambiguity pertaining to the cascaded links through the IRSs. This approach is different
from the conventional use of ESPRIT and MUSIC, where they are used to estimate
the angles separately. To the best of our knowledge, this is the first work that solves
the CSI estimation problem in a distributed passive IRS-aided mMIMO scenario using

joint subspace-based methods.

2. We show that our approach yields accurate channel estimates with a dramatically
reduced pilot overhead compared to conventional methods. This is made possible by the
aforementioned reformulation, which reduces the number of parameters to be estimated
to depend only on the total number of paths in the system, i.e., on the number of IRSs
and the number of antennas at the UE and not on the total number of IRS elements
and the number of BS antennas, which are generally very large in mmWave mMIMO

systems.

3. We compare our method against that in [33|, where the sparsity in the angular domain
of the mmWave channel is exploited to formulate the problem as a multiple measure-
ment vector (MMV) based sparse recovery problem, which is then solved using simul-
taneous orthogonal matching pursuit (SOMP). We numerically show that our method

significantly outperforms SOMP, especially as the number of IRSs increases.

Thus, subspace-based methods are promising for low-complexity and low-overhead cas-
caded channel estimation in multiple IRS-assisted mmWave massive MIMO communica-
tions. The technique described in this chapter is also applicable to time division duplexed
(TDD) communications, where it can aid in acquiring the CSI of the downlink channel

by exploiting channel reciprocity.! Thus, it can also be useful for IRS-aided downlink

1Our proposed channel estimation method works directly in the downlink also, with the estimation
being performed at the UE instead of at the BS.
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Variable| Definition Variable| Definition
K Number of IRSs H Overall uplink channel from UE to BS
Ly Number of elements at IRS-k H, Direct channel from UE to BS
M Number of antennas at BS G Overall UE - BS cascaded channel
N Number of antennas at UE H, Channel from UE to IRS-k
N, No. of paths from IRS-%k to UE | H; Channel from IRS-k to BS
Direction of arrival at Direction of departure at
¥ BS from IRS-k Dk UE to IRS-k in ith path
N, No. of paths from UE to BS ik Gain of the cascaded channel
in direct channel ’ in the 7th path via IRS-k
o, Phase shift matrix at TRS-k T, Number of Pilot transmissions in
short, long time scales

Table 6.1: Commonly encountered variables/notations in chapter 6.

communications.

Notation: For general notations used in this chapter, see the section on “General Mathe-
matical Notations” on page ix; and argmax™) refers to the N dominant argument values.

For the notations/variables specific to this chapter, please refer to Table 6.1.

6.2 Channel Model

We consider a communication system comprising an M-antenna BS, K IRSs which are
deployed at arbitrary locations in the vicinity of the BS, with the kth IRS equipped with
Ly elements, and an N-antenna user equipment (UE), as shown in Fig. 6.1. For ease
of presentation, we assume that the antennas at the UE, BS, and the IRS elements are
configured as a uniform linear array (ULA) [76]. We index the IRSs by the set [K] =
{1,2,..., K}. We consider uplink communication from the UE to the BS and focus on
developing low pilot overhead schemes for estimating the cascaded UE-IRS-BS channels
at the BS in this distributed IRS-assisted system.

Let the direct path from the UE to the BS be denoted by Hy € CM**¥_ Let the channels
between the UE and the kth IRS be denoted by Hy ;, € CE»*N and that between the kth
IRS and the BS be denoted by Hy ;, € CM*Fx. We denote the reflection coefficient matrix
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Figure 6.1: An N-antenna UE is transmitting to an M-antenna BS, assisted by K IRSs, with
the kth IRS equipped with Lj elements.

at the kth IRS by the diagonal matrix ®, € CE*L+ where the diagonal elements are of
the form n,e’%, with i, < 1. The IRSs are envisioned to establish LoS links between the
BS and the IRS and between the IRS and the UE [86]. Hence, in the context of mmWave
communication, we consider the Saleh-Valenzuela model [146] to model all the channels.
The IRSs are typically deployed at a height and have strong LoS links with the BS. So, we
set the number of spatial paths between the BS and IRS to one,? similar to [76], but there
can exist more than one spatial path between each UE and IRS. Specifically, the links via
the kth IRS are modeled as

Ng

Hy =Y aipar, (wis)ay(die), Yk € [K], (6.1)

i=1
and

H, ;= 5kaM(¢k)a:£k(Vk), Vk € [K], (6.2)

where Ny, represents the number of spatial paths between the UE and the kth IRS, «;  and
Bk represent the path gain coefficients of the 7th path from the UE to kth IRS and the path

2Tt is straightforward to extend our algorithm to the case with multiple paths between the BS and
IRS, so this is not a major limitation of this work.
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between the kth IRS and BS, respectively. Here, axy € C*X*' X € {N, M, Ly, Ly, ..., Ly}
represents the array steering response vector of a ULA (with inter-elemental distance set
to half the wavelength) and is given by ax(f) = [1,e= 7750 e=i(X=Dmsn@T and
Wi ks Qi ks Yk, Vi Tepresent the DoA at the kth IRS from the UE through ith path, the DoD
from the UE to the kth IRS in the ith path, the DoA at the BS from the kth IRS and the
DoD at the kth IRS to the BS, respectively. Similarly, the direct path between the UE
and the BS is modeled as

H, =) Gaul(x;)ay(p)), (6.3)

j=1
where N; represents the number of spatial paths between the UE and BS in the direct
path, ; represents the path gain coefficient of jth path between the UE and the BS, x; and
p; represent the DoA at the BS and DoD from the UE through the jth path, respectively.
Thus, the effective uplink channel, denoted by H € CM*V is given by

K
H=H;+ ) H;0Hy,=H;+G. (6.4)

k=1

We can isolate the cascaded channel links due to the fading components by setting @, =
I, Vk in the above. We use this in the next section.
6.3 Cascaded Channel Estimation Design
The received uplink pilot signal at the BS, y’ € CM*! is given by
y' =Hx+n, (6.5)

CN><1

where x € is the pilot symbol vector and n’ is additive noise sampled from CA/ (0, 0°T,;),

where 02 denotes the noise variance. We assume that the direct channel is known at the
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BS.? Hence, we subtract the direct signal to obtain
y=Gx+n' (6.6)

The UE transmits 7} > N orthogonal pilot sequences so that the received pilot signal at
the BS, Y € CMxT1 g
Y =GX + N/, (6.7)

where X € CN*T1 is a unitary pilot matrix (XX# = T1Iy/N) and N’ is the associated
channel noise matrix. Note that, in order to ensure the orthogonality of the pilot sequences,
we need T} > N, and in the sequel, we choose T} = N. At the BS, we post-multiply Y by
X to get Z € CM*N a5

Z=2YX" =G +N, (6.8)

where N = N'X . Note that the statistics of N remain the same as N’ since X is unitary.

In what follows, we derive the structure of the effective cascaded channel obtained as a

result of (6.1) and (6.2). From (6.4), we have

K N K Ny
G= Z Z ik Bran (Vi) a:er (Vi) Orar, (wik) a%(qbi,k) = Z Z i k Br€i aMWk)a%((bi,k%
k=1 i=1 S ~- g k=1 =l
A 4 tot
=€ik ik

(6.9)

where {%t‘}f} denotes the effective gain coefficient for the ¢th path through the kth IRS.
Thus, when O, =1, for k € [K], ’y}ﬁf = 7.k Where v, 1 represents the cascaded channel
gain coefficients in the system. We see that the DoA/DoD at the IRS can actually be

abstracted out; in fact, only the cascaded channel is required for IRS optimization. Let

Ay 2 fan(W)1k,, .. an(vr)1h, ], (6.10)

where A, € (CMXZfilNi, and

3This can be accomplished, for example, by deactivating all the IRSs and performing the channel
estimation at the BS, as described in [23]. Alternatively, in many IRS-assisted scenarios, it is common to
assume that the direct path is absent due to blockages [147].
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Ay 2 [an(dr1), .. an(dna)s - an(ik)s .- an(dne k)] € CV*ES N (6.11)
Then, G in (6.9) can be written as
G =AuTAY, (6.12)

where I is an Zfil N; X Zfil N, diagonal matrix with v, ; as its diagonal entries. From
(6.12), we can write (6.8) as
Z = AyTAL +N. (6.13)

Vectorizing (6.13), we get a snapshot of observations
z = Ay +n, (6.14)

where z = vec(Z),y = diag(l'),Aqr = Ay 0 Ay € CYMN*ZLN: and n = vee(N).
Notice that (6.14) is precisely an array signal model for a (virtual) array of M N sensors
[148]. Thus, we can view (6.14) as a direction-finding problem to estimate the DoAs
and the DoDs (with both the operations being performed at the BS.) Interestingly, our
reformulation allows the algorithm to proceed by first estimating the DoAs at the BS and
then estimating the DoDs from the UEs using the DoAs obtained in the first step. The
two steps can be efficiently performed using subspace-based methods, namely, ESPRIT
and MUSIC algorithms, respectively [144], [145]. We call this algorithm a joint ESPRIT-
MUSIC algorithm to indicate that the estimation of DoDs from the UEs utilizes the
knowledge of DoAs at the BS. This simplifies the complexity of the solution to a simple 1-
dimensional grid search for angle estimation, in contrast to employing a brute-force search
over a 2-dimensional grid. Thus, we jointly and non-iteratively estimate the angles and

reduce the number of variables to be estimated to equal the number of DoAs at the BS.

Remark 6.1 (On the number of antennas at BS and UEs). To solve for DoAs and
DoDs from (6.14) using the subspace methods, namely, ESPRIT and MUSIC, we need
MN > (>, Ni) + 1. However, this condition can be easily met in practice since M is
large and Ny, is small in typical mm Wave systems. Hence, the proposed algorithm is robust

to the number of IRSs in the system as long as Ny is not too large.
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Remark 6.2 (On the number of pilot transmissions). In solving for DoAs and DoDs
using subspace methods, we estimate the data covariance matrix from the array response
observations. Suppose Ty independent snapshots of the form (6.14) are used to compute
a sample covariance matriz, which is then used to estimate the DoA and DoDs, with
each snapshot obtained using Ty = N pilot transmissions. Thus, the total number of
pilot transmissions required is N'I5. To choose Ty, since the rank of the true covariance
matriz is at least Y, Ny, we require that Ty > Y, Nj. In contrast, the number of pilot
transmissions required for least squares (LS) channel estimation is at least MN Y, Ly,
and, in practice, NTy < MN Y, Li. Thus, the subspace-based approach entails low pilot

overhead that does not scale with the number of IRS elements.

As mentioned in Remark 6.2, T, snapshots are collected to form Z' € CMNxT2 a5 7/ =
21,29, ...,27,]. To obtain independent snapshots, we enable the IRSs with 75 — 1 random
phase configurations in addition to the first snapshot z; obtained with @, = I Vk € [K ].4
The sample covariance matrix is computed as R 2 %2 :;Fil z;z’, and the DoAs at the
BS from all the K IRS links are estimated using ESPRIT as outlined in Algorithm 6.1.
Next, using the obtained DoA estimates, a joint estimate for the ), Ny DoDs from the
UEs is obtained using MUSIC (with a grid size of d), as outlined in Algorithm 6.2.> The
central idea of joint ESPRIT-MUSIC based estimation is as follows. The received uplink
signal lies in the subspace spanned by the array steering vectors corresponding to the true
DoA(s) at the BS. So, we can use the ESPRIT-based method to identify this subspace,
and this step does not depend on the DoDs from the UEs. Subsequently, an estimate
of the signal vector that corresponds to the true DoD from the UE is identified as the

vector orthogonal to the noise subspace formed using the estimated DoAs at the BS. This

is accomplished through steps 4 and 5 in Algorithm 6.2 [145,148].5 As a result, we obtain

4 Any other method which generates independent snapshots of the form (6.14) can be used for selecting

the remaining 75 — 1 IRS phase configurations.
5 Algorithm 6.2 requires the knowledge of N;,. We provide a heuristic method to estimate IV}, for every

k in Sec. 6.4.
6Tt is known that while ESPRIT is a computationally efficient algorithm, MUSIC is efficient in its
performance, i.e., it achieves Cramer Rao Lower Bound (CRLB) [149]. Examining the best choice of

subspace methods under various IRS-aided system settings is relegated to future work.
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Algorithm 6.1: DoA estimation at the BS using ESPRIT
Input: f{, M,N, K
1 Perform the eigenvalue decomposition of R = UAU¥ and obtain (A, U).
2 Select the K dominant eigenvectors of U to form a basis for the signal subspace,
Ug.
3 Define selection matrices W1 = [Iyn_1 ‘ Onrnv-1) and Wy = [0pn 3 ‘ Inn—1].
4 Compute Ugy = W;Ug and Ugy = W, Usg.
5 Obtain = UL, Us.,.
6 Compute the eigen values of 2 as &1,&,&3, ..., ¢k

7 Compute 1 = sin (—w» where arg(z) = tan™! (s(‘r)), k=1,...,K

Output: {QZk}K W

k=1

an estimate of A.g, denoted by ;‘:eg and finally, given the DoA and DoD estimates, the
channel path gain coefficients « are estimated by the LS method. Since the IRS phase

configuration was chosen to be an identity matrix for the first snapshot, we have

5 =Alz = (Kgfzieff)_ Allg,. (6.15)

Thus, [;&eﬂc, 'ﬂ can be used to compute an estimate for the cascaded channel G in (6.12).
Computational complexity: We assess the computational complexity of Algorithms 6.1
and 6.2 in terms of the order of the number of floating point operations (flops) required.
From [150], it is easy to see that the complexity of Algorithm 6.1 scales as O(M3N? +
M?N?3T,), while that of Algorithm 6.2 scales as O(M2?N?P + M?NT,) where P = 7/d
and d is the desired angular resolution. Thus, the complexity is polynomial in the problem

parameters.

6.4 Numerical Results

In this section, we evaluate the proposed channel estimation algorithm via Monte Carlo
simulations. We set M = 256, N = 2, Ny = 2 and N, = 1 for k € {2,3,4}, K up to 4,
and L; = 512 for i € {1,2,3,4}. Since the proposed scheme requires substantially fewer
pilot transmissions than the LS method, and the LS method completely fails at the low
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Algorithm 6.2: Estimation of the DoD from the UE using MUSIC

~ YK
Input: M, N, K, {N,}X {m}k (AU

1 Select the MN — >, Ny, eigen vectors of U corresponding to the least
MN — %", Nj, eigenvalues to form a basis for noise sub-space, Uy.
2 for k=1 to K do

3 for ¢ = —7 to 5 in steps of d do

4 L Pspec(k7¢> = !

H{[aN(¢)®IIM]a]vI(1Zk)}HUNHz '

2 N (V)
5 {¢zk} = argmax, " Pgec(k, ¢).

=1

Output: {Zs }Nk’K

i=1k=1

pilot levels, we do not compare the proposed method against the LS method. Instead, we
compare its performance with the SOMP approach, which exploits sparsity in mmWave

channels [33].

6.4.a Performance With Number of IRSs

In Fig. 6.2, we plot the normalized mean square error (NMSE) in channel estimation
versus the SNR for different numbers of IRSs in the system, with 77 = N and T, = 10.
We see that the NMSE of SOMP degrades with increasing K, i.e., when the number of
measurements, M N, remains fixed while the sparsity level increases. This happens because
the theory of CS mandates that the number of measurements needs to scale linearly with
the sparsity level of the vector to be recovered [151], which is not the case here. On
the other hand, the performance of the proposed method is insensitive to increasing K.
This is intuitive because an increase in K only increases the number of sources for which
the angle estimation is sought, and, as per Remark 6.1, as long as (>, Ny) +1 < MN,
the algorithm successfully estimates the angles. Thus, the performance of the proposed
algorithm is robust to the number of IRSs in the system, in contrast to the performance

of SOMP or LS, whose performance degrades with K, even for small values of K.
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Figure 6.2: NMSE vs SNR for K = 1,2, 3,4.

6.4.b Performance With Number of Pilot Transmissions

In Fig. 6.3, we plot the NMSE vs. SNR of the proposed approach and SOMP, for varying
number of snapshots, and with K = 2, N; = 2 and N, = 1. Specifically, we consider the
regime of T, > >, Nj as per Remark 6.2. We first observe that increasing the number
of snapshots does not affect the NMSE of SOMP (especially at higher SNRs): this is
because increasing T, only increases the number of measurement vectors, and success
recovery of CS algorithms only loosely depends on the number of measurement vectors,
provided the number of measurements is large enough. However, as mentioned earlier,
the performance of SOMP can degrade when M N is small or K is large, in which case,
the performance of SOMP will be far inferior to that of the proposed method for any
number of snapshots. This is because when sparse signal recovery algorithms fail, they
typically fail completely. On the other hand, the performance of the proposed algorithm
keeps improving with the number of snapshots because the covariance matrix estimate
becomes more accurate, leading to better estimation of the DoAs and DoDs. We see that
the NMSE stabilizes within as few as 10 snapshots. When 75 = 4 (note that >, Ny = 3)

or more, the performance improves dramatically with SNR, and the scheme outperforms
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Figure 6.3: NMSE vs SNR for T5 = 4,6, 10.

SOMP at higher SNRs. These observations are in line with Remark 6.2.

6.4.c Pairing Capability of the Joint Estimator

In Fig. 6.4, we illustrate the pairing capability of the joint ESPRIT-MUSIC based DoA-
DoD estimator corresponding to each IRS in the system. In particular, we consider K = 4
(with Ny = 2, Ny, = N3 = Ny = 1), and the corresponding choice of DoDs ({¢;}) and
DoAs ({¢r}) (in degrees) at the UE and BS, respectively as given in Table 6.2. To show
the pairing, we plot the MUSIC spectrum with a particular DoA estimate 1, (obtained
via ESPRIT) as the input and determine the DoD(s) {¢;,}% from the spectrum. The
figure shows that correct pairing between the DoAs and DoDs is accomplished without any
ambiguity, which illustrates the utility of our approach of using subspace-based methods

for joint estimation of the angles, applied to the scenario of distributed IRS in a mmWave

mMIMO system.

6.4.d Heuristic Method To Determine ), N, and N; V k

As mentioned in the previous section, Algorithm 6.2 requires the knowledge of N, V k.

In this subsection, we briefly describe a heuristic approach to estimate N; based on the
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Figure 6.4: MUSIC spectrum at 20 dB SNR for 75 = 20.

Table 6.2: DoD and DoA Parameters for Fig. 6.4.

Paths indexed by IRSs
Angles IRS-1 IRS-2 IRS-3 IRS-4
DoDs | ¢11 = —40°%, ¢21 =0° | 912 = —80° | ¢13 =20° | ¢14 = 50°
DoAs P = —70° g = —=50° | 3 =0° Wy = 40°

observed data. Inspired by principal component analysis and the scree plot method [152],
we consider the magnitude of the normalized eigen-spectrum of the sample covariance
matrix of the received signal and plot it in decreasing order in Fig. 6.5. In this figure, the
normalized eigen-spectrums for the cases with 4 IRSs (N; = 2, N, = 1 for k € {2,3,4})
and 2 IRSs (N; = 2, Ny = 1) are shown for two different values of SNR. We identify the
transition zone, which demarcates the end of dominant eigenvalues that correspond to
all the signal components, and declare the estimate of >, Ny to be the number of such
dominant eigenvalues. We also note from Fig. 6.5 that, at both high and low SNR, the

transition zone is sufficiently sharp to enable accurate estimates of the number of dominant
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Figure 6.5: Normalized eigen-spectrum for T» = 20.

eigenvalues.

We use the estimate of ), N}, in step 1 of Algorithm 6.2; then, for every k, we can
obtain an estimate of Ny from the MUSIC spectrum in steps 4 and 5, by analyzing the
local extremum points (or) by using thresholding methods such as described in [153].

Following this, we can estimate the DODs from the UE as outlined in Algorithm 6.2.

6.5 Conclusions

In this chapter, we presented a novel algorithm for cascaded channel estimation for dis-
tributed IRS-aided mmWave mMIMO systems leveraging techniques from the array signal
processing literature. We showed that accurate channel estimation is possible with far
fewer pilots compared to conventional CSI estimation methods. In particular, the number
of pilots needed only scales with the total number of paths between the IRSs and the UE
and the number of antennas at the UE, but is independent of the number of elements in
the IRS. This is because the proposed technique exploits the structure in the mmWave

channels to dramatically reduce the number of parameters to be estimated, followed by
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using classical array processing methods to solve the nonlinear estimation problem. We
also empirically noted that the proposed estimator offers robust performance as the num-
ber of IRSs in the system is increased, compared to the performance of the SOMP-based
estimator. Future work can theoretically analyze the performance of this estimator and

extend it to non-line-of-sight scenarios.



7 | Performance of Multi-IRS-Aided
Multiple Operator Systems

Chapter Highlights

This chapter extends the work pursued in Chapter 4, where we consider that each mobile

operator (MO) deploys and controls an intelligent reflecting surface (IRS) to serve its own user
equipments (UEs), which leads to multiple in-band and out-of-band (OOB) reflections in the
system via each IRS. In this context, this chapter addresses the following questions: Can an MO
still continue to control its IRS independently of other MOs and IRSs? Is joint optimization of the
IRSs deployed by different MOs and inter-MO cooperation needed? To that end, by considering
the mmWave bands, we first derive the ergodic sum spectral efficiency (SE) in a 2-MO system

for the following schemes:
1. Joint optimization of an overall phase angle of the IRSs with MO cooperation,
2. MO cooperation via time-sharing, and
3. No cooperation between the MOs.

We find that even with no cooperation between the MOs, the performance of a given MO is
not degraded by the presence of an OOB MO deploying and independently controlling its own
IRS. On the other hand, the SE gain obtained at a given MO using joint optimization and
cooperation over the no-cooperation scheme decreases inversely with the number of elements in
the IRS deployed by the other MO. We generalize our results to a multiple MO setup and show
that the gain in the sum-SE over the no-cooperation case increases at least linearly with the
number of OOB MOs. Finally, we numerically verify our findings and conclude that every MO
can independently operate and tune its IRS; cooperation via optimizing an overall phase only

brings marginal benefits in practice.

177
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7.1 Introduction

Millimeter-wave (mmWave) frequency bands have been incorporated into current wireless
standards to enable high data rates by leveraging the availability of large bandwidths [1].
However, a concern with the use of mmWave bands is the high propagation loss, which
limits cellular coverage. Intelligent reflecting surfaces (IRSs) have recently been intro-
duced to tackle this issue by providing virtual line-of-sight paths [3]. Further, in real-life
scenarios, multiple mobile operators (MOs) using different and non-overlapping frequency
bands coexist in a geographical area and provide independent services to different user
equipments (UEs) that are subscribed to them. In such a scenario, since an IRS is a
passive device and does not contain a bandpass filter, it reflects the signals of every MO
in the system. Thus, it remains unclear whether MOs can independently optimize their
IRSs for their UEs or if cooperation among MOs is required due to the presence of IRSs.
This chapter addresses these issues and offers insights into multiple MO systems aided by
IRSs in the mmWave bands.

7.1.a Related Work & Motivation

The IRS literature has seen significant growth in recent years. For instance, [154] and [9]
investigate the joint design of active and passive beamforming for sub-6 GHz and mmWave
systems, respectively. In [89], the authors propose channel estimation and IRS phase opti-
mization techniques tailored to orthogonal frequency division multiplexing (OFDM)-based
systems. The work in [155] explores multiple access schemes in IRS-assisted networks,
while [156] demonstrates the performance gains of IRSs over conventional relays. Addi-
tionally, [39] highlights the potential of IRSs in enhancing physical-layer security. The
study in [157] extends IRS deployment to multi-cell environments, and [158| introduces
machine learning-based techniques for optimizing IRS reflection coefficients. A compre-
hensive review of the applications and benefits of IRSs in mmWave systems can be found
in [3, 159, 160].
In [161] and [162], hybrid beamforming architectures were proposed for IRS-aided mmWave

systems using instantaneous and statistical channel state information (CSI), respectively.
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Following this, [163] and [164] solved for optimal power control coefficients/UE associa-
tions and IRS configurations, respectively, to maximize the sum-rate of UEs in multiple-
IRS setups. In [65], a beam training problem for IRSs exploiting the channel sparsity was
solved, and in [25] and [138], novel CSI estimation techniques were proposed for centralized
and distributed IRS setups, respectively. However, all these works implicitly assume the
presence of only one MO that deploys and controls the IRS. The problem becomes more
challenging when we consider more than one MO in the system. To explain, MOs are
typically allotted non-overlapping frequency bands centered at nearby carrier frequencies
to provide service to the UEs subscribed to them. So, the MO that deploys and controls
the IRS (called the in-band MO) tunes the IRS phase configuration in the frequency band
allotted to the MO to best serve its own UEs. However, the IRSs are passive, i.e., they
do not contain any active signal processing/RF circuitry such as a band-pass filter to se-
lectively reflect signals whose frequency content lies only within the band allotted to the
in-band operator. As a result, any other MO providing service in the same geographical
area in a nearby frequency allocation will naturally have its signals reflected off the IRS
with an arbitrary phase shift. For example, the n257 band in 5G new radio (NR) operates
in the mmWave frequencies and spans 26.5-29.5 GHz, i.e., a bandwidth of 3 GHz 165, Ta~
ble 5.2-1|. Given that the maximum carrier bandwidth in 5G NR is 400 MHz, the n257
band could be used by at least 7 different service providers/MOs (and more in geographies
where the allotted bandwidth to each MO is less than 400 MHz). Then, since these MOs
use the same frequency range to provide services to their UEs but use non-overlapping
frequency bands, the IRS elements will reflect signals impinging on them from all MOs
with similar efficiency.

In this context, [108] studied CSI estimation in IRS-aided multiple MO systems, and [166]
experimentally evaluated the performance impact of IRS in the presence of multiple MOs.
Further, {109,110, 167] and [168-172] considered joint optimization of the IRS configura-
tions and allocation of disjoint IRSs/sub-IRSs to different bands/MOs via cooperation.
However, most of these works assume that complete CSI for all links is available at all

MOs, necessitating extensive inter-MO cooperation. Such cooperation between MOs is
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Table 7.1: Summary of literature on IRS-aided multiple MO systems.

(154] | [9] | [155] | [108] | [166] | [109] | [110] | [167] | [168] | [169] | [170] | [171] | [172] | [80] | [125]| [173] ““i
work

Frequency bandt S6 M S6 S6 S6 S6 S6 M S6 M S6 M M |S6,M| M S6 M
More than one MO? v v v v v v v v v v v v v
Multiple UEs per MO? v v v v v v v v v v
Multiple access scheme® T T, F S S S S S T T T
CSI requirement /exchange? F F F F P F F F F P P P F P P P P
Multiple IRSs? v v v v v v v
Low-complexity solution v v v v v v v v
MQ—C?op?ratlve joint v v v v
optimization schemes
MO-.cooperatlve resource v v v v
sharing schemes
Closed form ) v v v v v v v
performance analysis
Quantifying the effects v v v v v
of OOB IRSs
Quantifying the gains of v
inter-MO cooperation

T M: mmWave bands; S6: sub-6 GHz bands
°T /F /S: Time / Frequency / Space division multiple access
# F: Full CSI required/exchanged; P: Partial CSI required /exchanged

often infeasible in practice. Moreover, the precise benefits of jointly controlling all IRSs
in enhancing the overall network performance across multiple MOs remain largely un-
clear and unquantified. Our prior works in Chapters 4 and 5, which are also published
in [80,125], respectively, quantified the out-of-band performance impact of the IRS when
only one MO deploys one or more IRSs, and [173] considered setups where each MO de-
ploys its own IRS in the sub-6 GHz band. Table 7.1 presents a quick comparison of our
work against the prior studies on IRS-assisted multiple-MO systems. For the first time
in the literature, this chapter explores several aspects of IRS-aided multiple MO systems
in mmWaves: quantifying the benefits of inter-MO cooperation and joint optimization,
low-complexity algorithmic solutions for such cooperation, and an in-depth performance
analysis with closed-form expressions. Notably, these closed-form expressions offer useful
insights into the behavior and limits of such systems under various practical transmission
schemes. Further, we make these contributions without compromising the generality of

the system model.
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7.1.b Contributions

To set the context, we use the following terminology: the IRSs and UEs controlled /served
by an MO of interest are termed in-band, and other IRSs/UEs in the system are called out-
of-band (OOB) with respect to this same MO. We make the following key contributions

in this chapter:

1. Considering that 2 MOs, X and Y, control an IRS each, we derive the ergodic sum
spectral-efficiency (SE) of the MOs when an overall phase at each IRS is configured as

per the following implementation schemes (see Theorem 7.1):

(a) Optimization with Time-sharing: In each time slot, while an MO serves its own
UE, the overall phases at the IRSs are optimized for a UE served by either MO-X
or MO-Y.

(b) Joint-optimization with MO cooperation: The overall IRS phases are jointly tuned
to maximize the weighted sum-SE of UEs scheduled by MOs in every time slot.

(¢) No MO cooperation: In this scheme, each MO focuses exclusively on optimizing

its IRSs to ensure coherent signal reception at only its own UEs.

2. We show that the IRS controlled by one MO does not degrade the sum-SE of the other
MO. We quantify the gain in the sum-SE of the MOs obtained with/without OOB

IRS, and with/without cooperation (for time-sharing/joint optimization) as a function

of the number of OOB IRS elements (see Theorem 7.2.)

3. We next extend our results to a system with more than 2 MOs, which deploy and
control an IRS each. In particular, we derive the ergodic-sum-SE of the MOs for the

above-mentioned three schemes (see Theorem 7.3.)

4. Finally, even with more than 2 MOs, we show that the OOB IRSs do not degrade the
in-band performance. Further, although joint optimization/time sharing with MO co-
operation still offers marginal gains relative to sum-SE when the MOs do not cooperate,

the gain increases at least linearly with the number of OOB MOs. (see Theorem 7.4.)
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Our results are elegant and insightful in that they readily characterize the ergodic sum-SE
of the MOs in IRS-aided mmWave systems as a function of system parameters such as the
number of IRS elements, in-band and OOB cascaded channel paths, SNR of operation,
ete.

We numerically validate our analytical results and illustrate that joint optimization/co-
operation among MOs provides marginal gains compared to when an MO configures its
IRS without any cooperation. For instance, with 2-MOs, each with 16-element IRSs, the
performance gain in the SE of an MO obtained at 80 dB transmit SNR via joint optimiza-
tion and cooperation over a no-cooperation policy is about 2%. Also, this improvement
monotonically decreases with the number of OOB IRS elements and transmit SNR; for
e.g., it is 0.4% and 0.08% for N = 32,64, respectively. As a result, cooperation between
MOs to optimize the IRSs may not be needed in IRS-aided mmWave systems with multiple
MOs. Each MO can deploy and control its IRS independently, and the IRS of one MO
does not degrade the performance of another MO.

Notation: For general notations used in this chapter, see the section on “General Mathe-
matical Notations” on page ix. For the notations/variables specific to this chapter, please

refer to Table 7.2.

7.2 System Model and Problem Description

Multiple MOs operating over different and non-overlapping mmWave bands simultaneously
exist in a given geographical area and provide services to the UEs subscribed to them. For
mathematical brevity, we describe the model for a system with two MOs, say X and Y,
but the model directly extends to any number of MOs, as we describe in Sec. 7.5. The
MOs X and Y operate over non-overlapping frequency bands, and both use time-division
multiple access (TDMA) to serve one of K UEs on a frequency band centered at f; and
one of () UEs on a frequency band centered at f,, respectively, in each time slot. Also,

their base stations,! BS-X and BS-Y, deploy and control an Nj-element IRS-X and an

'For simplicity, we use single antenna BSs in this work, similar to [110,169]. However, our results can
also be extended to multiple antenna cases.
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Ns-element TRS-Y, respectively. Due to the high attenuation in the mmWaves, the direct
links between the BSs and UEs are blocked [25,174]. The downlink signal received at
UE-k, served by MO-X, is given by

Yk = (gikglfxx + gngQfXY) Tk + N, (7.1)

where gxiz € CM and gy, € C™ are the channels from IRS-X and IRS-Y to UE-k,
respectively; fxx € CM and fxy € C"2 are the channels from BS-X to IRS-X and IRS-
Y, respectively, x; is the information symbol for UE-k with average power constraint
E[|zx]?] < P and ny ~ CN(0,0?) is the additive noise at UE-k. Similarly, the downlink
signal from BS-Y to UE-q, served by MO-Y, can be written as

Yq = (tiqglfYX -+ t{(q(")gfyy) Tq —+ Ny, (72)

where tx, € CM and ty, € C are the channels from IRS-X and IRS-Y to UE-q, re-
spectively, fyx € CM and fyy € C™ are the channels from BS-Y to IRS-X and IRS-Y,
respectively, z, is the information symbol for UE-q with power constraint E[|z,|?] < P and
ng ~ CN(0,0?) is the additive noise at UE-g. In particular, f,;, denotes the channel from
BS-a to IRS-b, g.; denotes the channel from IRS-c to the dth UE served by MO-X, and
t.q denotes the channel from IRS-c to the dth UE served by MO-Y. Finally, ®; € CMxM
and ©, € CM2*M are diagonal matrices with unit modulus reflection coefficients of IRS-X

and IRS-Y, respectively. Figure 7.1 illustrates our system model.

Terminology: Since MO-X configures IRS-X to serve UE-k, we refer to the IRS-X and
UE-k as the in-band IRS and UE, respectively, from MO-X’s viewpoint. Similarly, the
IRSs or UEs that are not controlled/served by the BS-X (operating on a different band)
are out-of-band (OOB) nodes from MO-X’s viewpoint. Further, the link from MO-X to
UE-k via IRS-X is the in-band channel; the links from MO-X to UE-k via OOB IRSs are
OOB channels. These apply to other MOs also.
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Figure 7.1: System Model of 2-BS & 2-IRS system.

7.2.a Channel Model

We use the standard Saleh-Venezuela (SV) model to describe the channels in the mmWave
frequency bands [25,65]. The channel from BS-Z to IRS-W (Z, W € {X,Y}) is

L(P)
fow =[N /L2 3 7 2D, (0)), (7.3)

) is the number of resolvable paths from BS-Z to the

wherep =1 ﬂ{W X}+2 ﬂ{W Y} L
IRS-W and ¢z,z is the sine of the angle of arrival of the [th path from BS-Z to IRS-W.

Similarly, the channel from IRS-W to UE-r served by MO-X/MO-Y is given by

/tWr I N /L(p) Z p) . ﬁ))v (7.4)

where LY is the number of resolvable paths from IRS-W to UE-r, @/le ) is the sine of angle
of departure of /th path from IRS-W to UE-r, and N, is the number of IRS elements
in IRS-W. The sine terms are sampled from an appropriate distribution P4, which is
discussed in the sequel. The fading coefficients, 71 ) and 7 are independently sampled
from CN (0, ) and CN (0 B¥ )), respectively, where 3  and 8% denote the path loss in
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L Lo
1 2 2 2
( )aﬁl ¢lk)®13Nl( Z%(}%ka]vz ( ))®2aN2(¢l())<)

(7.6)

— Lk2

a

\/L—MZ%XVH;< ( (1))® N1(¢lk)>

VI 2 Y (ak (020 @ al, () 6 (77)

Lk

BS-IRS and IRS-UE links, respectively. Finally, we consider an N-element uniform linear
array (ULA) based IRS,? similar to [33], with half-wavelength inter-element spacing; its

array response vector ay (1) is

1
VN

an(v) = 1, eI L ,e’j(Nfl)’”p]T e CV. (7.5)

7.2.a.i Cascaded Channel Representation

Substituting the expressions for individual channels given in (7.3), (7.4) into (7.1), the
channel at UE-k can be simplified as in (7.6), (7.7) on the top of a page, where L =
Lg)LS) is the number of resolvable in-band paths from BS-X to UE-k through IRS-X (see
Sec. 7.2.a.ii for details on resolvability), Lo =S Lg?)L,(f) is the number of resolvable OOB
paths from BS-X to UE-k through IRS-Y, 8, = diag(©,) € CM, 0, = diag(®,) € C2,
and (a) is obtained using the properties of the Hadamard product. The first and second
terms in (7.6), (7.7) represent the effective channels through the in-band IRS-X and the
OOB IRS-Y, respectively. Since the Hadamard product of two array vectors is also an

array vector aligned to a different angle, we have

L1 Lo

lkaN1 kal)el + \/H Z%X%kam(wxm)e?» (7.8)

2Similar results as in this chapter can also be easily obtained for other array types such as planar

arrays.
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where w;)m = sin(p% (sin( ( ))—i-sm(wl ¥ )), and wg?w = sin(p% <sin(¢§?))()+sin( ﬁ?)) denote
the cascaded channel at UE-k from MO-X via IRS-X, and IRS-Y, respectively, in the /th
path. Here, sin(’pﬁ (x) is defined so that x € [—1, 1), the principal argument of the inverse
sine function [33], [80, Eq. 32]. Further, ay(w) = \/LNaN(w), with ay(w) as defined in
(7.5). Similarly, the channel at UE-q is

1
Z Pyl Y7l( q) agl

§jv£>nqaw ) )8, (7.9)

q
\V ql

where L, = Lg)LgU is the number of resolvable OOB paths from BS-Y to UE-gq via
IRS-X; Lo = L@Lff) is the number of resolvable in-band paths from BS-Y to UE-q via
IRS-Y.

7.2.a.ii Angle Distribution

We now explain the distribution of the cascaded angles specified in (7.8), (7.9). Since an
N-element ULA can form at most N resolvable beams [65,119], the paths with angular
separations smaller than the Rayleigh resolution limit, i.e., 27/ N radians, are unresolvable
and appear as a single path with an appropriate fading coefficient. To that end, we define

the set of resolvable beams formed by the IRS as

Aé@mmMeﬁhﬂé{Cﬁ+%)

i:O,...,N—l},

where €2 is the resolvable anglebook of the IRS. Then, we model its distribution P4 by a

uniform distribution:
Pale) = (/1) Lgaeay = (1/N) - Liocqy, (7.10)

Hence, we sample all the cascaded angles, {wgé)m}l, {wgfkjl}l, {w%z,z}lv {Wg,();,z}l from Q
given above, similar to [33|. Furthermore, since IRS-X(Y) forms at most N; (N3) resolvable

paths, we have Lklanl S Nl; LkQ,LqQ S Nz.



Chapter 7. 187

7.2.b Choice of IRS Configurations

Recall that MO-X controls the (in-band) IRS-X to optimally serve its UEs, while BS-X
cannot directly control the (OOB) IRS-Y. Similarly, MO-Y controls the (in-band) IRS-Y,
and (OOB) IRS-X is not directly controllable by BS-Y. In such a scenario, at any instant
in time, one of the cascaded in-band paths (in (7.8) and (7.9)) contains the maximum
energy, and aligning the in-band IRSs to that path will procure near-optimal benefits [9].
Without loss of generality, we label the strongest path as the first in-band path. Then,

the strongest in-band cascaded path of UE-k is hy; = m% ;(7§1£aN1 (wX r.1)01. Further,
recall that each MO prioritizes optimizing its IRS to align it along the in-band channel
at its scheduled UE. In particular, since MO-X controls 87, to maximize the the channel
gain |hy,1]?, by using Cauchy-Schwartz (CS) inequality, the nth entry of the optimal IRS

(4D = L4 —n (1)) ]
Mx~Er ey, 1), where ¢ is an overall

configuration vector 87" is 0, ,, = e/%1¢’ <
phase angle applied to IRS-X which still preserves the optimality.® Similarly, we can obtain
the optimal configuration for IRS-Y that maximizes |h,|>. Thus, the optimal IRS phase

vectors can be written compactly as [80]

%1)); 7&);* (1)
opt s s o 1
O = ‘(1)—() X NlaNl(ka’l) X el (7.11)
Y1,x 71k
P A ) A
0 = T Nod, (wit) ) % %2, (7.12)
1,Y /1,q

respectively, and the choice of ¢, ¢o will be explained next.

Remark 7.1. The IRS configurations in (7.11) and (7.12) do not require knowledge of the
channel through the OOB IRS and hence are scalable for any number of MOs. Notably,
even in the absence of OOB MOs, the in-band IRS associated with the MO will still procure
an SNR that scales quadratically in the number of IRS elements. Consequently, the goal
of this chapter is to demonstrate the utility of choosing the overall phase shifts ¢ and ¢

3For e.g., it can be chosen to phase-align the channel hy ; with the overall virtual “direct path” formed
by the cascaded channel through IRS-Y, i.e., with the phase of the second term in (7.8). We will explain
this in the sequel.
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Variable | Definition Variable | Definition
Ni/N, Number of elements in IRS-X / IRS-Y %@ Gain of the [th path from BS-Z to IRS-p
M Total number of MOs ’y;’z; ) Gain of the Ith path from IRS-p to UE-r
©,/©, | Phase matrix at IRS-X / IRS-Y B/ BE f;;}_lgo/sslgsf};e B to URA finkvia
] 1 9y | Path loss in the BS-Y to UE-¢ link via
K Number of UEs served by BS-X BB IRS.X / IRS.Y
Q Number of UEs served by BS-Y fow Channel from BS-Z to IRS-W
Number of resolvable paths from BS-X Channel from IRS-W to UE-r
Ly1/ Lo gWr/tWr ‘
to UE-k through IRS-X / IRS-Y served by MO-X / MO-Y
Lot/ Los Number of resolvable paths from BS-Y o/ Overall channel from BS-X to UE-k
i to UE-q through IRS-X / IRS-Y e / BS-Y to UE-¢q
Overall phase shift applied Fraction of time slots to optimize the
01/¢2 at IRS-X / IRS-Y by BS-X / BS-Y ¢ IRSs to UE-k served by MO-X
wﬁé’m Cascaded normalized angle of Ith path wg ol / Cascaded normalized angle of Ith path
W, from BS-X to UE-k via IRS-X / IRS-Y | wi?) | from BS-Y to UE-¢ via IRS-X / IRS-Y
P Transmit power at the BSs o Boolean Parameter to indicafte whether
we allow inter-MO cooperation
2 Noise variance at the UEs (Rx)/ Achievable ergodic sum-SEs

(Ry) of MOsX /Y

Table 7.2: Commonly encountered variables/notations in chapter 7.

via cooperation rather than cooperatively optimizing the complete IRS phase vectors.

Remark 7.2. For BS-X and BS-Y to configure IRS-X and IRS-Y to phase values given
in (7.11) and (7.12), respectively, both BSs must acquire the knowledge of the respective
in-band CSIs at their in-band UEs-k and q, respectively. A straightforward approach to
achieve this is via inter-MO cooperation during channel estimation (CE), as follows: when
one MO performs in-band CFE through its IRS, the OOB IRSs are turned off to prevent
inter-MO pilot and IRS contamination [108]. This allows all MOs to configure their IRSs
according to (7.11) and (7.12). We note that designing and analyzing the feasibility of
practical CFE protocols in IRS-aided multiple MO systems remains an open problem. How-
ever, since our goal is to characterize the impact of multiple MOs deploying IRSs on each

other’s achievable data rates, we do not account for these overheads in our analysis.
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7.2.c Problem Statement

In a 2-MO system, as shown in Fig. 7.1, each IRS will reflect the signals transmitted by
both the MOs. Then, the SE achieved by UE-k scheduled by MO-X at time slot ¢ is

P
ult) =tog, (14 7 6@ (0t + efu@a(0f ),
and the SE achieved by UE-q scheduled by MO-Y is
P T 2
R,(t) =log, [ 1+ — |t%,01(H)fyx + t3,0:2(t)fyy]|” |,

where ©1(t) and ©@,(t) are set using 5" and 5™ as given in (7.11) and (7.12), respectively
for the UEs scheduled in time slot t. However, note that the choice of overall phase shifts
¢1 and ¢4 still offers flexibility in terms of being able to combine signals at UEs across

both in-band and OOB IRSs. In this context, we consider the following scenarios:

1. Joint optimization of IRSs with MO cooperation: Here, the MOs cooperate to jointly
tune the overall phase shifts at the IRSs in every time slot ¢ to maximize the weighted

sum-SE of the scheduled UEs. Mathematically, the problem is

1P (1), 2P (t) = arg max wy Ry (t) + weR, (1), (P1)
#1(t),02(t)

where wy, w, are the weights associated with acheivable SEs of UEs k, ¢ of MO-X and
Y, respectively.

2. Optimization of IRSs with time-sharing: Here, a subset (denoted by Tx) of the time
slots are used by MO-X to configure the overall phase shifts of both IRSs to maximize
the SE of UE-k, and the remaining time slots (denoted by 7y ) are used by MO-Y" to
optimize the overall phase shifts at the IRSs for UE-q. Mathematically, in every time
slot t,

¢1Opt(t)a ¢2Opt(t) = argmax Z Ri(t) ey (P2)
¢>1 (t)’¢2 (t) iG{X7Y}

3. Optimazation of IRSs without MO cooperation: Here, the two MOs optimize only their
own IRSs to maximize the SE of their UEs (by ignoring the presence of an IRS deployed
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by another MO.) Mathematically, we realize this by setting:

PUE) = P (t) = 0, VL. (7.13)

Then, we answer the following questions:
e How does the ergodic SE of the MOs scale with the system parameters in all the cases?
e Does the presence of an OOB IRS degrade the performance of a given MO?

e What is the value of cooperation between the MOs in terms of the achievable ergodic

SE?
e How do the above answers extend to M > 2 MO-systems?

We answer these questions in the following sections.

7.3 Performance Analysis in a 2-MO System

This section analyzes the achievable ergodic sum-SE of the 2-MO system described above.
We first make the following observations about the IRS configurations in (7.11) and (7.12):

1. The IRS vectors are directional in nature and point to the angle of the channel to which

it is optimized.

2. Although the IRS vector 8" aligns to the in-band path at UE-k, it is a random phasor
from the UE-¢’s viewpoint. Similarly, 85** is optimal to UE-¢’s in-band path, and is

randomly configured from UE-k’s viewpoint.

From these observations, IRS-X aligns with the channel to UE-g with probability LT“; and it
does not contribute to the channel at UE-¢q with probability 1 — Lqul [80, Proof of Theorem
3]. Similarly, IRS-Y contributes to the channel at UE-k with probability LT‘“; and does not

align with UE-£ with probability 1 — LTI“; Based on these, four events arise as summarized

in Fig. 7.2. Hence, the overall achievable performance in a 2-MO system is determined
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Event: A

IRS-X

IRS-Y

| VB IRS-X aligns
IRS-Y aligns

Event: C

IRS-X

IRS-Y

| UEq TRS-X does not align
IRS-Y aligns

Event: B

IRS-X

IRS-Y

IRS-X aligns
IRS-Y does not align

Event: D

IRS-X

IRS-Y

| UBq TRS-X does not align
IRS-Y does not align

Figure 7.2: Illustration of all possible events in 2-IRS aided 2-MO system.

by the choice of the overall phase shifts, ¢; and ¢, used in these four events.* We next
analyze the performances of the different schemes listed in Sec. 7.2.c with varying degrees

of cooperation between the MOs under these events.

7.3.a Event A: IRS-X and IRS-Y align to UE-¢ and UE-£, resp.

In this event, both IRS-X and IRS-Y align with one of the angles of the L, and Ly,
OOB paths at UEs-g and k, respectively. Now, since the alignment of IRS-X with UE-¢’s
channel is independent of the alignment of IRS-Y with UE-k’s channel, the probability of

event A is

Pr(A) = (Ly1 /Ni) % (Lyz/Ns). (7.14)

4These events correspond to the OOB effect of the IRSs; by (7.11) and (7.12), each IRS is always
aligned to the in-band UE’s channel from its BS.
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Now, under event A, there exists indices [ and [ such that

. . 2) e 2
Iy, = arg {NZa%Q (wg(,)k,l)aNz (W§/,21,1) = 1} , and

Iy = gy { o] (42 D (@) = 1} (7.15)

where arg;{-} returns the index [ for which the condition in the braces is satisfied. In other
words, the angles of [;th and [;th OOB paths at UE-k and UE-g match with the angles
pointed by the phase configurations at IRS-Y and IRS-X, respectively.

Then, using the expressions for IRS vectors in (7.11), and (7.12), we simplify the channels
of UE-k, ¢ in (7.8) and (7.9) as

N1 N2

hy = ,Y(l) ’}/(1) x el 4 )7(*2) ’Y(*Q) % ej(<i72+<i>a)7 (7.16)
\/L_kl 1,X 'k \/L_k2 I, X 15k
Ny 1y ; Ny 2) (2 ;
hy = 71(*,)§f71(*,)¢1 x el ($1+d) 4 fyii)/yig > e]¢2, (7.17)
/qu q q Lq2

respectively, where ¢, = 171(;2,))( + Zvl(;)k — 17%)/ — ng and ¢, 2 Z’yl(;’)y + 171(317)(1 — va))( —
Z’yf,z, denote the phase differences between OOB and in-band paths at IRSs X and Y,
respectively. Now, if both the IRSs have to constructively add the received signals at both

UEs-k, g, we need

¢1 = P2 + ¢, (7.18)
(and) ¢p = ¢1 + ¢y, (7.19)

at IRS X and Y, respectively. However, since ¢y, ¢ € U[—7, ) are i.i.d. random variables,
(7.18) and (7.19) hold simultaneously with zero probability. That is, almost surely, neither
IRS can be optimal for both UEs simultaneously. With this in mind, we analyze the 3

schemes in Sec. 7.2.c.

7.3.a.i Joint-optimization of IRSs with MO cooperation

Here, the MOs jointly optimize the overall phase shifts ¢; and ¢, at the IRSs to maximize
the weighted sum-SE of the UEs scheduled by both MOs. We first rewrite (7.16) and (7.17)



Chapter 7. 193

as

hy = aed®t 4 yed(@2+éa) (7.20)

hy = Bej(¢1+¢b) + 5€j¢27 (7.21)

where, a = ] D)y 2 | 2)] 8= | o
) \/K ’71 X’Y V= \/K 'Yz X’Yz ks \/— 'Yl* Y’Yz*

Then, ¢; and ¢, are determined as ¢SP', p5** =

2 2
cand § £ o).

P P
argmax wy log, <1 + —2|hk|2> + w, log, (1 + —2|hq|2>
é1,02 o o

where ¢1, ¢ are the overall phase shifts set by the BS-X and Y at IRS-X and Y, respec-
tively, wy and w, are the weights allotted to the SE achieved by UEs k and g, respectively.
Let ¢ £ ¢o — ¢1, # £ 14+ L(a® +7%), v £ 207, y £ 1+ L (62 + %) and z £ 235. Then

the above problem is equivalent to ¢°P*

= arg max f(9) = ((z + vcos(d + ¢a))™*(y + 2 cos(¢ — ¢p))"™)

Since f(¢) depends only on the difference ¢ = ¢ — ¢, the optimization variables can
be reduced to a single variable ¢. Notably, the solution to this optimization problem
inherently accounts for the operating SNR. By the first order condition, f'(¢) = 0, which

18

wyv sin(¢ + ¢q) n W,z sin(¢ — ¢s) } —0. (7.22)

/(9) {x +vcos(¢p+ ¢a) Y+ zcos(p— dp)
Since the roots of (7.22) do not admit a closed-form solution, we employ a low complexity
Newton-Raphson’s algorithm [175] to solve for ¢, which is outlined in Algorithm 7.1.
Although the Newton-Raphson method entails multiple iterations, we use only a single
iteration to reduce complexity. In Sec. 7.6, we numerically show that a single iteration
with appropriate initialization yields comparable solutions to high-complexity off-the-shelf
optimizers. In particular, we initialize ¢ based on the weights allotted to the MOs: we
compute the weighted sum rate with ¢ = —¢, and ¢ = ¢, and choose the value that
yields the higher weighted sum-SE. Finally, with ¢°P* in hand, the ergodic SEs of UEs k
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Algorithm 7.1: Newton-Raphson based single iteration method

1 If kak(gbm 0) + wqRq(¢a7 0) Z kak( ¢b) + wq ( Cbb) ¢init — _qba-
2 else @i < Op.

3 Obtain f'(¢) < —f(¢) {wk”Sin(¢+¢a) 4 Wozsin(é—) }

z+v cos(p+¢a) y+2z cos(p—gy)
4 Compute the second-derivative, f”(¢) as follows:

(f'(¢))?
f(9)

f//(¢) —

_ f(¢){UJkU{x COS(¢ + ¢a> + U} + qu{y cos((b — ¢b) + z} }

(z +vcos(¢ + ¢a))? (y + zcos(¢ — d))?
(7.25)

5 Update ¢0pt — Qinit — f//((¢)) ‘¢ Ginit

and ¢ are given by

P

N
(R, A) ~ log, (1 + = | ==

L

opt opt
% § oJ (@5 +a)

)
Kk

2) . (7.23)

(7.24)

\/_‘ X l*

(2) |6]¢2 Pt

SN
\/L—QQ%Y 1q

M (1) (5 +u)

ey
\/L_ql 15.Y it q

P
(RolA) ~log, [ 1+

2

7.3.a.ii Optimization of IRSs with time sharing

Here, the MOs optimize the overall phase shifts of the IRSs to the UE scheduled by either
MO-X or MO-Y, in a time-shared manner. Now, in the time slots used to optimize ¢,
and ¢y to UE-k scheduled by BS-X, from (7.16), we need to choose ¢; = ¢, and ¢ = 0,
respectively. Then, (7.16) and (7.17) simplify to

Nt | ) No | 2 @ j
hk = ( ’7 ’y + "}/* ’)/* 6]¢a, (726)
V27 R BERVO Pl B S
N1 1 ; N2 2
hy = l<*>Y %(*> GOattn) ¢ 21,00 (7.27)
qu \ Lq2

We have the following lemma to characterize the in-band SE.

Lemma 7.1. Let {X;}Y, be i.i.d random variables such that X; ~ CN(0,1). If M =
max(| X1, [ Xal, ..., |Xn]), and G = max(|X1|?, | X2|?, ..., |Xn|?), the expected values of
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M, G are
N-1 /N —1 1 s
E[M] = f(N)& N < >—1”— -, 7.28
=0 283 (7.25)
and
N-1 (N —1 1
E[G] =¢g(N) &N -1 2
GEVITED DI i [ (7.20)
respectively.
Proof. Straightforward, hence omitted. [

Using Lemma 7.1, we can show that E [|71 X7§1,2|] = (f(L 1))? \/ﬁxm and E [|7§1§(711,2 } =
(9(Li))2B8% ) where 5, 2 881" and 59, 2 867 Similarly, let 8) £ 1YY and

53(,2’()1 = 51(,2 ) 52). Conditioned on event A, by Jensen’s approximation, the ergodic SE of

UE-k, q is

where using (7.26), (7.27), we obtain the following:

N} N3 7Ny N. [0) 2
h I 2 7(1) 2 1(2) 14V2 I 2 (1) 5(2) 731
H k|] Lkl(g( k‘l)) BXJ{_‘_L]@Q/BXJC—{_Qm(f( kl)) ﬁX,kﬁX,k’ ( )
N3 m N, N.
E[|h] = B(”+—2 BN G(Lya))? + — e (f(Lg2))* A By By % Elcos(¢a + b))
Lq2 2 quLqQ
(7.32)

Since ¢q, oy ~ U[—m, ), we have E[cos(d, + ¢)] = 0. So,

E[hf2] = 20 1 N2 g 260 (7.33)
q qu Y,q L ) g q2 Y,q .

q

Using (7.31) and (7.33) in (7.30), the ergodic SEs of UE-k, ¢ when ¢;, ¢o are optimized
only for UE-£ can be obtained as

P ( N Nz TN N
() = 10g, (14 S ozl + 7208+ (ST ) U P08 ).

(7.34)
(A 1o, (14 2 {2050+ Bgraol} ) (73

q2



Chapter 7. 196

Similarly, in the time slots used to optimize ¢y, ¢ for UE-q, from (7.17), ¢; = 0 and
¢o = ¢p. Then, similar to (7.34) and (7.35), the ergodic SE of UE-k, ¢ is

P N2 N2
(R A) ~ log, (1 + ;{—L (L)) Bk + 7 6%}), (7.36)
k1 k2
P ( N? N2 7NN
~1 14 =) M) 2 (o(L. 0232 11V2 )2 [ (1) A(2) ‘
(Rg|A) ng( + O_Q{qu Yq T Ly (9(Lg2)) By, + o T I Tolo (f(Lg2)) By 4Py

(7.37)

Therefore, using the expressions in (7.34) to (7.37), under a time-sharing scheme, with a
fraction of time-slots, say (T, ¢ € (0,1) (7 is the coherence time) used to optimize overall
phase shifts of both IRSs to UE-k, and remaining (1 — ()7 slots used to tune the overall
phase shifts at both IRSs to serve UE-g, the overall ergodic SEs of the MOs are as

2

P N N2
(Ri|A)time-sharing = (1 — ¢) log, (1 + po {_1(9(Lk1>>2 g{l’)k 4 L_;@g)}f})

Ly

P(N? N2 7NN,
oo (14 2N oo yy2pw o Mgy TN, Lz(l)@)})
+clogy (14 S gzl + 1258 + ST a8 )
(7.38)

PN} ), N} 24(2)

<Rq‘A>time-sharing ~ ClogQ (1 + ; {qu 5Y,q + Lq2 (g(Lq2)) 6Y,q

P (N2 N2 7N, N.
1—0)1 1o )2 g0 22 oer \W\2(2)  TEVLET2 e or 2 fa(1) 5(2) L)

(0= Qo (1 o 500 + 22 0l P8 + TS (L A,

(7.39)

7.3.a.iii Optimization of IRSs without cooperation

In this case, the MOs optimize their IRSs by only considering the in-band channels at
their UEs. So, the overall phase shifts can be set to ¢; = ¢ = 0 as per (7.13). Hence,
the ergodic SE at UE-k, ¢ is given by (7.36) and (7.35), respectively. The cross terms (as
in (7.34) and (7.37)) do not appear in these expressions as the signals from the IRSs do
not add coherently at the UEs.
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7.3.b Evt. B: IRS-X aligns to UE-q, IRS-Y does not align to UE-£

Here, one of the L,; OOB paths at UE-q aligns with IRS-X’s beam, while none of the Ly,
OOB paths at UE-k match with IRS-Y’s beam. Hence, the probability of event B is

Pr(B) = (La/N1) - (1 = (Ly2/N2)) - (7.40)

There is no need for joint optimization of ¢1, ¢ here because only one of the MO’s UE

gets signals reflected from both IRSs. Then, the channels at UE-k, g are

Ny 1) (@ j
R = —— |7y 27y 2| X €791, (7.41)
T, | X Tk
Ny 1 D s No 2) 2] i
h — . % e](¢1+¢b)+ elP2. 7.49
q T 15,y iz q /_ng Y1,y 71,q ( )

Since IRS-Y does not contribute to UE-k, the SE achieved by UE-k is only due to IRS-X
and is independent of ¢;. On the other hand, for coherent addition of in-band and OOB
paths to maximize |h,* in (7.42), we need ¢ = ¢1 + ¢, and we choose the simplest
solution for this, namely {¢; = 0;¢2 = ¢} so that BS-X need not apply any additional

overall phase. Then,

Ny

T |ox T
M Lo o N | @ iy
hq—( T 1y Vizg| T T 1Ly Vig| | X € (7.43)

So, the ergodic SE of UE-k, ¢ when ¢;, ¢5 are optimized to UE-¢ in (1 — ()T time slots
can be obtained as

(mulB) ~ o, (1+ T T )20} ). (7.44)

and (7.39), respectively. Similarly, with no MO cooperation, the SE at UE-k, ¢ are as
in (7.44) and (7.35), respectively.

To summarize, when event 53 occurs, for 1) joint optimization with MO cooperation, the
SEs of UEs k and ¢ are given by (7.44) and (7.37), respectively; for 2) optimization with
time-sharing schemes, the SEs of UEs k and ¢ are given by (7.44) and (7.39), respectively.



Chapter 7. 198

With 3) no cooperation, the SEs are given by (7.44) and (7.35), respectively.

7.3.c Evt. C: IRS-X does not align to UE-q, IRS-Y aligns to UE-k

This event is the complement of event B described above, i.e., one of the Lys OOB paths
at UE-k aligns with IRS-Y, but none of the L,; OOB paths at UE-¢ matches with the
beam formed by IRS-X. Hence,

Pr(C) = (1 — (Lg1/N1)) - (Lp2/N2). (7.45)

Following the analysis similar to event B, the final expressions for the ergodic SEs of UE-£,

g when ¢, ¢ are optimized to UE-k for (7T time slots are given in (7.38), and as
P [ N2
(e ~tos, (14 7 { 20tk *0 ), (7.46)
g Lq2
respectively. Similarly, without MO cooperation, the SEs at UEs k and ¢ are given by
(7.36) and (7.46), respectively.

Thus, whenever event C occurs, for 1) joint optimization with MO cooperation, the SEs
of UEs k, q are given by (7.34) and (7.46); for 2) optimization with time-sharing, the SEs
of UEs k, g are given by (7.38) and (7.46), respectively. With 3) no cooperation, the SEs
are as in (7.36), and (7.46), respectively.

7.3.d Event D: IRS-X, Y do not align to UE-q, k, respectively

In this final event, none of the Ly and Ly OOB paths match with IRS-X and IRS-Y,
respectively. The probability of this event is given by

Pr(D) = (1 = (Lgt/N1)) - (1 = (Laa/N2)) - (7.47)

Since none of the IRSs align with an OOB UE;, this event completely obviates the need

for tuning ¢, ¢o. The channel coefficients under this event are

Ny

hy, =
Ly

eI hy = %),783 el (7.48)

Ny ()
Moo :

)
Tt x71,

’



Chapter 7. 199

respectively, and the ergodic SEs of UE-k, ¢ are given by
(Ri|D) = (Ry|B), and (R4|D) = (R,|C), (7.49)

where (Ry|B) and (R,|C) are as per (7.44), (7.46), respectively.

To summarize, whenever event D occurs, for 1) joint optimization with MO cooperation,
2) optimization with time-sharing, and 3) with no MO schemes cooperation, the SEs of
UEs k and ¢ are the same for all 3 schemes as given in (7.49). We now state our main result

on the overall ergodic sum-SEs of both the MOs under round-robin (RR) scheduling.

Theorem 7.1. Under the SV channel model in the mmWave bands, when MOs X € Y
control an IRS each to serve their subscribed UEs, the ergodic sum-SE of MOs X and Y

under RR scheduling is characterized in the following:

1. Optimization of IRSs with time sharing where (T, time slots are alloted to MO-X and
(1= )T, time slots are alloted to MO-Y: (RS) rs, (RS)1s as in (7.50) and (7.51), with
CO=1:

leNz(f(Lkl))2m (7.50)

Tico—
o T S s |
1 & L P N?
<R§>Ts~az{( —qu)l o8, (1+—2L—q2< (L)) 6(2))
L P N2
re5ton, (142 { 7200 + L. oLe)55)})
L, P N2
+(1 — C)Fql log, (1 + 52 { /BYq L, (Q(LqZ)yﬁ}(fi)l

2

TNN(f (Lg2))? m (7.51)

2\/Lg Ly

+1ico=13
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2. Joint-optimization of IRSs with MO cooperation: The ergodic rates for MO-X and MO-
Y are given as in (7.52) and (7.53), respectively, where ¢** and ¢3** are chosen such

that ¢°P* = ¢** — ¢ is a solution obtained from Algorithm 7.1:
Ny

P
R o0R — ql k2 1+_
Ny z{ s

NN
+ (1 —N—’“) (14 S st })
L

(2)

Ny 2 (oPt
€]¢ + = ‘IYI(,*C ,)X’le,k 6](¢2 +¢a)
V L2

)

R

2

P [N 1
—) ~log, (1 + {L—;@(LM))%&L

N
. N2 5(2) . 7TN1N2(f(Lk1))2\/ ﬂg(l,)kﬁgi)k (7.52)
LkQ Xk 2\/ Llek2 7 '

2

quLkQ Nl (1) opt (2) opt
lo 1+ . s e](d)l +¢b)_|_ €j¢>2

{ NN, g2 /—’ T Y T LQ2|’Y1Y’qu|

_l’_

(150 s ( 7 {riawaris))
(B (1+ {LL( 25

Ny
TIN1No(f (L, )) W (7.53)

2\/Lgi Ly

1 Q
R N —
(Ry)Jo 0 q§:1

NE o
+L_(115Y’q +

Further, an upper bound on the SEs (Rx)jo and (Ry)jo without relying on Algo-

rithm 7.1 can be obtained as (Rx)jo < <R§)TS‘ and (Ry)jo < <R§,)TS‘ , respec-

tively, where (RS) s, (RS) s are given as in (7.50) and (7.51), with CO = 1.

=

3. Optimization of IRSs without MO cooperation: (Rx)nco, (Ry)nco as given in (7.50)
and (7.51) with CO = 0.

Proof. We only prove (7.50) (and (7.52)), for MO-X; the proof of (7.51) (and (7.53)) is
similar. Using the law of total expectation, at a given UE-k, the ergodic SE (for all three

schemes) is
(R)= Y (Rili)Pr(i), (7.54)
i€{A,B,C,D}

where the probabilities can be found using (7.14), (7.40), (7.45), and (7.47) for events
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A, B,C, and D, respectively. As a consequence, under RR scheduling, the ergodic sum-SE
of MO-X is

K
(1/K)> (R (7.55)
k=1
Next, the scheme-specific ergodic SE is characterized below.

e Optimization of IRSs with time-sharing: In this scheme, (Ry|i) can be obtained from (7.38),
(7.44), (7.38), and (7.49) for events A, B,C, and D, respectively, then using (7.54) and
(7.55), the result in (7.50) for MO-X follows.

e Joint-optimization of IRSs with MO cooperation: We obtain the values of (Rg|i) by
using (7.23), (7.44), (7.34), and (7.49) for events A, B,C, and D, respectively. Then,

substituting these values into (7.54) and in (7.55) yields the expression in (7.52).

Further, the ergodic SE obtained at a UE by jointly optimizing the IRSs is, at most,
the SE obtained by optimizing the overall phases of both the IRSs to that UE in all
time slots when it is scheduled. Thus, the SE with joint optimization is upper bounded
by the expressions for the time-sharing scheme given above, but with ( =1 and ( =0

for MO-X and MO-Y, respectively. This establishes the upper bounds in the Theorem.

e For the no cooperation scheme, (Ry|i) can be found from (7.36), (7.44), (7.36), (7.44) for
events A, B,C, and D, respectively, and using them in (7.54), (7.55), the result follows.

This completes the proof of the theorem. [ |

We interpret Theorem 7.1 as follows. At MO-X, in the time-sharing scheme, among the
time slots in which the OOB IRS-Y aligns with UE-k (which happens with probability
Lia/Ns), for a ¢ fraction of the total time slots, the overall phase shifts of both TRSs
are optimized to UE-k only and procures an array gain that scales as O ((Ny + N,)?).
For the other (1 — () fraction of time slots, since the IRSs add the signals coherently at
UE-q served by MO-Y, the array gain at UE-k is only due to an incoherent addition of
signals from the IRSs, i.e., it scales as O(N? + N3). On the other hand, when IRS-Y does

not align with UE-k (which happens with probability 1 — Lia/Ns), the array gain scales
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only as O (N?). Similarly, under the joint-optimization scheme, whenever IRS-Y aligns
with UE-k, but IRS-X does not align with UE-q, i.e., with event C which happens with
probability (1 — Lg;/N2)Lka/ N2, the solution for joint optimization boils to that obtained
under time-sharing with ¢ = 1, which procures a full array gain of O ((N; + N3)?). When
both the IRSs align with both the UEs, i.e., under event A, due to the non-availability of
closed-form expressions for ¢ and ¢5P", we do not have an explicit SE-scaling law for this
event. However, it is expected that the scaling of the array gain in this case lies between
O (N + N32) and O ((N; + N»)?). Finally, when IRS-Y does not align with UE-k, the

array gain again scales only as O(N}). We can have similar interpretations at MO-Y as

well. Based on the above, we make the following observations:

e The sum-SE of MO-X scales at least as O(logy(N?)) in all cases, which is due to the
array gain that is obtained in the absence of OOB IRSs. Thus, in general, IRS deployed
by one MO does not degrade the achievable SE at other MOs.

e When both IRSs align to their respective OOB UEs, the best possible SE of an MO can
potentially scale as O (log, (N7 + N3)?). However, this is not simultaneously achievable
at both MOs, as noted in the discussion following (7.19) in Sec. 7.3.a. Further, even
if it were possible to satisfy (7.18) and (7.19) simultaneously and achieve a sum-SE of
O (logy (N1 + N3)?) at both MOs, we will next show that the resultant gain in the overall
SE is small because of the low-probability nature of both IRSs aligning to OOB UEs.

7.4 Quantifying the Effect of Out-of-Band IRSs

In the previous section, we characterized the ergodic sum-SE of a system with 2 MOs,
each optimizing an IRS to serve its UEs. We analyzed three schemes that allow different
degrees of cooperation between MOs. However, from a practical viewpoint, it is helpful
to explicitly quantify the gain/loss in the ergodic SE with/without OOB IRSs and with-
/without cooperation between MOs. To that end, considering one of the MOs, say MO-X,

we present the following result.
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Theorem 7.2. Under the SV channel model in the mm Wave bands, under RR scheduling,

the maximum gain in the ergodic sum-SE of MO-X
1. with, versus without, OOB IRS-Y is given by

mN1N2(f(Ly1))? m

JAN EK: (LkQ 5Xk T ﬂ{co 1} 2¢/Ly1 Lo )
(Rx)oop =
= (% + 2 (g Li))20L),)

(7.56)

2. with cooperation (i.e., jointly optimize/time-share the IRSs) versus no cooperation be-

tween MOs in the presence of the OOB IRS-Y is bounded as

A(Rx)co < It Z LV 089 (1 + W(Li) 4> (7.57)

where (L) £ (f(Lw))? [ g(Lun).

Proof. We prove the two statements separately below.

7.4.a Gain with versus without OOB IRS

To bound the gain in sum-SE obtained by MO-X with and without the OOB IRS, we
consider two cases: 1) the OOB IRS is present, and it coherently adds the signals at the
UEs of MO-X in all time slots if cooperation is allowed, and 2) the OOB IRS is absent.
Let the sum-SE (RS )rs given in (7.50) with and without the OOB IRS be denoted by
(Rg()w ms and (R Ywo.Irs, respectively. Then the maximum gain in SE is given by

A(Rx)oos = <R§<>w-ms — <R§(>WO-IRS, (7.58)

where ( = 1 captures that the overall phase shifts at both the IRSs are used to coherently
add the signals at the UEs served by MO-X in all time slots. Then, substituting for the
resulting values in the above equation and noting that the sum-SE without the OOB IRS
follows by substituting Ny = 0 in (7.50) and recognizing that the pre-log term Lys/Ns is
unity in the absence of the OOB IRS, we obtain (7.56).
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7.4.b Gain with versus without cooperation

We first consider time-sharing. Let the sum-SE at MO-X with and without cooperation be
denoted as (Rx)%8co and (Rx)&o.co, respectively, ie., from (7.50), (Rx)&co = (RS )Ts
with CO = 1, and (Rx)%%.co = (R%)1s with CO = 0. Then, the maximum gain in the

sum-SE of MO-X with versus without cooperation is

A(Rx)rs 2 (R)Fco| _ — (Bx)Foco (759
K N1 N 2 (1) p(2)
:iZ@lOgQ 1+E. \/ﬁ(f([/ 1)) \/ﬁXkﬂXk
K= N 2 <+ (Lk1< (Lk1))25){k Lmﬁx k>
(b) 1 K LkQ m
< =N ZBiog, (14 U(Ly)= .
NK; 3 0g2< + (k1)4), (7.60)

where (L) is as defined in the theorem and in (b) we used a high SNR approximation
2
and the fact that <(N1/\/Lk1)g(Lk1)\/6§(l’)k — (NQ/\/LM)\/ﬁg?,)k) > 0.
Next, under the joint optimization scheme, let the SE with and without cooperation
be (Rx)32co and (Rx)¥p.co, respectively, ie., from (7.52), (Rx)i®co = (Rx)j0, and

(Rx)¥%.c0 = (R$)1s with CO = 0. Then, the maximum gain in the SE is

A<RX>JO = (RX>KIAC/)CO - <RX>RI/$O-CO (7-61)
(
< (Rx)w.co - — (Rx)wo-cos (7.62)

where in (c), we use Theorem 7.1 that the SE achieved by jointly optimizing the IRSs is
upper bounded by the SE when the IRSs are optimized for the UE served by MO-X in
all time slots. Finally, we note that (7.62) can be characterized as given in (7.60). Thus,
under both schemes, the gain with versus without cooperation can be unified into a single

expression, A(Rx)co, in (7.57). This completes the proof. [ |

From (7.56) of Theorem 7.2, we observe that the gain in the sum-SE is strictly non-
negative. Thus, the ergodic sum-SE at MO-X can only improve in the presence of an

OOB IRS. In particular, we also make the following observations:
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2

e Gain with OOB IRS at Low-SNR: In the low SNR regime, since % > 1, we have

J2+N12( (Li))2BY) 7 Using this i (7.56), and also using log,(1 + z) ~ —
—_— -— ~ —. S1n 1S 1n . anda also usin o) T) X —
P Lk:l g\Lka X,k P g 20 ), g logy ln(2)

when x < 1, we obtain the simplified expression for the gain obtained by an in-band

MO due to an OOB-IRS in (7.63), at low-SNR scenarios:

7T]Vl Lkl \/ﬁ%kﬁm /

Nzﬂﬁ?fk + 1ico=1y

K
L SNR 2 :
A( OOB ~

(7. 63)

In this case, the gain increases linearly with the number of IRS elements, particularly
those of the OOB IRS, and the SNR of operation. This behavior can be attributed to
the fact that the OOB IRS enables the reception of additional copies of the signal at
the UE (either coherently or incoherently, depending on the level of MO cooperation)
whenever the OOB IRS aligns with the UE served by MO-X (an event occurring with
probability Lys/Ns). These additional signal paths enhance the average received SNR
at the in-band UE.

o2 o> N?
e Gain with OOB IRS at High-SNR: Here, since F < 1, we have F+L_( 9(Li))28Y)
k1 '
N2
~ L—l(g(Lkl))Qﬁgfl)k. Using this approximation, along with the fact that log,(1 4 z) ~
k1 ’
log, () when x > 1, we get the simplified expression for the SE gain in the high-SNR

regime as given in (7.64):

K (2)
Lis N2\ L a
ipyiek o L s Lis 1+( 2) Lo Oxk
(Rx)00B <N, 52 Lio (g(Lkl))2ﬁ§(1,)k

licomy - 2 (F(Li))*y/ B Lo . (7.64)
A (g(mn))? B L

Contrary to the low-SNR regime, the gain at high SNR exhibits a unimodal behavior

with respect to the number of elements at the OOB IRS. This arises because, although a
larger OOB IRS can potentially deliver more signal copies when aligned with the in-band
UE, the probability of such alignment decreases as the number of elements at the OOB
IRS increases. The alignment probability is initially high, allowing the overall SE gain
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Table 7.3: Variation of ¥(L) as a function of L.

L 1 2 ) 10 25 40
W(L) | 0.79 | 0.87 [ 0.93 | 0.96 | 0.97 | 0.98

to improve with Ny. However, the alignment probability decreases as Ny increases, and
this outweighs the logarithmic increase in the gain. This leads to an overall reduction
in the gain, resulting in the observed unimodal trend. Moreover, the gain does not
scale significantly with SNR, since the in-band UE already enjoys high SE at high SNR.
Thus, only marginal improvements are observed unless the OOB IRS offers substantial

additional contribution (which is less likely as N, increases.)

e The best SE gain in (7.57) obtained by cooperation is directly proportional to Lys/Na,
but depends weakly on Ly, through the W(Ly;) term, as shown in Table 7.3. However,

the gain decreases as the number of OOB IRS elements NV, increases.

In the next section, we extend our results to a general setting where more than two

operators exist and each deploys its own IRS to serve its UEs optimally.

7.5 Performance Analysis with M > 2 MOs

We consider that M MOs serve a given geographical area, and their respective BSs: {BS-
1, BS-2,..., BS-M} provide services to {K;, Ko, ..., Ky} UEs at the same time over
non-overlapping bands. Further, UE-k; denotes the kth UE served by the /th MO. For
simplicity, we let the number of elements in each IRS equal N. At any UE served by an
in-band MO, due to the presence of M —1 OOB IRSs, M different events arise, similar to
Sec. 7.3, and we denote them by &, ..., 1. Specifically, &, is the event that exactly
m OOB IRSs align with UE-k; on one of the OOB paths through them. Further, the
event that an OOB IRS phase configuration aligns with an OOB path is independent
across the OOB IRSs, so, the number of OOB IRSs, m, that contribute to the channel
at any UE follows a binomial distribution, i.e., m ~ Bin (M -1, %) As a consequence,

Pr(&,) = (Mfl) (j:]vﬂ)m<1 — L%>(M*1*m), where Ly, is the number of resolvable OOB

m

paths at UE-k; via an IRS, and here Ly; < N. Then, similar to (7.16), conditioned on
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Em, the channel from BS-1 to UE-k; is given by

(1)

B 17

6.7¢1 —+ Z‘fyl* Blf)/l*

e](¢m +ém,;q) }

= ={ bl
k1 — Lkl

where symbols have similar meanings as in Sec. 7.3. For example, 781)31 denotes the channel
coefficient between the first IRS (superscript) and BS-1 (second subscript) along the first
(dominant) path (first subscript); 7§£ denotes the channel coeflicient between the first
IRS and the kith UE along the first path. Also, m; € {2,..., M}, such that m; # m;
when i # j, i.e., {m;};5! denotes the indices of the m OOB IRSs for which some [*th path
aligns with UE-k;. Further, 71(*77 é)l and 'yl(*m kzl) denote the coefficients of the channnels from
BS-1 to IRS-m; and IRS-m; to UE-k; that correspond to the [*th OOB cascaded path via
the aligning IRS-m; which contributes to the recieved signal at UE-k;. Then, we model

( ) N (0, Bg,), 71* k1 ~ CN(0, Bk, ), where S, and f3y, are the path losses in the BS-1
to IRS—l and IRS-1 to UE-k; links, respectively.® Finally, ¢,,,, is the phase difference of
the matching cascaded OOB path at UE-k; via the m;th IRS and the in-band path, and
®m, 1s an overall extra phase applied at IRS-m;. Next, we analyze the ergodic sum-SE of

MO-1 for different schemes as discussed in the 2-MO case, which entails varying degrees

of cooperation among the MOs.

7.5.a Time-sharing of the IRSs with MO Cooperation

In this scheme, under event &,,, for a (; fraction of time slots, all the m matching OOB
IRSs coherently add the signals at UE-k; and in the other 1 — (3 fraction of slots, UE-k;
receives an incoherent addition of signals from the OOB IRSs. Then, similar to Sec. 7.3.a,
to maximize |hy,|? at UE-k; in the (; fraction of slots, we set ¢, = —¢m.,, and ¢; = 0.

The overall channel coefficient at UE-k; under event &, is

(ml (mz)

(¢) d
hl = ’71 B1 1%k

—N {‘7%11)3 7(1)

}, (7.65)

SFor simplicity of exposition, the path losses are equal across IRSs [126].
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and its average gain in (7.66) is obtained as

-2 { e[

o

_'_ Z ’fyl* Blﬁ)/l(:nkztl

(1 (1)
71,8, 1,k1

m; m;) _ (m;)
Z "Yl( B)ﬂl* kﬂl* B, Y0 e

] } } (7.66)

L#J

m;) 1
+ 2 Z)Pyl* Blﬁyl(* klfyl Blﬁyi ’21

N2

~ S sna{ze? = m(1+ So@ar + TE L wen

where (g, k, £ Bg, Br,. For other (1 — (;) fraction of slots,
h(l—Cl) A N {

k1 - \/L_kl Z ‘/—yl* Bl

and its average gain can be similarly obtained as

emmn } (7.68)

]E H h](gll_g)

} In. 5131 kl{(g(Lm))Q + m}. (7.69)

Then, by using Jensen’s approximation, the ergodic sum-SE of MO-X conditioned on event

Em 1s given in (7.70):

(RS Enprs  Grtows (14 7 { atLan) P (14 S ()4 T ) )

8 2
+ (1 —¢) - log, (1 + 5 M BBl oy {(g(L,ﬂ))2 + m}) (7.70)

7.5.b  Joint-Optimization of IRSs with MO Cooperation

In the joint optimization scheme, the overall phase angles at the IRSs, i.e., ¢,,,, are chosen
to maximize the weighted sum-SE of all UEs scheduled by every MO in a time slot. In
this case, the SE of each MO under different events can be characterized similarly to the
previous section. Consequently, the overall sum-SE of any given MO can be obtained

similarly to (7.52), and we omit the details for brevity.
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7.5.c  No cooperation among the MOs

When the MOs do not cooperate, the overall IRS phase-shifts are set as {¢y, ¢y, }75" = 0.

emmzl }

for which, we have E[|hk1 |2} = %ﬁBl,kl{(Q(Lkl))z + m}. Then the ergodic SE of MO-1,
1

So, the channel becomes

(ORI

mz) )
MNB Y1k | T

"Yl* Bﬂl* k1

= ={
k1 Lk,l

under event &,,, is

P N?
(R, |€m)nco ~ log, (1 + ;mﬂm,kl{(g@m))z + m}>

We next characterize the overall ergodic sum-SE of a MO (say MO-1) when M > 2 MOs

coexist, similar to Theorem 7.1.

Theorem 7.3. Under the SV channel model in the mmWave bands, when M > 2 MOs
control an IRS each to serve its subscribed UFEs, the ergodic sum-SE of MO-1 under RR

scheduling is characterized as:

1. Optimization of IRSs with time sharing where (1T, time slots alloted to MO-X and
(1—¢1)T. time slots are alloted to other MOs: (R$") rg, as given in (7.71) with CO = 1:

o 2 () (%) (%)

x {(1 log, (1 + BJLVZ BE, kl{(g(Lm))2 +m + Lico- mg((f(Lm))2 + @) }>

+(1 = ¢1) - log, (1 + ;i\[_]jﬁBl,kl{(Q(Lkl))Q + m}) } : (7.71)

2. Joint-optimization of IRSs with MO cooperation: The ergodic rate for MO-1 can be
obtained similar to (7.52) with ¢2§’; determined similar to Algorithm 7.1. Further, an
upper bound on the SEs (Ry) o0 without relying on ¢3P* can be obtained as (Ry) ;o <
(R$Y) 1g e’ where (RS s is given in (7.71) with CO = 1.

1=

3. No MO Cooperation: (R1)nco as in (7.71) with CO = 0.
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Proof. By the law of total expectation (Rk,) = >, (Ri,|Em) Pr(&y), and under RR

scheduling, we note (R;) = et k1 " (Ry,). Using the values of (Ry,) under the three

schemes in (R;) completes the proof. |

Next, similar to Theorem 2, we can characterize the gain in the sum-SE due to the
presence of the OOB IRSs over that in the absence of OOB IRSs and the gain due to
cooperation over the no-cooperation case. We illustrate this in the following result, which

shows that cooperation offers only a marginal improvement in the sum-SE.

Theorem 7.4. Under the SV channels in mmWaves and RR scheduling, the mazimum

gain in the ergodic sum-SE of MO-1

1. with vs. without OOB IRSs is approzimately given by (7.72):

s EE ()5 (-5

ki=1m=1
1 s L 2 m(m—1)
m + Lico—ym ( (f(Li1))? + =75

G (7.72)

x logy | 1+

2. with cooperation (i.e., jointly optimize/time-share the IRSs) vs. no cooperation between

MOs in the presence of the OOB IRSs is bounded as in (7.73):

K1 M-1 m (M—m—1)
1 M =1\ [ Ly, L,
A<Rl>oos?1§:jz( - )(N) (1—N)

x log, (1 + m/m {\IJ(LM) + %} ) (7.73)

Proof. 1t is similar to Theorem 7.2. We omit for brevity. [ |

Considering the m = 1 term in (7.72) and (7.73), and comparing them with (7.64) and
(7.57) respectively, we see that the gain in SE due to the presence of M IRSs scales
approximately as M — 1 times the gain in the 2-MO case. This is because there are M — 1
OOB IRSs that can align with a given UE. In addition, we can obtain further gains in the
SE, captured by the summands corresponding to m = 2 to m = M — 1, when m > 2 OOB
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IRSs happen to be aligned to the UE. However, the event that m IRSs align with a UE
occurs with exponentially lower probability due to the (L/N)™ term. Thus, the presence
of M MOs does not degrade the sum SE of a given operator; in fact, it provides a gain in
the sum SE that increases at least linearly with M.

In the next section, we numerically illustrate our findings via Monte Carlo simulations.

7.6 Numerical Results and Discussion

We first illustrate the results for 2 MOs as in Sec. 7.3 and 7.4.

7.6.a 2-MO and 2-IRS System

BS-X and BS-Y are located at (0,200), and (200, 0) (in meters), and IRS-X and IRS-Y are
located at (0,0) and (200, 200), respectively. All UEs are uniformly located in a rectangu-
lar region with diagonally opposite corners (0,0) and (200, 200). The path loss is modeled
as 8 = Cy(do/d)”, where Cy = —60 dB is the path loss at the reference distance dy = 1
m, d is the distance between nodes, and « is the path loss exponent [154]. We use @ = 2
for both BS-IRS, and the IRS-UE paths [9]. We use RR scheduling to serve K = @Q = 10
UEs over 1000 time slots by the respective MOs.

In Fig. 7.3, we plot the achievable ergodic sum-SE of MO-X vs. log, N (where
N = N; = N,), under event A, and study the performance of the three schemes de-
scribed in Sec. 7.3.a. The SE, when jointly optimal overall IRS phases are used to
maximize the equal-weighted sum-SE of UEs scheduled by the MOs using a general
high complexity off-the-shelf solver using the findpeaks function of MATLAB (curve
labeled Joint optimization solver) nearly overlaps with that obtained using the low-
complexity single-iteration Algorithm 7.1 (curve labeled Joint optim. with Alg. 1).
This shows that the proposed single-iteration Newton’s algorithm is a practically viable
solution, offering near-optimal performance with significantly reduced complexity. This
effectiveness is largely due to the carefully chosen initialization strategy (given in lines 1-5
of Algorithm 7.1), which provides provable convergence guarantees [175, Theorem 9.1].

Further, the SE using the joint optimization scheme is slightly inferior to the time-sharing
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Figure 7.3: Ergodic sum-SE of MO-X vs. logs N conditioned on Event A at Cyy = 150 dB and
Lip = 1, Ly = 10.

scenario with ¢ = 1 (curve labeled Time sharing ¢ = 1). This is because no UE gets the
full array gain of O((N; + No)?) in any time slot under a joint-optimization scheme. The
performance obtained by MO-X with time-sharing (¢ = 1) is about 0.5 bps/Hz higher than
that obtained without an OOB IRS (curve labeled No 00B IRS). This is because, under
event A, the OOB IRS approximately doubles the SNR at the UE (thereby improving the
SE by 1 bps/Hz) when the UE is closer to the OOB IRS than the in-band IRS. On the
other hand, when the UE is closer to the in-band IRS than the OOB IRS, the SNR is
nearly the same as that in the absence of the OOB IRS. These two events are equally likely
under the simulation setup considered, hence, the average gain in SE through cooperation
is about 0.5 bps/Hz. The performance obtained by MO-X with no cooperation nearly
matches that obtained in the absence of the OOB IRS (the bottom two curves), because
the SNR gain from the OOB IRS under event A is negligible when the overall phase of
the IRS is arbitrary. More importantly, the OOB IRS does not degrade the SE even if the
MOs do not cooperate. Finally, the ergodic sum-SE of MO-X is log-quadratic in N in all

scenarios, thus, the array gain from IRS-X is always obtained.
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Figure 7.5: Rate Region of the MOs at Ly =1, Lio =5, Lyt = 8, Ly = 1.

Next, in Fig. 7.4, for a fixed number of elements at IRS-X (at N; = 64), we plot the dif-
ference between the ergodic sum-SE of MO-X obtained in the presence and absence of the
OOB IRS-Y vs. the number of OOB IRS elements (in the log-domain) as a function of the

number of OOB paths, L. To capture the maximum possible difference, we consider that
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whenever IRS-Y aligns to the in-band UE of MO-X, both MOs cooperate and implement
the time-sharing scheme with ( = 1. Then, for a given Lo, we observe that the difference
is non-negative, and further, this gain in the SE due to the presence of OOB IRS-Y is an
unimodal function in N, with the peak occurring at Ny = Lgo. This is in line with the
theoretical expression given by (7.64) in Theorem 7.2. Intuitively, at smaller values of No,
with high probability, IRS-Y aligns with the in-band UE of MO-X; so, when N, increases,
the overall SNR increases for MO-X. However, for larger values of N, the probability that
the IRS-Y aligns to MO-X’s UE becomes small, in turn causing the difference (or) gain
in the SE with and without an OOB IRS to decrease. Finally, as Ly, increases, the gain
increases because the probability of IRS-Y aligning to MO-X increases, further enhancing
the channel gain at in-band UEs of MO-X. Thus, an OOB IRS benefits MO-X more when
there are many paths via the OOB IRS at the UEs served by MO-X.

In Fig. 7.5, we plot the achievable rate regions of the two MOs (normalized by the band-
widths) for Ny = Ny = 256 and Cyy = 150 dB under two different schemes: 1) time-sharing

(corresponding to the curve —@—@ with , @, and @ obtained at ( = 0,0.5,

and 1, respectively), and 2) weighted-sum-SE joint optimization given in Algorithm 7.1
(corresponding to the curve @—@) The sum-SE obtained via Algorithm 7.1 up-
per bounds the sum-SE of the time-sharing scheme. This is because, in the former, the
IRS overall phases are jointly optimal for scheduled UEs of both the MOs in any time
slot. Also, the achievable sum-SE under the joint optimization peaks at the point at @
when w; = ws = 0.5. On the same plot, point @, which denotes the no-cooperation
scenario, provides a sum-SE that is smaller than that obtained by cooperation. In any
case, the overall gain between the points @ and @ is small due to the sparse scattering
of mmWave channels. Therefore, while the presence of the OOB IRS always enhances
the ergodic SE achieved by the UEs served by all MOs, the additional gain obtained via

optimizing the overall phase of the IRS is marginal.
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Figure 7.6: Sum-SE of MO-1 vs. logg N with 4-MOs, Cyy = 150 dB, L = 5.

7.6.b M >2-MO and M > 2-IRS System

We next investigate the performance obtained with more than 2 MOs for different schemes
with and without cooperation. We consider 4 MOs, with each MO deploying an IRS to
serve its UEs optimally. The BSs of MO-1,2,3, and 4 are located at (0,0), (200,0),
(200, 200), and (0,200) (in meters), respectively, and the IRSs are located in a circular
region centered at (100, 100) with radius 5 meters. The rest of the settings are the same
as considered for the 2-MO case.

In Fig. 7.6, we plot the ergodic sum-SE of MO-1 vs. log, N for Cyy = 150 dB, and
L = 5, where N is the number of IRS elements in each IRS, and investigate the SE
performance of MO-1 for three extreme scenarios: a) time-sharing with {; = 1, b) no
MO cooperation scheme, and in 3) absence of all IRSs except IRS-1 which is deployed by
MO-1. We observe that the SE of MO-1 in the presence of OOB IRSs strictly outperforms
the achievable SE in the absence of OOB IRSs. This is because, besides the in-band
IRS, the OOB IRSs contribute to the signal strength at the UE served by MO-1. With
cooperation, the performance can be further improved by ensuring the coherent addition of

signals arriving at the UE via the contributing IRSs. However, for large N, the probability
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that an OOB IRS aligns with a given UE becomes small, and the SE in the presence of
OOB IRSs coincides with that obtained in the absence of OOB IRSs. Nonetheless, even
with an arbitrary number of MOs, the ergodic SE of an MO does not degrade due to the
presence of uncontrollable IRSs deployed by other MOs.

7.7 Conclusions

In this chapter, we addressed an important problem in IRS-aided practical mmWave wire-
less systems: the effect of IRSs deployed by one MO on the performance of another existing
OOB MO, which has an IRS of its own. Starting with the case where 2 MOs each deploy
an IRS to serve their UEs optimally, we first examined different scenarios that arise due to
the impact of an IRS on the OOB MOs. Subsequently, we derived the ergodic sum-SE of
the MOs under three schemes. In the first scheme, the MOs cooperate and jointly optimize
an overall phase angle of the IRSs; in the next, the MOs only cooperate by optimizing the
overall phase in a time-sharing manner, and in the final scheme, the MOs do not cooperate
and function independently. Our key findings were two-fold: 1) even when the MOs do not
cooperate, the IRS of one MO does not degrade the sum-SE of another MO, and 2) the
best possible gain obtained in the sum-SE by allowing for MO cooperation compared to
no cooperation scheme decreases inversely with the number of IRS elements in the OOB
MO. The primary reason behind these observations is the spatial sparsity in the mmWave
band channels. This avoids degradation due to the OOB IRS and also makes significant
enhancement unlikely. We extended our results to a system with more than 2 MOs, and
showed that a given MO’s performance improves linearly with the number of OOB MOs in
the area. Future work could include extending our results to interference-limited scenar-
ios and accounting for multi-user and inter-cell interferences, different duplexing modes,

user-mobility with statistical CSI, adopting multi-user scheduling techniques [79,103], etc.
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8 | Wideband Beamforming in
IRS-Aided Communications:
Mitigating Beam-Split Effects

Chapter Highlights
This chapter addresses the mitigation of spatial-wideband (SW) and the resulting beam-
split (B-SP) effects in intelligent reflecting surface (IRS)-aided wideband systems. The SW

effect occurs when the signal delay across the IRS aperture exceeds the system’s sampling

duration, causing the user equipment’s (UE) effective channel to vary with frequency. This
leads to the B-SP effect, wherein the IRS cannot coherently beamform at a given UE over
the entire bandwidth, reducing array gain and throughput.

We demonstrate that partitioning a single IRS into multiple smaller IRSs and distributing
them in the environment can naturally mitigate the SW effect (and hence the B-SP effect)
by parallelizing the spatial delays and exploiting angle diversity benefits. By determining
the maximum number of IRS elements to limit B-SP effects and analyzing the achievable
sum-rate, we demonstrate that our approach ensures a minimum positive rate over the
entire bandwidth of operation. However, distributed IRSs may introduce temporal delay
spread (TDS) due to multipath propagation and reduce the achievable flat channel gain.
To minimize TDS and maintain the full array gain, we show that the optimal placement
of the IRSs is on an ellipse with the base station (BS) and UE as the focal points. We
subsequently analyze the impact of the optimal IRS placement on TDS and throughput for
a UE located within a hotspot served by the IRSs. Finally, we illustrate that distributed
IRSs enhance angle diversity, which exponentially reduces the outage probability due to
B-SP effects as the number of IRSs increases. Numerical results validate the efficacy and

simplicity of our method compared to state-of-the-art solutions.
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8.1 Introduction

Intelligent reflecting surfaces (IRS) are envisioned to improve the performance of wireless
systems by beamforming signals in desired directions using independently reconfigurable
passive phase shifters [2,69,176]. One of the key use cases for IRSs is to create a virtual
line-of-sight (LoS) path to multiple user equipments (UEs) clustered in a hotspot area
when the LoS path between the hotspot and a base station (BS) is obstructed. However,
the cascaded link via the IRS encounters a multiplicative path loss, and an IRS with
a large number of elements has to be used to achieve appreciable benefits [177]|. Large
arrays cause the signal delay across the aperture to be comparable to or even exceed the
sampling duration. This results in spatial-wideband (SW) effects [178], which manifests
as the beam-squint (B-SQ) and beam-split (B-SP) effects in the frequency domain, and
severely degrades the array gain and the throughput at a UE. This chapter addresses this
problem using distributed IRSs that naturally mitigate the SW and resulting B-SP effects

at almost no additional complexity.

8.1.a The Beam-Split: Curse of the Spatial-Wideband Effect

In high-frequency millimeter wave (mmWave) bands with large bandwidths (BW), the
channel between two nodes is typically directional because there are only a few significant
scatterers. These directions are independent of the operating frequencies as long as the
delay spread of the channel is much smaller than the system sampling duration, known
as the narrowband condition. However, when an IRS with a large number of elements is
used, the spatial delay spread across the aperture can easily exceed the sampling period
and violate the narrowband condition. This results in the spatial-wideband effect, where
even a LoS channel becomes frequency-selective.

In this scenario, the main challenge is that the IRS fails to coherently beamform across
the entire BW allotted to a UE in the system. Specifically, when the IRS is configured as
a phased array tuned to a specific frequency component within the BW, e.g., the carrier
frequency (which is typically the case), the SW effect induces the B-SQ and B-SP effects in

the frequency domain, which severely degrades the array gain at other frequencies within
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the BW. In the B-SQ effect, the beam formed by the IRS squints at different angles across
frequencies, though the angular spread across the BW remains within the main lobe of the
beam. In contrast, the B-SP is a more severe form of B-SQ and occurs when the number
of IRS elements or allotted BW (or both) further increases. In the B-SP effect, the beam
formed by the IRS at the tuned frequency splits into distinct, resolvable beams on other
frequencies within the BW. Consequently, the IRS fails to beamform and constructively
combine signals at the UE over the full BW, severely degrading the achievable channel
gain and spectral efficiency. While the SW effects can be circumvented by reducing the
number of IRS elements or the total BW, this also lowers the achievable channel gain and
system throughput. Therefore, it is crucial to design efficient methods, preferably with low

complexity, to mitigate SW and the resulting B-SP effects in IRS-aided wideband systems.

8.1.b Related Work & Motivation

Most existing studies on IRS-aided systems overlook the B-SP effects resulting from the
SW effects and overestimate the achievable benefits of an IRS. Only a few works address
the wideband effects; we summarize them below.

In [46,47], and [48], methods for channel estimation and beam training were developed
accounting for the SW effects. Localization of UEs using SW effects was discussed in [49].
Optimization of IRS phases to maximize the sum-rate in orthogonal frequency division
multiplexing (OFDM) systems with B-SQ effects was studied in [179]. In [13] and [14],
joint optimization of the IRS configuration and BS precoder was explored for multiple-
input multiple-output (MIMO) terahertz systems. In [20], the achievable ergodic rate of
a MIMO-OFDM system with B-SQ effects was examined, and [180] solved for optimal
IRS configuration to maximize the signal-to-interference-plus-noise ratio (SINR) with B-
SQ effects. Finally, [50] and [51] used B-SQ effects to enhance the cell coverage and
performance of OFDM-based multiple access.

Along the lines of mitigating the SW (and hence the B-SP effects), existing works often
use true time-delay (TTD) units at the IRS to compensate for the excess signal delay across

the aperture, thereby eliminating the SW effects [52]. In [54], a hardware-efficient design
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of TTD-enabled IRS was investigated, and [53] used delay-phase units to eliminate the
B-SP effects in both far-field and near-field scenarios. In [55], the TTDs and BS precoder
were jointly optimized to maximize the sum-rate of a multi-user system, and [181] used
TTDs to design an efficient IRS-aided cell-free wideband MIMO system. Further, in [182],
TTD units were proposed as a means to mitigate B-SP effects in holographic RIS-assisted
systems. In contrast, [183] utilized TTD units to control the B-SP effect for improving
the accuracy of sensing multiple UEs in the network. However, using TTD units at an
IRS presents a number of challenges: 1) the number of TTD units increases with the
number of IRS elements, requiring more hardware and space; 2) high-resolution TTDs
are necessary for precise delay compensation, which increases power consumption, and
3) since the IRS elements continuously receive signals from the BS, apply a delay, and
then reflect the signal toward the UE, the overall operation becomes full-duplex in nature.
This introduces self-interference (SI) at each IRS element, and to alleviate it, sophisticated
SI cancellation techniques are required at each element of the IRS [177]|, which further
complicates the design and hardware requirements. These issues can potentially undermine
the hardware cost and energy efficiency benefits of using IRSs. In particular, to the best
of our knowledge, no paper in the literature describes the hardware implementation and
demonstration of a TTD-enabled IRS. Yet another approach is to virtually partition a
single large IRS into multiple sub-IRSs, with each sub-IRS optimized to the channels over
distinct frequency bands [184]. Although this provides a flat response across the BW, the
achievable array gain scales only with the number of elements at a sub-IRS and not with
the total number of IRS elements. Finally, while [185] and [186] suggest that multiple
IRSs can reduce the impact of B-SQ, they do not analyze the performance of distributed
IRSs accounting for B-SQ or explicitly design a distributed IRS architecture to mitigate
these wideband effects.

To address the above issues, in this work, we propose an alternative approach without
relying on TTDs and use a distributed IRS design instead of a single large IRS. When
properly designed, we show that a distributed IRS can inherently overcome the SW effect
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without increasing complexity or sacrificing performance.’

8.1.c Contributions & Takeaways

We now list the key contributions of this work.

1. SW effect reduction: We mathematically show that a distributed IRS design natu-

rally parallelizes the spatial delays and mitigates the SW effect. (See Sec. 8.3.a.)

2. Number of IRS elements: We determine the maximum number of elements at each
IRS so that the loss in the array gain due to B-SP is within acceptable limits while

retaining the achievable peak gain. (See Theorem 8.1.)

3. Sum-rate and array gain: Next, we analyze the impact of the temporal delay spread
(TDS) caused by multiple paths arriving at the UE through different IRSs. We show
that the achievable rate on every subcarrier (SC) scales log-quadratically in the number
of elements at each IRS and at least log-linearly in the number of IRSs, thus effectively
mitigating deep nulls in the channel response due to the B-SP effect. Further, when the
TDS is zero, the sum-rate across all the SCs spanning the BW grows log-quadratically
in the total number of IRS elements. (See Theorem 8.2.)

4. Optimizing the IRS locations: Having noted that the value of TDS is crucial in
determining the achievable flat channel gain, we next focus on optimizing the IRS

locations:

(a) Single UE: To minimize the TDS at a single UE, we show that it is optimal to
position the IRSs on an ellipse with the locations of BS and UE as its foci. The
optimal TDS then becomes zero. (See Theorem 8.3.)

(b) Multiple UEs: With multiple UEs located within a hotspot, we position the IRSs

over an ellipse whose foci are given by the location of the BS and the centroid of

!Note that B-SQ and B-SP effects can arise in both far-field and near-field scenarios [53]. To illustrate
our core idea, this chapter will focus on cases where the BS/UEs are in the far-field of the IRS(s).

Extensions to near-field scenarios will be considered for future work.
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the distribution of the UE locations. We derive the achievable TDS at an arbitrary
location and subsequently characterize a lower bound on the achievable sum-rate

using the distributed IRSs. (See Prop. 8.1 and Theorem 8.4.)

5. Angle diversity gain: Finally, we reveal that multiple IRSs additionally introduce
angle diversity gain due to multiple independent paths seen by the UE. In particular,
we show that the probability that the array gain equals the worst-case acceptable value
(due to the residual B-SQ) decreases exponentially with the number of IRSs. On the
other hand, the outage probability of a centralized IRS for a target SNR close to the
peak array gain is bounded away from zero as the number of IRS elements increases.

(See Theorem 8.5.)

We numerically validate our results and illustrate the efficacy of our solution in mitigating
the SW and the resulting B-SP effects. For instance, when the BW is 400 MHz around
fe = 30 GHz, with a total of 1024 IRS elements, if we use a centralized large IRS, only
12.5% of the total BW gets an array gain which is within 3 dB of the peak array gain. On
the other hand, if we deploy 8 distributed IRSs, each with 128 elements, the entire 400
MHz BW obtains an array gain that is within the 3 dB margin of the peak array gain (see
Fig. 8.6). As a result, the difference in the sum-rate obtained with the distributed IRS
and the TTD-enabled IRS (which completely eliminates the B-SP, albeit at a higher com-
plexity) is less than 0.5 bps/Hz (see Fig. 8.7.) Finally, even with finite TDS, distributed
IRS still performs far superiorly to the centralized case, with the sum-rate exhibiting log-
quadratic growth in the total number of IRS elements. (see Fig. 8.10.) Thus, distributed
IRS mitigates B-SP effects and provides the full array gain over the entire BW at almost

no added complexity.

Notation: For general notations used in this chapter, see the section on “General Mathe-
matical Notations” on page ix. For the notations/variables specific to this chapter, please

refer to Table 8.1.
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Variable| Definition Variable| Definition
S Number of IRSs A Signal wavelength at carrier frequency
M Number of elements at an IRS Nep Number of samples in the cyclic prefix
N Total number of TRS elements ] Tolerable .loss factor in ar.ray gain
due to residual beam-squint
)
M), Propagation delay in BS-IRS, IRS- nfg)’ Propagation delay in BS-IRS-s, IRS-s-
n?, n UE, cascaded links in centralized case Zs ' UE, cascaded links in distributed case
W/ Direction of arrival /departure at TRS s/ Direction of arrival/departure at IRS
w s ws . . .

from BS/to UE in centralized case -s from BS/to UE in distributed case
&/ s .Cascaded.chann.el éngle via the I.RS h(t) Impulse response of channel at a UE

in centralized /distributed scenarios

Phase shift vector at a centralized
0,0, Hlk Frequecy response of channel at a UE

’ IRS/ IRS-s in distributed scenario 4] Anecy Tep
S X -
c Velocity of light: 3 x 10® m/s ATD/ Delay spread N t.h © cha.nne.l via THS
AT, /IRS-s in centralized /distributed cases
W Bandwidth of operation )0 Ratio of transmlt. power to noise
power on subcarrier-k

K Number of subcarriers in the OFDM | o, ~, 3 | Complex ch. gains with path loss
£t Carrier frequency, basebe.md ds Radius of the region R,

frequency of kth subcarrier
d Inter-elemental spacing at the IRS ]P’,’j p-outage probability on subcarrier-%

Table 8.1: Commonly encountered variables/notations in chapter 8.

8.2 System Model

8.2.a Channel Impulse Response and Spatial-Wideband Effect

Consider the system depicted in Fig. 8.1(a), where a BS communicates with a UE, and
is assisted by an N-element IRS in the mmWave frequency band. For simplicity, and
following past work in the area, we assume that the IRS is implemented as a uniform
linear array (ULA) with inter-element spacing denoted by d [46,53,55,179]. The baseband
impulse response of the channel from the BS to the nth IRS element is given by [54]

d | | )
hin(t) = Vad (t —nM —(n—1)- sin(¢)> x emi2mfen'™) o gm2mfe(n=1)¢sinw) (8.1)
c

where a, nV, f., and 9 represent the path-loss, propagation delay in the link from BS to

a reference element (either the first or last element, depending on whether ¢ is positive
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or negative) of IRS, the carrier frequency, and the direction of arrival (DoA) of the signal
from the BS to the IRS, respectively. Finally, ¢ = 3 x 10® m/s denotes the speed of light,
and J(t) stands for the Dirac-delta function.

Similarly, the baseband impulse response of the channel from the nth IRS element to the

UE is

d , 2 . :
hon(t) = /70 (t —n® 4+ (n—1)- Sin(cu)) x emI2mlen® o i2mfe(n—1)g sin(w) (8.2)

c

where 7, 7®), and w denote the path-loss, delay, and direction of departure (DoD) from
the IRS to the UE, respectively. Hence, the effective channel from the BS to the UE is?

Z nhon(t) ® hyp(t)
2

Onh1hod (t —n—(n-— 1)d (sin(y)) — sm(w))) x 92 fe(n=1)% sin(9), (8.3)

where ﬁl = \/EG*jQWfC"(l) ﬁg = \/ﬁe*ﬂ”f”’(z) and ® stands for the convolution operator.
Further, 0,,, n £ nM 4+ 7®_ and ¢ £ sin )(sm(w) —sin(w)) denote the phase shift in-
troduced by the nth IRS element, the total propagation delay, and the effective cascaded
angle at the UE, respectively. Also, sin(; (x) is defined so that € [—1,1), the principal
argument of the inverse sine function [33|, [80, Eq. 32|. Thus, the spatial delay spread of
the channel through the IRS is

AT = (N — l)g |(sin(¢)) — sin(w))] . (8.4)

When both N and the BW (denoted by W) are large, the narrowband condition: AT <
1/W, ceases to hold. Then, the spatial delay incurred by the signal while traversing across
the IRS aperture becomes comparable to or more than the sampling duration, leading to

the spatial-wideband effect [178|. To elaborate, from (8.3), the channel frequency response

2The direct path from the BS to UE can be blocked /weak compared to the channel via the IRS, so
we do not account for direct path in our model [46].
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H( (a) hZH —j2m(n— 1) {f(sin(¢) —sin(w))+fc sin(¢) }

n=1

Uy i eI OIL)
©) \/_hOHaN (Sm {(1+(f/f.))sin(¢ )}) (8.5)

where, in (a), we absorbed 7 into receiver timing offset and defined the cascaded channel
coefficient as h 2 hihy; in (b), we set d = \./2, where ), is the carrier wavelength and
used the definition of ¢; in (¢), we defined the IRS configuration vector 8 = [0%, . .. ,HE]T,

where (+)* stands for complex conjugation and ay(-) is the array steering vector given by
an() £ VN [1, 7@ minV-Dsin] T
Therefore, considering an OFDM system with K SCs, the channel on the kth SC is

HIE) £ H(fy) = VN0 ay (sing} {(1+ (i) £) sin(0)} ) (8.6)

where f; is the baseband frequency of the kth SC, given by

w W w
fo=—5 452+ k=17,

=1,.
2 2K K ’

K.

ey
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Figure 8.2: B-SP effect at f. = 30 GHz, W = 400 MHz, ¢ = 90°.

8.2.b The Beam-split Effect

Consider the setting where a BS provides service to a UE over a wide bandwidth, W. Then,
in the presence of a large IRS, the channel coefficient on the kth SC is given in (8.6). So,

the physical angle ¢ of the cascaded channel manifests as

b5, = Sin(_gs { (1 + %) sin(qs)} (8.7)

on the kth SC, which equals ¢ only if fy = 0 or ¢ = 0. Thus, if the frequency-independent
phase shifters at the IRS are tuned at the carrier frequency, fr = 0, i.e., @ = ay(¢), they
can only beamform to ¢ over a small BW around f, = 0 % (unless ¢ = 0.) This results
in the beam-split effect, and it degrades the array gain on SCs for which f; # 0. Further,
the B-SP effect is more pronounced at a UE whose cascaded angle is ¢ = 90°. For e.g., in
Fig. 8.2, we plot the normalized channel gain, |H[k]|? vs. the SC frequency, f, when the
IRS is tuned to fr = 0. We see that only a few SCs around f; = 0 achieve the full array
gain of N2, while other SCs face a loss of at least 13 dB. In particular, B-SP reduces the

3This holds true even if the IRS is tuned at a different frequency, fi. #0.
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array gain to 0, producing deep nulls in the channel gain of SCs at frequencies

2f.
N

f NULL —

q, ¢q==+1,+£2, ... + V/ZJ;]:[J .
Moreover, the B-SP effect is exacerbated when N increases and further reduces the system
throughput. In this view, to mitigate the B-SP effect, in this chapter, we propose a
distributed IRS design using S non-colocated M-element IRSs with SM = N to limit the
degradation in the array gain across all SCs. Specifically, the number of IRS elements, M,
can be adjusted to control the B-SP effect, and the number of IRSs, S, can be chosen to
obtain an array gain of O(N?) over the complete BW. Furthermore, in this case, unless
the IRSs are positioned appropriately, the signal from each IRS experiences a different

propagation delay and leads to a non-zero temporal delay spread (TDS) in the overall

channel, as shown in Fig. 8.1(b). Then, we address the following questions.

1. Considering a TDS = 0 case, what (S, M) ensures that the worst-case B-SP results in
a loss of no more than (1 — ¢)? in the channel gain compared to the peak IRS array
gain:

{5, M} min |H K] P o)’[H[K/2]]%, (8.8)

where ¢4 denotes the cascaded angle via IRS-s and € € [0, 1) dictates the acceptable
loss in array gain relative to the center SC. Here, ¢ = 90° captures the worst-case
B-SP. Note that the condition in (8.8) ensures that the array gain is within a tolerable
and residual B-SQ controlled by e.

2. How does the solution perform when multiple IRSs cause a non-zero TDS due to signals

from each IRS arriving at the UE at different sampling time instants?

Remark 8.1. Fundamentally, the B-SP effect arises due to the interplay of using phase
shifters and SW effects at the IRS. In particular, phase shifters are effective for compensat-
ing the differential delays across the IRS aperture and form a beam only if the narrowband
condition, At < 1/W, is met [63]. However, we enforce the narrowband criterion by

limiting the number of IRS elements to retain the low complexity phased array-based IRS
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architectures for beamforming even in wideband systems. Since defining the boundary be-
tween narrowband and wideband regimes is hard in the time domain, we resolve this by
examining the B-SP effect in the frequency domain and ensuring that the narrowband

condition s satisfied.

8.3 Mitigating beam-split Via Distributed IRSs

As discussed, the B-SP effect in the frequency domain arises due to the SW effect caused
by the propagation delay across the IRS aperture in the time domain. This can be cir-
cumvented if AT¢ < 1/W is satisfied. Given the bandwidth W, this can be ensured
by reducing the number of IRS elements. However, this also has the undesirable effect
of decreasing the array gain from the IRS and, hence, the throughput. This loss can be
avoided by a distributed IRS design, as explained below.

8.3.a Parallelizing the Spatial Delays using Distributed IRSs

The advantage of a distributed design is that it parallelizes the spatial delay across the
aperture, which otherwise increases serially in the number of elements in a large centralized
IRS. In particular, partitioning and distributing a single large IRS into multiple non-
colocated smaller IRSs reduces the delay across each IRS, i.e., if an N-element IRS is split
into S IRSs with M-elements, the delay across the aperture of sth IRS is

ATP = (M —1) (d/c) |(sin(¢)s) — sin(ws))| = ATC/S, (8.9)

where 1, and w, denote the DoA and DoD at the sth IRS, respectively. Thus, the delay
across the aperture of each IRS is reduced approximately by a factor S, as shown in
Fig. 8.1(b), decreasing the influence of the SW effect. Further, in Sec. 8.5, we also show
that distributed IRSs provide angle diversity gains, making it unlikely for the worst-case

B-SP to happen at every IRS, further reducing the impact of the B-SP effect.
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8.3.b Number of Elements per IRS

We now determine the number of elements per IRS, M, which parallelizes the spatial
delay and guarantees (8.8) for the TDS = 0 case, and extend it to the TDS # 0 case in
Corollary 8.1.

Theorem 8.1. Consider a system with S non-colocated M -element IRSs with a total of
N IRS elements (i.e., SM = N) with TDS = 0. Then, the mazimum M for which the

array gain due to all IRSs on every SC is at least (1 — €)>N? is

ca 4V6e f.
M :mm{max{\‘ - WJ,l},N}, (8.10)

e € [0,1) dictates the tolerable loss in array gain w.r.t. N

Proof. See Appendix 8.A. [ |

Therefore, if N is the total number of IRS elements, then deploying at least S = N/M
IRSs with M as per Theorem 8.1 will prevent the adverse impact of the B-SP effect.

8.3.c Sum-Rate Analysis: Centralized vs. Distributed IRSs

In this section, we analyze the achievable sum-rate of the distributed design and also
analyze the achievable performance when the channel experiences a nonzero TDS.

In general, the signal arriving at the UE through each IRSs could be time-offset relative
to the UE’s timing, giving rise to a TDS in the signals arriving through the different IRSs.
For analytical tractability, we model the propagation delay via the sth IRS as a random
variable, 7y ~ U[0, Ty, independent and identically distributed (i.i.d.) across IRSs. Here,
T, is the maximum TDS that the IRSs can introduce at the UE’s location. We now
characterize the achievable sum-rate across SCs at a UE under centralized and distributed

IRS scenarios.

Theorem 8.2. In an mmWave-OFDM system with K SCs spanning a BW of W at carrier

frequency f. and a total of N IRS elements, the sum-rate at a UE with channel angle ¢
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and ¢1,...,0s under centralized and distributed IRS setups with M = M* set as per

Theorem 8.1 satisfy

K

D 1 pl~c(7}21 2 .. 9 fk .
Ro~ ———+r 1 1 N N=— 8.11
a7 NG, ; 085 ( + = sinc o, sin(¢) , ( )

and
1 K prO?
Rp>Rum 2 ————— log, [ 1+ 20 M2 (1 —€)® [S? sinc?(f,, T
D= K-l-ng; 0g2( + 3 (1 —¢)” [S?sinc?(f4To)
+3 (1 —sinc®(fTp))]) (8.12)
1 K PrO:

> REbound &~ NToe (142 h g2 (1 — ¢)? 8.13
= "‘min K+ng; 089 + o2 ( 6) ) ( )
respectively, where o = |h|>= |h|*~ ... = |hg|? is the channel gain via the IRSs', p;
and o2 are the transmit and noise power at the kth SC, and N&p, N, are the cyclic prefix

(CP) lengths in the centralized and distributed IRS setups®, which are respectively

N&p = [(N — 1)%} , N&» = [(M - 1)% + WTOW : (8.14)

where Ty is the maximum TDS induced by the IRSs at a UFE.
Proof. See Appendix 8.B. [ |

From Theorem 8.2, we observe that, unlike a centralized scenario, which results in zero
rates on many SCs, the distributed IRS provides a positive rate that scales at least as

much as O(log(SM?)) on all SCs, which guarantees a lower bound on the sum-rate given

4We consider equal path losses in the paths across all IRSs only for the sake of analysis and to present
how the performance scales with the number of IRSs and IRS elements. Our solution is applicable even

when path losses are unequal among the cascaded links through each IRS.
5The CP in OFDM is used to (a) eliminate inter-symbol interference, and (b) convert the linear

convolution with a frequency-selective channel into circular convolution, which diagonalizes the channel
in the frequency domain. However, this does not eliminate the SW effect itself. Specifically, large IRS
apertures cause significant delay spreads, which result in the B-SP effect with SC-dependent channel
variations as shown in Fig. 8.2. The gain on a given SC is still governed by the time-domain channel’s
impulse response via a Fourier transform. Thus, while CP simplifies OFDM-based signal processing, it
does not mitigate the SW-induced B-SP effects inherent to large IRSs.
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by RL-Pound i (8.13). Hence, distributed IRSs can effectively mitigate the SW and the

min
resulting B-SP effects in the system under any circumstance. We also make the following

observations from this theorem:

8.3.c.i Effect of nonzero TDS on the number of IRS elements, M*

Even in the presence of non-zero TDS in the overall channel at the UE, our design based

on Theorem 8.1 ensures that SW effect gets mitigated. We formalize this in the following.

Corollary 8.1. For a distributed IRS system having a finite TDS, the value of M given
by Theorem 8.1 still mitigates the B-SP in the sense of procuring an array gain which is

at least a (1 — €)? factor of the peak array gain obtained on SCs around f, = 0.
Proof. See Appendix 8.C. [ |

Fundamentally, the TDS does not affect the value of M used to mitigate the B-SP effects.
This is because by controlling M, we directly tune the tolerable spatial delay at each IRS,

which is independent of the presence and location of other IRSs.

8.3.c.ii Channel gain via distributed IRSs

Although the distributed IRSs provide (an almost) flat response over the entire BW, this

flat gain can go as low as O(SM?). In particular,

(a) From (8.12), the (flat) gain is dictated by M and the convex combination, S? sinc?( f,Ty)+
S(1 — sinc®(fTo)):

o If Ty < 1/W, then sinc(fyTp) =~ 1 on all SCs, ensuring a array gain of S?M? = N2
on all SCs.

o If Ty = 1/W, then sinc(fxTp) ~ 0 around the band-edge frequencies. Then, an

array gain of at least SM? is obtained over the BW of the operation.

o If fr =0, sinc(fyTy) = 1 for any Ty, and a full array gain of N? is obtained. This
is because when the IRS is tuned to the center frequency: f, = 0, for any Tj,

there exists a smaller BW around f; = 0, in which the IRS phase shifts can always
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compensate for the differential delays across the IRSs, yielding the array gain of

N2,
(b) From the above, the locations of the IRSs are important:

e If the locations of IRSs are such that T, < 1/W, then TDS = 0, and the signals
from IRSs can coherently add at the UE, giving O(N?) gain on all SCs.

e If the IRSs are positioned such that they introduce a finite TDS, then the IRSs
whose propagation delays are within the same sampling interval constructively add
the signals at the UE, and the IRSs whose propagation delays fall at different
sampling bins incoherently add the signals at the UE. This gives rise to a channel

gain fluctuation between O(SM?) and O(N?).

e Finally, if the IRSs are positioned such that the propagation delays of each IRS
fall on distinct sampling bins, giving rise to larger TDS, the signals from different
IRSs do not coherently superimpose at the UE, leading to an incoherent channel

gain that scales as O(SM?).
In summary, a distributed IRS design:

1. overcomes the SW effect in IRS-aided wideband systems without any deep-nulls in

the channel gain at the UE, and

2. results in an almost flat response whose gain varies as
Vk € [K]: O(SM?) < |H[K]]*< O(S*M? = N?),

depending on the relative location of IRSs and the TDS.

Remark 8.2 (Choice of €). The parameter € in Theorems 8.1, 8.2, which captures the
tolerable loss in the array gain across SCs, is the designer’s choice; a few suggestions are

given below.

1. The spatial range in the half-power beam width (HPBW) procures most of the array

gain of the IRS [187]. So, setting e = 1 — \/Li ensures that the HPBW of each IRS
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spans full BW at a UE. Then, the signal lies within the HPBW of a virtual array with
N = SM elements if the TDS is small.

2. In the 5G NR setting, all SCs are alloted the same modulation & coding scheme index
(MCSI) [188]. Then, an € that maps the spectral efficiencies of all SCs to the same

MCSI can be chosen to reap the full achievable throughput.

Remark 8.3. Our solution to mitigate the SW effect applies to any IRS geometry. In
particular, the aperture length, measuring the farthest distance between two IRS elements,
determines the impact of the SW effect. For instance, for a uniform planar array (UPA)
based IRS, the number of elements in Theorem 8.1 corresponds to the number of diagonal
elements of the UPA. We numerically illustrate the performance of our solution under a
UPA configuration in Fig. 8.7.

Further, when the number of IRSs increases, the number of IRS controllers also increases
i the system. On the other hand, one can still use low-pilot overhead channel estimation

algorithms with multiple IRSs, as given in [138].

8.3.d Extension to Multiple-Antenna Systems

We now extend our solution to a multi-antenna BS scenario; the approach can be easily
adapted to the setup where the UEs are also equipped with multiple antennas. We consider
an Ni-element ULA at a BS serving a UE via an N-element IRS over a bandwidth W, as
shown in Fig. 8.3. Let p,,(t) denote the precoding filter at the mth BS antenna, and g, (?)
be the cascaded channel between the mth antenna and the UE, for m € [N,|. Following

the same steps as in (8.3), we obtain

c

N
Gn(t) = > Our yhod (t i — (0= 1) (sin() - sin(w») e~ in-DEsin(0) (3 15)
n=1

where Blym = Jae I/ e’ with 777%) being the propagation delay from the mth BS antenna

to a reference IRS element, and n,, (= 7]7%) +1®) is the total propagation delay from the

mth antenna to the UE via the reference element of the IRS. By using the properties of



Chapter 8. 235

IRS

Precoding
Filter — 1

- —_——— =

i

| pa(t)

Precoding

Data = — — > ‘poeer 5

Precoding
Filter — N; N,

pn,(t)

i

Figure 8.3: System with multiple-antenna BS.

the ULA, we can express 77%) as

d
7 = D 4 (m — 1)% sin(p), (8.16)

where n(!) is the delay from the reference BS antenna to the reference IRS element, dpg is
the inter-antenna spacing at the BS, and p is the DoD of the signal at the BS. Then, we
simplify (8.15) and obtain

N
- dgs d, . -
gult) = Y- ol (t 1 (m - D)™ sin(g) — (n - )% (sin(w) sm<w>>)
< dgs d )
—j2nfe| (m—1) sin(p)+(n—1) — sin(¢)
X e ¢ ¢ . (8.17)

where 1 and h; are defined as given in (8.3). From (8.17), the overall channel experiences
a two-tier B-SP effect, one originating from the IRS and the other from the BS array—due
to SW effects at both ends. However, since the BS is not as constrained by power and
hardware limitations, it is practically feasible to equip each antenna with a TTD unit,
enabling effective compensation for the SW and the resulting B-SP effect at the BS.

Accordingly, the impulse response of the precoding filter at the mth antenna is given
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by [53]
Pm(t) = 77356 (t — 7 5) | (8.18)

where ¢,, s and 7,, gs denote the phase and delay applied at the mth antenna. Then, the

overall channel is given by
Z (1) ® it (8.19)

Substituting g,,(t) and p,,(t) from (8.17) and (8.18) into (8.19), we obtain the overall

channel expression as

= Z 0,,h1hs Z ) (t —n— — 1)@ sin(o) — (n — 1)23 (sin(¢)) — sin(w)) — vags)

C C

, dps
—ji2nfe| (m—1)
C

sin(g)+(n—1) — sin(¢)

¢ ) (8.20)

X 6j¢'m,BS X e

To mitigate the B-SP effect, we configure the TTD units as follows:

d
Tm,BS = ToBs — (M — 1)%S sin(y), and (8.21)
dps .
Gm.Bs = 27 fe(m — 1)%8 sin(¢p), (8.22)

where 7pps is a common delay applied at all the antenna elements to ensure a causal
implementation of the TTDs at the BS array. As a result, the overall channel boils down

to

d
Nt ZG hlhg (t — 1 — ToBS — (n — 1)2

x (sin(t) —sin(w))) x e~i2mfe(n=sin(@) (g 93)

which is a scaled version of the channel with a single-antenna BS (as in (8.3)), except for
an extra timing offset of 7 g, with the scaling factor equal to the number of BS antennas.
Thus, the results we develop in this chapter identically hold for any number of antennas at

the BS, without changing the core contributions and the main conclusions of the chapter.
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8.4 Optimizing the Locations of Distributed IRSs

From the preceding discussions, we further make the following crucial observations. For a

channel with a large TDS,

e The achievable channel gain flattens at O(SM?), with a loss of 10log;,(S) dB from the

maximum gain of O(N?),

e The required length of the CP increases linearly with the TDS, increasing the OFDM

overheads with many IRSs.

As a consequence, selecting arbitrary locations for the IRSs results in diminished perfor-
mance compared to the maximum achievable performance (for e.g., the array gain that
scales as N2 on all SCs), despite its benefit in alleviating the SW effect and preventing deep
nulls in the channel response. Thus, we now shift our focus to optimizing the placement
of the IRSs to minimize the resulting TDS in the system.

Optimizing the locations of IRSs is critically dependent on the positions of the UE
and the BS. Further, the BS usually serves multiple non-colocated UEs, especially in
densely populated hotspot scenarios where IRSs are used to enhance service quality [104].
In such cases, determining the IRS locations based on a single UE’s location may be
suboptimal. However, since optimizing the IRS locations with multiple UEs makes the
problem intractable, we first focus on optimizing the IRS locations considering a single

UE, gain insights, and then analyze the scenario for multiple UEs.

8.4.a Optimizing the Locations of IRSs For a Single User

Let the BS be located at 0 £ [0,0]7 on the x-y plane without loss of generality. Let the
location of the UE be p = [py, p2]7 € R?, and the location of IRSs be @ = {qi, qy, . . . ,qs},

where q, € R2. Then, define the following:

To(Q) = max ([laulla+ D — aull) /e (8.24)
Toin(Q) = min_ (4P — aull2) /e (8.25)
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the maximum and minimum propagation delays from BS to the UE via the IRSs. The

TDS in the BS-UE channel is

TP(Q) £ Trax(Q) — Truin(Q).

Then, the locations of the IRSs can be found as

Q" £ {q},qs,....q5} = arg min P(Q). (P1)

We have the following result that solves the problem in (P1).

Theorem 8.3. When BS and UE are located at points O and p, respectively, the optimal
locations of IRSs (a7, ...,q%) as the solution to (P1) satisfy the equation:

2
gpla) £ HRi,p (q - g) , 1=0, (8.26)
where we define w = tan™" <@) , and
P
2 cos(w) 2 sin(w)
R}, 2 i > 8.27
wp 2sin(w) 2 cos(w) , (8.27)

VA =IplE VA —pl3

with A € Ry being a constant satisfying X > ||p|l2. Further, when the points in Q sat-
isfy (8.26), the optimal TDS is TP = 0.

Proof. See Appendix 8.D. [ |

From Theorem 8.3, we note that for a point-point system, the geometric locus of all
optimal IRS locations belongs to a family of confocal ellipses, with the BS and UE located
at their foci. Specifically, we can choose any A > |[|p|l2, as per the required distance
between the BS/UE and IRSs, and find S distinct solutions to (8.26); these provide a set
of IRS locations that solve (P1). Then, the TDS can be avoided entirely (i.e., Ty = 0
in (8.12)), in turn ensuring the maximum array gain scaling of O(N?) on all SCs.

More intuitively, a centralized IRS leads to a non-negligible spatial delay spread in the
channel, causing the SW effects. On the other hand, a distributed IRS splits a single
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IRS into several non-colocated IRSs with fewer elements each that are placed on the
circumference of an ellipse, as described in Theorem 8.3. This ensures that the IRSs do
not cause significant spatial or temporal delay spread, resulting in a nearly flat response

over the full BW at the peak array gain.

8.4.b Performance with Multiple Users

Note that Theorem 8.3 cannot be used to determine the IRS locations that are jointly

optimal to multiple UEs because:

1. Unless the UEs are colocated, the locations given by (8.26) are not optimal to all the
UEs, i.e., no single solution exists for IRS locations so that the TDS in the channels

at all UEs can simultaneously be minimized to 77" = 0.

2. Even if the optimization problem in (P1) is solved for each scheduled UE, the solu-
tions are not practically realizable because the locations of IRSs are typically fixed

once deployed and do not change with time.

To that end, we adopt a reasonable choice of IRS locations that minimize the TDS across
all the UEs, as explained next.

We now consider a scenario where the BS serves multiple UEs located in a small square
hotspot region, assisted by the distributed IRSs. In this case, a metric of interest is the
TDS computed using the propagation delays averaged over the distribution of UE locations
within the hotspot area. The expected value of the propagation delay of a path from the
BS to UE via an IRS placed at q is

7(a) = Ep~y, [lall2+p — all2] /¢,

where p and f;, denote the UE location and its distribution, respectively. We now make

the following observation:

Eps, [lall2+llp = all2] = llallz+[Ep~r, [P] — all2; (8.28)

where we used the Jensen’s approximation over the convex ||-|| norm. Note that this
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Figure 8.4: Geometric locus of IRS locations in the presence of multiple UEs.

approximation is accurate when the sum-variance of the components of p is small, e.g.,
when the UEs are clustered in a hotspot region around a central point, as is the case in
typical IRS deployments [104]. Now, using (8.28) yields propagation delays via the IRSs
similar to (8.24) and (8.25), except that the UE location, p, is replaced by the centroid
of the distribution of the UE locations, p £ E. f,P]. Thus, Theorem 8.3 can be re-used
for multiple UEs also: when multiple UEs are randomly distributed in a hotspot zone,
a pragmatic choice of IRS locations is to place them on an ellipse with foci at BS and
C = E[p], the centroid of the UE distribution, f,(p),p € R4, as shown in Fig. 8.4. Then,
a natural question is: What is the TDS at a UE arbitrarily located in the hotspot area?
We have the following result.

Proposition 8.1. Consider S distributed IRSs with M elements each, such that the IRSs
are positioned at qi,9qs,...,qs which lie on ellipse whose focal points are given by the
locations of the BS and the centroid, p (i.e., the IRS locations satisfy g p(q) = 0 in (8.26),
for some X satisfying A > ||plla.) Then the TDS at a UE located within the hotspot at a
distance r (in meters) from the centroid, and at an angle p, measured anticlockwise w.r.t.

the magjor axis of the ellipse, s

2 S 5 s — Vg
Ar = Lsin (gp—l— VS;_V ) sin (V 5 VS) ) (8.29)
Cc
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where v, £ sin™! (% sin(xs)> , c=3x10% m/s, S £ argmax<,<g 1 cos(vs + ),
s — P||2 T
52 argmini<,<g 7 cos(vs + @), and x, = tan™! (%) —tan~! (%)
sl 1
Proof. See Appendix 8.F. [ |

From Proposition 8.1, we see that the TDS at an arbitrary UE scales at most linearly
with the distance between the UE and the centroid within the hotspot zone. In particular,
if the UE is located in a square hotspot zone with side length 2dj, the maximum TDS
experienced at a UE is AT = MTMO and is obtained when the UE is located at a corner of
the hotspot region and ¢ + (vg + v5)/2 = vs — vg = 7/2. The minimum TDS is 0 and is
obtained when the UE is at the centroid (r = 0) or ¢ + (vg + v;)/2 is an integer multiple
of m. In the sequel, for a given deployment of the IRSs, we model the TDS as a random
variable A7 iLd. U[0,2v/2dy/c] across UEs. Then, similar to Theorem 8.2, we characterize

the average sum-rate obtained under a time-division multiple access (TDMA) of UEs over

the hotspot region in the following result.

Theorem 8.4. Consider an mmWave OFDM system with K SCs where a BS serves UEs
within a hotspot zone of radius dy using S distributed IRSs as shown in Fig. 8.4, each with
M = M* elements as in Theorem 8.1. When the IRSs are placed on an ellipse whose focal
points are given by the locations of BS and the centroid of the hotspot zone, the average

achievable sum-rate, R%’t, within the hotspot region obeys

= 1 PO 2
R°P' > RP! £ —E ] 1 hM2 1—
D min K + ng p Og2 + ( )

X [52 sinc? (—2\/§Cd0fk> + S {1 — ginc? (—2\/§Cd0fk> }]) ,

where the parameters NBp, pr, 02, 0 and € are the same as defined in the statement of

Theorem 8.2.

Proof. For a hotspot zone shaped in the form of a square with semi-side length dy, the far-
thest distance a UE can be located from the centroid is v/2d,. Then, using Proposition 8.1,
the proof follows by setting Ty = 2v/2dy/c in Theorem 8.2. [ |
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Theorem 8.4 explicitly characterizes a lower bound on the achievable sum-rate as a
function of the parameters of the hotspot region, unlike the characterization in Theo-
rem 8.2, which is for some value of the maximum TDS, T, introduced by the IRSs.
Also, Theorem 8.2 characterizes the rate at a given UE location when the IRSs are de-
ployed such that the TDS at the UE is U0, Ty]. To obtain Theorem 8.4, we deploy the
IRSs on an ellipse and consider a UE deployed in a small hotspot region such that the
TDS across the UE locations is U[0,2v/2dy/c]. In particular, for smaller hotspot sizes,
sinc?(2v/2dy fi/c) ~ 1 — 8n2d2f2/3c®. As a result, the channel gain on each SC scales as
S? — 8m2d2 f2 (S + S?) /3¢, Thus, for a fixed M, S, the array gain at any UE within the
hotspot and not located at its centroid deviates away from the full array gain of S2M? at
no more than a rate of O(d3) when the IRSs are placed on the circumference of an ellipse
as shown in Fig. 8.4. Further, an array gain of at least SM? is obtained on all SCs, in line

with the preceding discussions.

Remark 8.4. Note that the elliptical deployment scenario as considered in this chapter
serves only as a representative use case to explicitly quantify the reduction in array gain
due to finite TDS, and does not affect the generality of the central idea pursued in this
chapter. Also, as explained earlier, this setup, where the IRSs serve a dense hotspot of
UEs, is a well-recognized use case to reap the benefits of the IRS in the literature [104,189).
In this view, even when UEs are arbitrarily located, our results still hold in the sense that

the radius of the hotspot can be appropriately scaled by the maximum UE-IRS distance.

8.5 Distributed IRSs Enable Angle Diversity

Thus far, we have discussed the advantages of a distributed design in mitigating the SW
effects by parallelizing the spatial delays. Yet another useful characteristic of a distributed
implementation is the diversity benefits that multiple IRSs can bring into the system [125].
In light of this, we now demonstrate a different flavor of how distributed IRSs can aid

in mitigating the SW effects. Specifically, in the following, we evaluate the p-outage



Chapter 8. 243

A
y-axis
i A
5 oA
o e RO
v T entroi
: O(p/2)
o w x-axis
B U U U RIPPURPRR >
F.(0) BS

Figure 8.5: Computing the TDS at an arbitrary UE.
probability on SC-k, k =1,..., K, defined as

Pr 2 Pr({¢1,....0s: [H[K]|* < p}), (8.30)

where H[k] is UE’s channel on SC-k. Our result shows that as long as the target channel
gain is below an upper bound p¥, the outage probability decreases exponentially with the
number of IRSs deployed. On the other hand, the outage probability of a centralized IRS

is bounded away from zero regardless of the value of N, the number of IRS elements.

Theorem 8.5. Let the IRSs be tuned to match the cascaded channel angle on the carrier

frequency, i.e., at fr = 0. Then, on SC-k, the p-outage probability

1. of an M-element S-distributed IRSs obeys

2

VIR
—25 1- SMg min 2M2f2 —uR
Ph<e T ) A .0 € (0,0p), (8.31)

2 2 r2 : (2) : (1)
k A 2 Q2¢2( ~min)2 maz N M fk maz & 1 sm(?qﬁs )—sm<2¢5 )
where pj, = M*S*E* (o) <1—MX ng);/ix _gé?éf{i_ 4(¢gz)_¢g1)>

and [¢§”, ¢§2)] denotes the cascaded angular range of the area as seen by the sth IRS,

o™ 2 min,|h|, and € € (0,1) is a constant.
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2. of an N-element centralized IRS obeys

1 . 2fc(7h 4f202
Pr>1— — ! > —Jeh 8.32
7= % {Sm (mﬁ)}’ ore= g (532

k€0
where [—¢g, po| C [—7/2,7/2] is the cascaded angular range of the area as seen by the

IRS, and cy = sin(gy).°

Proof. See Appendix 8.F. [ ]

Thus, with high probability, while a centralized IRS severely degrades the achievable
array gain due to the SW effect, a distributed IRS prevents the adverse impact of the B-
SP effect. The exponential fall of IP”; in S with distributed IRSs is due to the angle diversity
provided by multiple IRSs, i.e., each IRS provides a path at the UE whose cascaded angle
is independent of other IRSs. This advantage is in addition to parallelizing the spatial
delays across the IRSs.

The upper bound on the target array gain, p%, is the product of M?252£%(o"")?, the maxi-
mum array gain obtainable from S TRSs with M elements each, and (1 — (ug™>m?M? f2 /24 f2)),
which captures the unavoidable loss in array gain due to the spatial delay spread incurred
by an M-element IRS. The value of the 2nd term depends on the angular range [¢gl), ¢§2)]
seen by the IRSs. If the interval is narrow and concentrated about 0, then this term
is nearly 1. Also, as u2®™ decreases, the outage probability in (8.31) decreases and p%,
increases, allowing for better channel gains from the system. On the other hand, in the
centralized scenario, as N increases, the SW effect kicks in, and the outage probability
in (8.32) at any f; other than the central SC remains bounded away from zero for all
p = O(N?). Notably, as the angular range widens, the outage probability becomes high

even at moderate target SNR.
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Figure 8.6: Mitigating B-SP effects via distributed IRSs for N = 1024.

8.6 Numerical Results and Discussions

We now illustrate our findings through Monte Carlo simulations. Unless mentioned other-
wise, the BS is positioned at the origin 0, while the UE can be located within a rectangular
hotspot region R, with diagonally opposite corners specified by [90,30]7 and [110,50]%.
The multiple IRSs are located on an ellipse with A = 140. The path loss for each link
is modeled as PL = Cy(d,et/d)X, where Cy = —50 dB is the reference path loss measured
at d.er = 1 meter, d is the link distance, and x is the path-loss exponent, set equal to 2
for both BS-IRS and IRS-UE links. We consider an OFDM system with W = 400 MHz,
K = 2000 SCs, and f. = 30 GHz, assisted by an IRS with N = 1024 elements [80,121,190].
Further, we consider a transmit SNR of P/c? =130 dB.

6We consider a symmetrical angular range for ease of presentation. The approach easily extends to
any arbitrary angular interval.
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Figure 8.7: Sum-rate vs. Transmit SNR.

8.6.a Results for Zero Temporal Delay Spread: Ty =0

Channel gain

For the zero TDS scenario, we consider that the UE is located at p = Ep, [p], the centroid
of the distribution of UE locations within the region R,. In this case, since the IRSs are
positioned as per Theorem 8.3, the signals via the paths from all the IRSs arrive at the
UE simultaneously, leading to zero TDS. In Fig. 8.6, we plot the channel gain (normalized
by the path loss) at the UE vs. the baseband SC frequency for different values of M, the
number of elements at each IRS. Each curve corresponds to the system with S = N/M
IRSs, where the IRSs are positioned on the ellipse such that ¢, = 90° Vs, capturing the
worst-case B-SP effect. First, for M = 1024, S = 1, which denotes the centralized IRS
case, the channel obtains the full array gain of N2 only at fi = 0 (i.e., at f.) and decays
by several dB on SCs away from f; = 0, illustrating the B-SP effect. When M < N i.e.,
S > 1, the channel gain becomes flatter across the BW and eventually achieves the full-

array gain of N2 on all SCs, illustrating the mitigation of the B-SP effect using multiple
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Figure 8.8: TDS vs. dj for different number of IRSs, S.

distributed IRSs. We also validate Theorem 8.1 (marked as “Theorem 1” on the plot) for
e ~ 0.3, which ensures that the channel gain on all SCs is within the HPBW of the IRS
beam (note the 3 dB mark.) Using (8.10), e = 0.3, we get M = 128, and we plot the
channel gain for this system and benchmark it with the theoretical gain of (1 — €)* N2,

The gain is clearly above the benchmark on all SCs, in line with Theorem 8.1.

8.6.a.i Sum-rate

Next, in Fig. 8.7, we plot the achievable sum-rate vs. the transmit SNR P/o? for the
distributed system and contrast it with the centralized IRS setup, under uniform transmit
power allocation across the SCs. We consider systems with M = 100, 175,250, which
correspond to channel gains that are at least 66%, 20%, and 2% of the peak array gain of
N2 over the entire BW. The sum-rate of the distributed setup is better than the centralized

version, and this gets more pronounced as M decreases. The reasons for this are twofold:

1. The B-SP effect reduces in the distributed setup due to the smaller aperture delays
and angle diversity effects (Sec. 8.3.a and Sec. 8.5.) So, the per-SC rate and the overall

sum-rate increase as S (M) increases (decreases.)
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Figure 8.9: Mitigating B-SP effects with finite TDS for A = 3 dB.

2. The CP overheads are larger in the centralized case compared to the distributed case.
This is due to parallelizing aperture delays, resulting in a smaller channel delay spread

in the latter. Thus, the centralized IRS suffers a further loss in the achievable sum-rate.

The plot also confirms that the scaling law derived in Theorem 8.2 indeed lower-bounds
the achievable rate for the distributed IRS scenario. Further, we compare the performance
of the distributed IRS solution against the existing approach of using TTDs as described
in [52-55,181|. TTDs apply an additional delay at each IRS element and counteract the
signal delay across the IRS, thereby eliminating the SW and the resulting B-SP effects.
However, this comes at the cost of additional complexities: 1) the number of TTDs scales
with N, requiring more hardware & space; 2) high-resolution TTDs are needed for precise
delay compensation, which consumes power, and 3) a sophisticated full duplex capability
at the IRS to simultaneously receive, delay and reflect signals toward the UE, all of which
defeats the energy-efficient nature of IRSs. From Fig. 8.7, the distributed IRS achieves the
same performance as that obtained using TTDs without any extra complexity. Finally,
we demonstrate that our approach achieves better performance than an N/4 x 4 UPA in

place of the ULA. Although a UPA-based IRS outperforms its ULA counterpart with the
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same N owing to the reduced impact of the B-SP effect in the former [185], it does not
fully eliminate the B-SP effect. In contrast, our approach is IRS geometry agnostic and

effectively mitigates the B-SP effect to deliver superior performance.

8.6.b Results for Non-zero Temporal Delay Spread: 7 > 0

We now analyze how distributed IRSs can alleviate the B-SP effect even when the IRSs
introduce non-zero TDS in the channel at the UE located at an arbitrary location within

the hotspot zone R, of radius dy, as illustrated in Fig. 8.4.

8.6.b.i Amount of TDS

We first assess the amount of TDS experienced by a UE located away from the centroid. In
Fig. 8.8, we plot TDS versus dj for different S, the number of IRSs, considering two distri-
butions for the UE locations: 1) a uniform distribution within R, and 2) a 2-dimensional
truncated Gaussian distribution with mean p and standard deviation oy = dy/3, with its
support being Sy = {p € R? : ||p — P||w< do}. We observe that both the average TDS

and the maximum TDS increase as dy increases. This is because the IRS placements are
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optimized to achieve zero TDS only at the centroid of the location distribution within R,
and the TDS increases as we move away from the centroid (see Proposition 8.1). Further-
more, since the truncated Gaussian distribution is more concentrated around the centroid
than the uniform distribution, the TDS in the former is smaller than that in the latter, but
both are well upper-bounded by the maximum TDS predicted by Proposition 8.1 (marked
as “Prop. 1”7 on the plot.)

8.6.b.ii Channel gain

In Fig. 8.9, considering the worst-case B-SP effect, we plot the channel gain vs. the SC
frequency for different values of Ty. The sampling time is Ty, = 1/W = 2.5 x 1072 seconds.
We also plot the following equations:

pr: gi(fi) = N% fiy € [=W)/2,W/2].

0:go(fe) = (1 — €)2M? [S2h2(1071) + 5 (1 — h2(1071))]
Uy g3(fr) = (1 — €)2M? [S2h*(107°) + S (1 — h2(107))]
P2 ga(fr) = SM?; fi € [-W/2,W/2)].

U+ g5(fi) = (1 — €)*M?* [S*h*(107%) + S (1 — h*(107%))]
O gs(fi) = (1 — €)M [S2h2(107%) + S (1 — h2(1079))]

where h?(t) = sinc?(Wt/2). The lines ¢y, fo, {3, £, represent the minimum channel gains in
non-zero TDS scenarios, unlike the zero gains that occur from the B-SP effect. As long
as Ty < Ts (i.e., when the paths from all IRSs arrive within the same sampling interval),
the IRS phase configurations can compensate for differential delays across the IRSs, and
provide a full array gain of S2M? = N2 on all SCs, with only a minor loss due to permissible
B-SQ (in this case, it is set to 3 dB.) However, when Ty, > T and as Tj increases, the
array gain over the SCs decreases and flattens below N2, as described in Theorem 8.4. For
large Tp (e.g., 107 s), the channel gain flattens at around approximately O(SM?), with
a 3 dB residual B-SQ loss. This is because, in this case, the gain at the UE is obtained
only due to the incoherent superposition of signals from the IRSs. However, at the SC

where f, = 0, since the IRSs’ phase shifts can fully compensate for any differential path
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Figure 8.11: Jain’s index, J across SCs for K = 2000.

delay, the channel gain still scales as N2. Thus, the distributed IRS effectively mitigates
the B-SP effect and ensures a flat response across the BW, even after accounting for the

nonzero TDS.

8.6.b.iii Average sum-rate

In Fig. 8.10, we evaluate the average sum-rate of the distributed IRS system, designed
for € &~ 0.3, by plotting it against the transmit SNR, P/o?, for N = 1024 and 4096. The
results are averaged over multiple UE locations within a hotspot defined by p = [80, 80]7,
dy = 12 meters, and the IRSs placed on an ellipse with A = 160. For N = 1024, the
distributed IRS significantly outperforms the centralized IRS, even after accounting for
the nonzero TDS in the former setup. Further, the curve obtained based on Theorem 8.4
(labeled “Theorem 4” on the plot) lower-bounds the empirical sum-rate, confirming the
accuracy of our analysis. Additionally, we show the worst-case lower bound on the rate
that scales as O(log(SM?)) on the plot. The gap between the achievable sum-rate and
this lower bound is high, showing that our solution can perform much better than the

incoherent gain of O(log(SM?)) on all SCs. Finally, when the number of IRS elements
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quadruples from N = 1024 to N = 4096, the rate improves by 4 bps/Hz, demonstrating
that our method achieves the full array gain of O(N?) (since log,((4N)?) = 4+ log,(N?)).
In contrast, the sum-rate using centralized IRS marginally reduces due to the B-SP effect.

8.6.b.iv  Jain’s index

Next, in Figure 8.11, we demonstrate the flatness in the channel gain across SCs by plotting

the Jain’s index as a function of Tj. The Jain’s index is calculated using the channel gains

(= |H[k]|2)2

K f HIH|!

on different SCs as

J =

We can show that % < J <1, with J = 1 achieved when the channel gains are equal
on all SCs. In Fig. 8.11, we depict Jain’s index for both the centralized and distributed
IRS setups for different values of N. For any given N, the index J for a distributed
IRS is approximately 1 for small Tj, then decreases below 1 for moderate Ty, and returns

to 1 for large Ty. This behavior can be explained as follows. For small T, the channel
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Figure 8.13: Channel gains in centralized vs. distributed IRSs.

gain uniformly scales as O(N?) on all SCs within the HPBW of the main lobe, yielding
J ~ 1. As Ty increases, the channel gain fluctuates between O(SM?) and O(S?M?) across
different SCs as illustrated in Fig. 8.9, causing 7 to drop below 1. When T becomes high,
J increases again to 1 because the channel exhibits an almost flat response within 3 dB of
the peak gain of O(SM?) due to the incoherent addition of signals from the IRSs. Since
S increases with N (M remains constant since we design the system for € ~ 0.3), the gap
between SM? and S?M? increases as N increases, leading to larger fluctuations in the
channel gain at moderate Tj. This results in a lower Jain’s index J for intermediate 7§
as N increases. Importantly, the Jain’s index obtained using a distributed IRS is much
higher than in the corresponding centralized IRS scenario, showing that the distributed
IRS can effectively flatten the channel frequency response even after accounting for the

nonzero TDS.

8.6.c Diversity Benefits of Distributed IRSs

We next showcase how distributed IRSs can also leverage diversity benefits to further

mitigate the B-SP effects in Fig. 8.12. To this end, we simulate the B-SP induced outage
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probability IP”; as a function of S for various UE location realizations. The plot clearly
shows that IP”; decreases exponentially with the number of IRSs, in line with Theorem 8.5.
Multiple IRSs provide independent paths with different channel angles, and the resulting
angle diversity makes it unlikely that all IRSs experience the worst-case spatial delay
spread. Further, IP”; decreases as p decreases, in line with the inferences from Theorem 8.5.
Note that p = N202/2¢ corresponds to an allowed loss of 3¢ dB relative to the peak array
gain of N2, Thus, larger degradation in the array gain due to the B-SP is less likely to
happen with distributed IRSs. Similarly, since the B-SP effects are less pronounced near
the center SC, ]P”; reduces as | fx| is near 0, in line with Theorem 8.5. Thus, distributed IRSs

also provide instantaneous benefits to minimize the SW and the resulting B-SP effects.

8.6.d Array Gain Using Distributed vs. Centralized IRS

Finally, in Fig. 8.13, we summarize a big picture of the solution by comparing the channel
gain obtained using a distributed IRS with the conventional centralized IRS. Distributed
IRSs can completely combat the B-SP effect and provide a significantly better array gain
on all SCs. Although the channel gain with distributed IRSs concentrates about O(SM?)
when the TDS is arbitrarily large and is less than O(N?), this still avoids deep nulls,
ensuring that the IRS can focus on the desired UE on all SCs. Even the reduced gain with
distributed IRSs due to large TDS is much better than the array gain using a centralized
IRS on all SCs other than the center SC. Thus, the distributed IRSs effectively mitigate
the SW effect (and hence the B-SP) and outperform the centralized IRS at almost no

additional complexity.

8.7 Conclusions

We tackled the issue of SW and the resulting B-SP effects in IRS-aided wideband systems
by identifying that the SW effect primarily stems from the linear increase of spatial delay
spread across the IRS aperture. In this view, we proposed a distributed IRS design that
a) parallelizes spatial delay and b) utilizes angle diversity, collectively mitigating the SW

and B-SP effects. In particular, we detailed how to determine the number of elements
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at each IRS, the number of IRSs, and the placement of the IRSs that can eliminate the
SW effects while procuring the optimal array gain over the entire BW for a given total
number of IRS elements. Our solution provides uniformly positive benefits over the full
BW at any UE with no significant complexity compared to existing methods. Potential
future work includes extending the solutions to account for near-field effects and mobility
scenarios. Another interesting direction is to extend the setup for serving multiple UEs
in a multiplexed manner using distributed IRSs in the presence of B-SP effects, and to

rigorously compare and contrast this approach with schemes that serve only a single UE.

Appendix 8.A Proof of Theorem 8.1

We begin the proof by noting that similar to (8.6), the channel at the UE on SC-k due to

S IRSs can be written as

S
HIK) =Y " VMh0"ay (¢5, ) e 72 fstn=m0), (8.33)
s=1

where ﬁs, ns, To denote the cascaded channel coefficient via the sth IRS, the propagation
delay via the sth IRS, and receiver timing offset, respectively; 8, € CM is the phase shift
vector at the sth IRS, and ¢y,  is the cascaded angle at the UE via the sth IRS on SC-£ as
given in (8.7) with ¢ being the physical angle via the sth IRS. Since we consider that the
TDS is 0, (ns —70)W < 1 holds, and hence, we drop the exponential term in (8.33). Then,
by tuning 6,, s = 1,...,.5 to the center SC at f = 0, and by invoking the Cauchy-Schwarz

(CS) inequality, we obtain the optimal phase configurations:
0, = VMe“Pay(p,), Vs=1,...,5. (8.34)

Substituting (8.34) in (8.33), we have

S 2
[HIKP= MY |hiJali(¢.)am (65,.5)] - (8.35)
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Now, when M > 1, to account for the worst-case B-SP effect, we use ¢5 = 90° as in (8.8)

and simplify the channel gain as |H[k]|*=
2

@ M2 sine? <M Ji )
2fe

S

2
> Iy

s=1

S . ,jﬂMfi

~ 1—e Je
S

: (8.36)

where, in (a), we use sin(z) ~ x for + = 7f./(2f.) < 1, and sinc(x) £ sin(rz)/72.
Clearly, at fr = 0, the response in (8.36) is maximum and decreases as f;, — £WW/2. Now

using (8.36), the condition in (8.8) becomes

. .92 fk - 2
mm{smc (M2—ﬂ>,k—1,2,...,K}2(1—e) : (8.37)

A necessary condition for (8.37) to hold is not to have a null response across the entire

BW. Since sinc?(x) = 0 when x € Z, the set of integers, from (8.37) we need to satisfy
MW/4f. <1 = M < M; = |4f./W]. (8.38)

This ensures that the channel response across the BW lies within the main lobe width of
the beam formed by the IRS at the center SC. Now, since sinc?(x) is a decreasing function

for x € [0,1], a sufficient condition for (8.37) is

[H[O]]*= [H[K]* > (1 - e)*|H[K/2]]%, ie.,

o MW 4V/Ge fe
sinc” | = L0
4 T W

(8.39)

C

)z(l—e)2 o, MSMS%

where in (b), we used the 1st order Taylor’s approximation: sinc(z) ~ 1 — w222 /6, which

is tight in the region of design interest. Now, from (8.38), and (8.39), we get
M < M* = min{M;, M5} = Mj, (8.40)

where the last step follows because for € € [0,1), My < M;. Finally, since 1 < M < N,
we modify (8.40) as
M < M

m

od 2 min{max{MQ*, 1}7 N}a
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yielding the desired result in (8.10).

Appendix 8.B Proof of Theorem 8.2

In an OFDM system with K SCs, the sum-rate is

K
> 1 Pk
2 By | ————— S log, (1 + 251 HK)2
R HIk] K+N0sz:; 0g2< +02| (k]| )]
K
(@) 1 Dk 2
o S ;ng <1+ ELE [|H K] }), (8.41)

where in (a), we used the Jensen’s approximation. We next compute E [|H[k]|?] for cen-

tralized & distributed IRSs below:

Centralized scenario: The channel gain for a centralized scenario can be found us-

ing (8.36) with M = N, S = 1. Then,

E [|H[k]|?] = N?sinc? (Néf; Sin(qb)) E[|h)?], (8.42)

and substituting the above into (8.41) yields (8.11).

Distributed scenario: Let 7, £ n, — 7y be the propagation delay of the path via the sth
IRS w.r.t the timing offset at the UE. Since (n; — 79)W < 1 may not hold always in
general, from (8.33), the channel gain at a UE on SC-k is given by

2

S
| H[k][*= ‘M 3 hslali(6,)an (¢5,.5) e 20

s=1

Similar to (8.36), the expected channel gain is E [| H[k]|?]

2
—j7rMch sin(¢s)

S
S A
s=1 1

=K —Th
— eI sin(¢s)

(8.43)




Chapter 8. 258

S 2

Z |}~ls|e*j27rfkf]s

s=1

(b)
> M? sinc? (M fokc> E

: (8.44)

where in (b), we applied the result from Theorem 8.1. We now simplify the above expec-
tation term as

S 2

Z | ﬁs‘efj%fkﬁs

s=1

E

S S S
=Y 1hP+ D 0 [hl by [E [e 2 B [ 0] L (8.45)
s=1 s=1 s/'=1

s#s’

Now we compute E [¢/2™/s:] as shown below.

. Ty . . .
To 727 fim it fkTo (pimfeTo _ o,—jmfrTo
E [ejQWfkﬁs] — i/ ej27rfk77d77 _ le k le (e € )
0

Ty To j2m fi | T J27 f
_ i | sin (7 /1, To) — i fiTo T 8.46
e s e sinc (fTo) - (8.46)
Similarly, we can show that
E [e 72k ] = e~ ™10 gine (f,Ty) - (8.47)

Using (8.46) and (8.47) in (8.45), we get

2

E = So? + S(S — 1)o sinc? (f.1p)

S
Z | ﬁ8|e—j27rfkﬁs
s=1

= 0'121 (SZ SinC2<fkT0> + S(l — SinC2<fkT0>>) .

Now, using the above in (8.44), we obtain
E [|H[K]]?] > (1 —€)*M?0;, (S?sinc®(fTp) + S(1 — sinc®(fTp))) - (8.48)

Substituting (8.48) in (8.41) and by the monotonicity of log(-), (8.12) follows. We get
(8.13) by lower bounding the convex combination: S? sinc?(f;,7p)+ S (1 —sinc?(fTp)) > S.

Next, note that the CP lengths should exceed the channel delay spread. The delay spread,
7 under centralized and distributed IRSs are A7 from (8.4), and maxge[g) {ATP + 7, }
from (8.9), respectively. In particular, the CP length in the distributed IRS case should
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account for the residual spatial delay spread and the temporal delay spread introduced by
the multiple IRSs. Then, using these expressions in the length of discrete-time channel

taps: Ncp = [WT], we get

N&p = [(N - 1) WASC—‘ , and
2fe
N&p = | max (M—l)VVASD—I—T/V~
CP 1<s<S 2fc s ,'73 ’

A

respectively, where AS® £ |sin(¢)) — sin(w)|, AS? £ |sin(t,) — sin(w,)|. Now, to satisfy
the CP requirements at any UE, we upper bound the delays and set AS® = ASP = 2,
and 75 = Ty. Then the desired CP lengths in (8.14) follow.

Appendix 8.C Proof of Corollary 8.1

When the TDS is non-negligible, we set ¢; = ¢ = ... s = 90° in (8.43) to capture the
worst case B-SP and obtain the simplified channel gain on SC-k as

2

f

S
2_ 2 s 2 k 7 =2 fris
|H[k]|?*= M?sinc (MQfC) ;|h8|e 72mfi (8.49)
Next, using (8.49), the condition in (8.8) can be simplified as
S 2 s 2
sinc? (Mfok ) > (1 —¢)? Z |ﬁs‘ / Z |ﬁ5’€—j2ﬂfkﬁs
¢ s=1 s=1
s 2
> |hsl
(a) - ~ 12 -2
> (-l L O o HhHl/S”h‘ - (8.50)
2 [hs/?
s=1
where (a) follows by the CS inequality, and in (b), we define h £ [|hy|,..., |hg|]”. Since

|h|[;< V/S|h|y [191], a sufficient condition for (8.50) becomes that given in (8.37), and

hence rest of the proof follows similar to TDS = 0 case.
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Appendix 8.D Proof of Theorem 8.3

By their definitions, we note that Tiax(Q) > Thin(Q) > 0 for all @ C R £ R?* x ... x R%
—— —

S times
In other words, TP* = 0 is the global minimum of the problem: Mingcpz TP(Q), and is

achieved by a Q* for which Ty (Q*) = Tmin(Q*). Thus, the possible global optimal set
of IRS locations, Q*, should be such that ||qs|[24||p — qs/l2= A for all s € [S] and A is
some constant. In other words, the sum-distance of the IRS from the BS and UE should
be constant across the IRS locations. Now, using [192, Page 2|, it can be shown that
an ellipse with the focal points coinciding with the locations of BS and UE satisfies this
property. Hence, the IRS locations should lie on an ellipse constructed with the BS and
UE as foci. Particularly, the equation of the ellipse is
(91 = qr0) cos(w) + (g2 — gao) sin(w))’ L (g = qo)sin(w) — (g2 — g0) cos(w))” _ 1

a? b2 ’

(8.51)

|7 is a candidate IRS location, qo = [q10, q20]T is the center of the ellipse,

where q = [¢1, ¢2
w is the angle made by the major axis of ellipse with the x-axis, a and b are lengths of the
semi-major axis and semi-minor axis, respectively. Now, with focal points given by 0 and
p, the centre of the ellipse is qp = p/2. Similarly, using the properties of the ellipse, we
can show a = \/2, b = \/)\2—7]\1)“%/2,7 and w = tan™! (py/p1), with p = [py1, po]’. Using

these values in (8.51) and compactly representing it through (8.26) completes the proof.

Appendix 8.E Proof of Proposition 8.1

To measure the TDS at an arbitrary UE located at (say) A(p), we first compute the total
propagation delay of the signal from the BS to A via the sth IRS. For convenience, we
label the locations of the BS, IRS-s, and centroid by Fy, I,, Fsy, respectively, as shown in
Fig. 8.5. For the triangle [{AF5, we apply the cosine rule [193, Sec. 12.7| to obtain

d(I,, A)? = d(I,, F2)? + d(Fa, A)? — 2d(I,, Fy) - d(Fa, A) cos(Qs), (8.52)

"Note that, by applying the triangle inequality property to the triangle formed by BS, UE, and an
IRS, it holds that A > ||p||2.
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where d(A, B) measures the distance between points A and B, and ) is the angle between

the lines I;Fy and AF,. Using (8.52), we make the following simplifications:

d(I,, A) = \/d(I,, F2)2 + 2 — 2r - d(I,, Fy) cos(Q)

= \/d(Is,F2)2 (1 + A0 2d(IS,F2) cos(Qs)>

@ q(1,, Fy) (1 - ﬁ cos{{l) +O (ﬁ))

b c
(z) d(I, Fa) — rcos(€) © d(Is, Fa) + rcos(vs + ),

where in (a), we used Taylor’s expansion: v/1 +z = 1+ /2 + O(z?); in (b), we neglected
higher order terms because the UEs are clustered in a hotspot, i.e., r < d(Is, Fs); and in
(¢), we used the fact ¢ + Qg + vs = 7 and cos(m — ) = —cos(f). As a result, the total
propagation delay in the channel at the UE from BS via the sth IRS can be written as

T =

d(Fy, 1) +d(I, A)  d(Fy, L) +d(I, Fa) + rcos(vs + p)

~

Cc C

Then, the TDS at the UE is given by A4 =

A oo AT _ _ _
ax 7. — min 7 = - (cos(vg + ) — cos(vs + @), (8.53)

where we used the constant sum-distance property of the ellipse stated in Theorem 8.3, i.e.,
d(F1,1,)+d(I, Fy) = A Vs, and the definition of S, 5 as in the statement of the Proposition.
Using the trigonometric identity of the difference between two cosines in (8.53), (8.29)

L

follows. Finally, using the sine rule [193, Sec. 12.7| in triangle FiI,Fy, we get v

sin™! ({||asll2/|las — P|l2} sin(s)), where , can be determined as x, = tan™'([qs]2/[qs]1) —
w (see Fig. 8.5.) Collecting all these terms into (8.53) completes the proof.
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Appendix 8.F Proof of Theorem 8.5

Distributed IRS: Using (8.35), the p-outage probability in (8.30) is simplified as:

< 2
]P”; @ py (Z\ﬁJCOS(Cs,k) sinc (J\;J{k sin(¢s))> +
s=1 ¢

S 2
(st\sin(@,k) sinc (]\24;% sin(¢s)>) < p/M?

s 2
< Pr <Z|l~zs|cos(g“5,k) sinc (Agfk sin(¢5))) < p/M?*}

s=1

where in (a), (,x = 7(M — 1) fysin(¢,)/2f.. By design, (s < /2, so that cos((sx) >

¢ >0, for s € [S] and some constant €. Using the definition of o™, we upper bound the

above as

S MY
IP'; < Pr (Z sinc ( ka sin(qbs)) < \/E/Mgaﬁlin> . (8.54)

s=1
Now, by using the 1st order Taylor’s series, sinc(z) > 1 —72z%/6; so, we can further upper

bound (8.54) as

S
o< ({1 avto) < i)
s=1

s
_ . VP 2417
= Pr (;Zl sin?(¢,) > {S — Mﬁaﬂ“i“} 7r2M2f,f> . (8.55)

Fors=1,...,8, ¢s ~ U[gbgl), gbgz)] are independent across IRSs, so that X, = sin?(¢,) are

also independent random variables with mean ux, = E[sin?(¢,)] given by

gg) . 2¢§2) R 2¢g1)
m o st =5 - - <4 (qbé)” S;DSS) )
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S
Let ux = 3 pux,. Then, we simplify (8.55) as:
s=1

S 2
Pk < Pr (Z — px.) {S p } ijilj;f2 _ MX> (8.56)
k

(b) > Nz 24 f2
< > C _ max .
= <Z ~hx.) {S Mga;mn} Ve e (8:57)

2452 x
(2 6_25({1 SZ\/IEUmln} 2M26f2 “r)réa )

e )

where in (b), we upper bounded the probability by lower bounding the tail in (8.56) using

max

Hx
the Hoeffding’s inequality for bounded random variables [194], i.e., 0 < X, <1 Vs € [S].

= mz[g]( px.; in (c), since p € (pf, 1), the tail value in (8.57) is positive, and we used
€

This completes the proof of (8.31).

Centralized IRS: Consider the complementary probability

2Pr({¢:|HE]” > p}). (8.58)
Upon simplifying (8.58) similar to the above, we get

]?’]; = Pr (sinc (ka;;n((ﬁ)> > ]\\[/ﬁ ) (8.59)
c Oh

(@) . ]
< Pr (|sin<¢>\s :J{;jlﬁ) 9 - sin! (:}{k %) |

where in (d), we used sinc(z) < 1/7|z|, and this upper bounds the probability in (8.59);

and in (e), for the values of p as in the statement of the theorem, with ¢ ~ U[—d¢y, po], we

used the cumulative distribution function of Y £ |sin(¢)| given by

dy, if kK € (0,¢0),

Bl %/ﬁ

with Kk = 2f.0p / 7 fry/p- Computing the complementary probability completes the proof
of (8.32) and the theorem.



9 | Wideband Beamforming in
IRS-Aided Communications:
Exploiting Beam-Split Effects via
Opportunistic OFDMA

Chapter Highlights

In wideband systems operating at mmWave frequencies, intelligent reflecting surfaces (IRSs)

equipped with many passive elements can compensate for channel propagation losses. Then, as
mentioned in Chapter 8, a phenomenon known as the beam-split (B-SP) occurs in which the
phase shifters at the IRS elements fail to beamform at a desired user equipment (UE) over the
total allotted bandwidth (BW). While B-SP is commonly regarded as a performance-limiting
impairment, in this chapter, we take an optimistic viewpoint and exploit the B-SP to improve
system performance using orthogonal frequency division multiple access (OFDMA). We first
show that, under the B-SP effect, the IRS inherently exhibits a multi-directional beamforming
behavior, directing its energy toward different spatial angles at different frequency components.
Capitalizing on this property, we then propose an opportunistic OFDMA scheme wherein the
IRS phase shifts are randomly configured, and multiple UEs are opportunistically scheduled over
different subcarriers (SCs) using a max-rate scheduling policy. We rigorously prove that, when
the number of UEs is large, the B-SP can almost surely procure the optimal array gain on all SCs
(possibly at different UEs). Subsequently, we characterize a sufficient condition on the number
of UEs to witness near-optimal gains in practical systems. Finally, we show that the proposed
OFDMA scheme enjoys multi-user diversity benefits, yielding further throughput enhancements
beyond that obtained via optimal beamforming. Numerical simulations reveal that the OFDMA
scheme outperforms the existing IRS-aided wideband beamforming solutions at low cost and

complexity.

264
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9.1 Introduction

Intelligent reflecting surfaces (IRSs) are envisioned to enhance the throughput of next-
generation wireless systems [2,176]. An IRS comprises numerous passive elements that
apply controllable phase shifts to manipulate the wireless channel between nodes. By
appropriately configuring these phase angles, the IRS can coherently combine the sig-
nal copies at the receiver (e.g., a user equipment (UE)), thereby improving the signal-
to-noise ratio (SNR) and throughput. In high-frequency bands such as millimeter waves
(mmWaves), where the propagation losses are severe, IRSs can help to enhance the channel
quality [174,195]. However, a large number of IRS elements is typically required to over-
come the multiplicative path loss experienced in the cascaded base station (BS)-IRS-UE
channel. In such cases, signal delay as it propagates across the IRS aperture may become
comparable or even exceed the sampling duration, leading to the spatial-wideband (SW)
effect, and, consequently, the beam-split (B-SP) effect in the frequency domain [178]. This
chapter rigorously analyzes how the B-SP effect alters the directional response of an IRS
and proposes an opportunistic orthogonal frequency division multiple access (OFDMA)

scheme that exploits the B-SP to enhance system performance.

9.1.a Challenges, Importance and Novelty

A key objective of the next-generation wireless systems is to deliver enhanced mobile
broadband (eMBB) connectivity to all devices, and one way to facilitate this is to per-
form communications in high-frequency bands like mmWave, where abundant spectrum is
available, which can enhance the data rates [196]. However, mmWave signals suffer from
severe propagation losses, which degrade the SNR and limit the coverage. To address this,
IRSs have been proposed to create virtual line-of-sight (LoS) links between the BS and
UE, thereby improving the signal strength [9]. As explained before, an IRS consists of
numerous passive elements with individually tunable phase shifts that allow for construc-
tive combining of the signals at the UE, in turn providing a beamforming/array gain. A
large number of IRS elements is typically used to provide sufficient beamforming gain to

compensate for the high path losses [140]. However, when a wide bandwidth (BW) is used
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in conjunction with a large IRS array, the signal propagation delay across the IRS aperture
can become comparable to or exceed the sampling period, even under LoS settings. This
violates the narrowband condition and leads to a multi-tap channel in the time domain,
and causes the beam-split (B-SP) effect, where the IRS fails to focus its beam at a given
UE over the entire BW, thereby degrading the array gain and throughput [52,54, 178].

Addressing the B-SP effect at the IRS is generally challenging because phase shifters can
only approximate delays under narrowband conditions, where beamforming by controlling
the phases is effective [63]. In wideband regimes, this approximation breaks down, making
it difficult for an IRS to coherently beamform across the entire bandwidth. This reduction
in array gain is a fundamental consequence of the fact that IRSs use phase shifters for
beamforming. Thus, it is important and non-trivial to mitigate the B-SP effect for two
main reasons: (a) the B-SP effect undermines the core advantage of using an IRS for
enhancing the throughput in mmWave bands, and (b) existing solutions for mitigating B-
SP in conventional antenna arrays cannot be directly applied to an IRS due to the passive
nature and associated hardware & power constraints at the IRS.

As explained in the sequel, most prior work treats the B-SP effect as detrimental and
advocates solutions to suppress it. In our work, we adopt a novel perspective wherein we
propose a new scheme that exploits the B-SP effect, while still limiting the loss of array

gain and improving the system performance.

9.1.b Related Work

First, most of the existing work on IRS-aided mmWave systems ignores B-SP-induced
impairments (e.g., [9,174,195]), and hence overestimates the performance of IRS-aided
wideband systems. This literature survey focuses on chapters discussing wideband effects
in IRS-aided systems.

Considering beam-squint (B-SQ), a milder form of the B-SP effect, channel estimation
and beam training methods were proposed in [46,47], while [49] explored UE localization.

IRS phase optimization to maximize sum-rate in OFDM systems was considered in [179)],
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and joint design of IRS and BS precoding for multiple-input multiple-output (MIMO) tera-
hertz systems was studied in [13,14]. The ergodic rate performance of MIMO-OFDM under
B-SQ was analyzed in [20], signal-to-interference-plus-noise ratio (SINR) maximizing IRS
configurations were derived in [180], and in [51], phase shifts are optimized to adjust the
beam widths of the IRS in an OFDMA framework. Along the lines of mitigating the SW
effect, existing works often use true time-delay (T'TD) units at the IRS to compensate for
the excess signal delay across the aperture, thereby eliminating the SW effects [52]. In [54],
the design of TTD-enabled IRS was investigated, [53] considered the use of delay-phase
units to eliminate the B-SP effects in both far-field and near-field scenarios, and in [55], the
TTDs and BS precoder were jointly optimized to maximize the sum-rate of a multi-user
system. However, using TTD units at an IRS 1) increases the number of TTD units and
demands more hardware and space; 2) increases the power consumption due to necessity
for precise delay compensation, and 3) requires a self-interference cancellation mechanism
due to the full-duplex nature of the IRS elements that have to continuously receive signals
from the BS, apply a delay, and then reflect the signal toward the UE [177|. In particular,
to the best of our knowledge, no chapter in the literature describes the hardware imple-
mentation and demonstration of a TTD-enabled IRS. Finally, in our prior work [197], also
described in Chapter 8, we show that instead of a TTD-based IRS, appropriately splitting
a large IRS into multiple distributed IRSs and placing them at carefully chosen locations
can naturally mitigate the B-SP effects without compromising on the performance and has
low complexity. However, this approach targets scheduling a single UE across the entire
BW, and the effectiveness of it to mitigate the B-SP critically depends on the placement of
IRSs relative to the BS and UE locations. Hence, this solution is well suited for scenarios
where a single UE or a cluster of UEs, such as those in a small, dense hotspot; it is less
effective when the UEs may be arbitrarily located.

In contrast with the above approaches, which aim to mitigate the B-SP effect, this chapter
explores an opportunistic OFDMA scheme that takes an optimistic view of the B-SP effect
and leverages it to enhance system performance through randomly configured IRS phase

shifts. Although [16,198] address problems related to IRS-assisted OFDMA, they focus
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on sub-6 GHz bands where B-SP effects are not significant.

9.1.c Contributions of this chapter

By revisiting the modeling of a large IRS-aided mmWave wideband system from first
principles, we first demonstrate the emergence of the B-SP effect at a given UE and how
it degrades the array gain at the UE across the BW allocated to it. We then argue that,
by the law of conservation of energy, the IRS must redirect energy towards other spatial
directions on frequencies where the IRS fails to coherently reflect towards the intended UE.

Motivated by this observation, we make the following key contributions in this chapter.

1. Directional response: We first show that an IRS configured to reflect in a specific
direction at one frequency also exhibits directionality at other angles on different fre-
quency components. We derive a closed-form expression that illustrates this directional

response of the IRS (see Lemma 9.1.)

2. Multi-directional beamforming: Using the derived directional response of the IRS,
we identify the sub-BW over which the IRS beamforms in a fixed direction while main-
taining the array gain within the half-power beamwidth. Subsequently, we show that
the B-SP effect enables the IRS to simultaneously beamform toward multiple resolvable
directions over non-overlapping sub-bands within the total system BW (see Lemma 9.2

and Theorem 9.1.)

3. Exploiting B-SP via opportunistic OFDMA: Leveraging the multi-directional
response of IRS under the B-SP effect, we show that when there are a large number of
UEs and the IRS phases are randomly sampled from an appropriate distribution, on

every subcarrier (SC), at least one UE will almost surely procure the full array gain

from the IRS (see Theorem 9.2.)

4. Scaling of number of UEs: We next determine a sufficient number of UEs to obtain
near-optimal beamforming gain across the entire BW with high probability; we show
that the number of UEs scales linearly in the number of resolvable beams formed by

the IRS (see Proposition 9.1.)
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5. Rate-scaling law: Finally, considering an opportunistic OFDMA framework which
employs a max-rate scheduler, we derive the system throughput, and show that it
not only exploits the B-SP effect and delivers full array gain on every SC but also
harnesses multi-user diversity benefits over the BW to further enhance performance.

(see Theorem 9.3.)

Through extensive numerical simulations, we validate that the proposed scheme effectively
exploits the B-SP effect to achieve full beamforming gain across all SCs, thereby signif-
icantly improving overall throughput. For example, we show that with just 20 UEs, in
a system with 1024 element IRS operating over a BW of 400 MHz centered at 30 GHz,
the proposed opportunistic OFDMA with randomized IRS configuration outperforms the
conventional round-robin (RR) scheduling-based scheme, where the entire BW is allocated
to a single UE with the IRS optimized for it. Thus, an opportunistic OFDMA framework,
even with randomly configured IRS phase coefficients, can effectively mitigate the adverse
impact of the B-SP effect from a network-level perspective while requiring low time and

computational complexities.

9.2 System Model and Problem Statement

We consider a downlink wideband mmWave system where a BS equipped with N, antennas
serves K UEs. The system uses OFDM modulation with N SCs spanning a total BW of
W centered at a carrier frequency f., and is assisted by an M-element IRS to enhance the
throughput of the system. We consider that the antenna array at the BS and the IRS are
implemented as a uniform linear array (ULA) with inter-element spacing dgg, and digs,
respectively.! For simplicity of exposition, we consider a single antenna at the UEs, and
the approach directly extends to multiple antenna UEs also. Further, due to the sparse
scattering of signals at mmWave frequencies, we model the channel between the nodes

with line-of-sight (LoS) components, as described next.

IThe ideas pursued in this chapter can be directly applied to other types of array geometries at the
BS/IRS. For example, in Remark 9.2, we discuss how the results of this chapter extend to a planar

array-based geometry.
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9.2.a Channel Model

In the downlink mode of the communication, the baseband impulse response of the channel

from the n/th antenna at BS to the mth IRS element can be written as [46]

G (t) = Qe T (¢ — 7B Y, (9.1)

n',m

where 6(t) is the Dirac-delta function, oy, ,, corresponds to the large scale channel param-
eter (accounting for the path loss) from the n’'th antenna at the BS to mth element of
the IRS, and 75! is the delay in the channel from n'th BS antenna to mth IRS element.
Similarly, the impulse response of the channel in the baseband domain from the mth IRS

element to UE-£ is given by
U (t) = Bpe 2 Tmr g (t — 71V, (9.2)

where 3, and Trlrli  denote the large-scale parameter and delay in the channel from the
mth IRS element to UE-£.
Thus, the impulse response of the overall channel from the n’th BS antenna to UE-k via

the IRS can be written as?

M
Py (t) = Zm:l ‘gmgn’,m(t) ® um,k(t) (93)
— ZMil 1m0t i B 0 (t - TE’,[m — T$k> o J2mle (Tsj,m+717lzj,k)’ (9.4)

where ® denotes the linear convolution operator, and 6,, is the reflection coefficient tuned
at the mth IRS element modeled as 6,, = (,,e’"™, where (,, and ¥J,, denote the amplitude
and phase of the reflection coefficient at mth IRS element. For simplicity, we consider that
(n=1¥Yme[M]2{1,...,M}.

Using the properties of the ULA geometry, the channel delays via the IRS relative to a

2We neglect the direct path between the BS and the UEs due to the high attenuation losses faced by
the mmWave signals [31], [80, Sec. IV.A].
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o (1) = Zfﬂ Ot m Bim k0 ( TBIO — n}fu — dl—js(m —1) (sin(y)) — sin(wk)))

BI Uy, —j27f dIRS (m—1)(sin(¢)—sin(wg))
x e izmle(m, S nd ) T 9)
reference IRS element can be expressed as:
BI Blo dirs .
Tn'om = +— c ( - ]‘) SIH(¢), (95>
d
e =Y — =2 (m — 1) sin(wy), (9.6)

where TB,IO, n,'cou are the signal propagation delays from n'th BS antenna to reference IRS

element, and reference IRS element to UE-k, respectively; ¢ = 3 x 10® m/s denotes the
speed of light; ¢ and wy, represent the direction of arrival (DoA) from the BS and departure
(DoD) towards UE-k, respectively, at the IRS. Now, using (9.5) and (9.6) in (9.4), the
channel to UE-k from the n/th BS antenna can be simplified as given in (9.7) at the top
of the next page.

Similarly, we express the delay from n/th BS antenna as

d
Bl — Bl 4 (0 — 1)%S sin(x), (9.8)

where 7Bl is the propagation delay from the reference BS antenna to the reference IRS
clement, and x is the DoD at the BS towards the IRS. Let n;, = 18" + n}fu denote the
overall propagation delay from the reference antenna at the BS to UE-k via the reference
element of the IRS. Further, since the large-scale path loss is nearly the same across the
BS/IRS array, we let a,ym ~ o, and B, = B Vn' € [Ny],m € [M] [46].

Let p,/(t) denote the response of the transmit precoding filter used at the n'th BS antenna.
Then, the effective channel at UE-£ is given by

Z B (1) ® po(t (9.9)

Now, using (9.7) in (9.9) and simplifying, the final form of h(t) can be obtained as given
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h(t) =YY 0,650 <t — g — d—is( " — 1)sin(y) — dI—Z‘S(m —1) (sin(¢) — Sin(wk)))®pn/(t)

, dps . dirs ) ,
—jomfe | ——(n'=1) sin(x)+ —— (m—1)(sin(s)) —sin(wy))
X e ¢

¢ ) . (9.10)

ATk
€ >
Sampling
< I I I > instants
| | | | QUE-k
9 q+1 - q+LM
w w w

Figure 9.1: Hlustration of SWE when the SDS A7y spans Ljs taps.

. _ ) IoU
in (9.10) on the next page, where @ £ ae727/en™ and g, £ Bue /271’ denote the

complex channel gain in the BS-IRS and IRS-UE links, respectively.

9.2.b Spatial-Wideband Effect

The expression for the channel given in (9.10) corresponds to a multipath scenario where
every BS antenna and each IRS element act as a scatterer and provide a copy of the
transmitted signal at the UE. Thus, the spatial delay spread (SDS) induced by the channel
at UE-k, denoted by A7y, is

ATy, = d—]Z’S(Nt — 1) sin(x) + @(M — 1) (sin(¢)) — sin(wy)) . (9.11)

C

Clearly, the SDS in the channel at UE-k depends on the DoD at the BS, DoA, and DoD
at the IRS: If sin(¢)) — sin(wg) = 0, and x = 0, the SDS is 0, and if sin(¢)) — sin(wy) = 2
and xy = 90°, the SDS takes the maximum value given by ATy max = (N — 1)61'%S +
2(M — 1)@. However, when the SDS becomes comparable to or exceeds Ty = 1/W, the
narrowband condition is violated and the channel becomes frequency-selective, resulting in
the spatial-wideband effect (SWE) [178]. The SWE occurs when the delay incurred by the

signal while propagating across the aperture of the BS or IRS becomes comparable to the
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sampling duration of the signal, and gives rise to a frequency-selective multi-tap channel
(see Figure 9.1). Note that the SWE arises even with pure LoS paths in the channel.
Hence, different from conventional multipath links due to multiple distributed scatterers,
the frequency-selective properties under the SWE result in a different phenomenon called

the beam-split effect, as described next.

9.2.c The Beam-Split Effect

Owing to the frequency selectivity induced by the SWE, OFDM becomes a natural choice
for the transmission of data signals. To this end, applying a Fourier transform to (9.10),
the frequency response of the channel to UE-k on a baseband frequency f (with |f|< W /2)

can be obtained as

Nt o
_ . —j27 ) (n/— sin(x
Hy(f) = apre >y e c Pu(f)
n/=1

IRS
ZM —j2(f+fo)m=1)— = (sin(¥)—sin(wr)
X (& & €

m=1

m(9.12)

where the symbols are as defined previously and P,/ (f) is the frequency response of the
filter p,/(t). Since our goal is to enhance the throughput, maximizing the channel gain

in (9.12) is desirable. In this view, by using the Cauchy-Schwarz inequality, we can obtain

\H. () < |Ui(f)|?, where

d
a2 2 me ) sin(n)
k()P 2]aBeNe|” | D e c e’’ml (9.13)
m=1

with ¢, = sin(p% (sin(¢)) — sin(wy)) being the cascaded channel angle at UE-k via the IRS,
and sin(p% () is defined such that z lies in the principal argument of the inverse sine
function, [—1,1) [33], [80, Eq. 32|. Note that, for any k, we can achieve the upper bound

|Ux(f)|? in (9.13) when

(11 B sin)
j2m ) (n'— sin(y
P.(f)=c¢ c , (9.14)
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which corresponds to the transmit filter response given by

S
d i27 fe(n'—1 sin
pur(t) = 6 (t +n— 1) sin(X)) ¢TI (9.15)

C

Interestingly, the transmit filter achieving the upper bound is independent of the UE being
served, so that the full-beamforming gain from the BS array can be obtained using a single
UE-independent precoding configuration (of course, the array gain achieved does depend
on the UE index). We refer the reader to Remark 9.1 at the end of this section for further
details on the implementation of the transmit filter in (9.15).

Suppose we tune the IRS phase to maximize the channel gain at the centre frequency,
f =0, that is, we set

Oy = j2r fo(m — 1)@ sin (). (9.16)

Then, with P,/ (f) chosen as per (9.14), the overall channel gain on a baseband frequency
f with M > 1 can be simplified as

PR - S :
= 2 —j2m —1)— sin(¢y,
[He (NP = |asN[* D0 e c

@ ‘7§|2 M? sinc? (];éf sin(gzﬁk)) : (9.17)

where in (a), we defined v< = a3, N; and the fact that sin(r) ~ z, when = = 7 fdigs sin(¢y.) /c <
A

sin(mx

1; sinc(x) ), and we set dirs = \./2, where ). is the carrier wavelength. From (9.17),

o
we see that, unless f = 0 or ¢, = 0, the UE experiences a reduced array gain relative to
the maximum value of M? at other frequency components within the BW; this is known
as the beam-split (B-SP) effect.

More generally, if we configure the IRS coefficients to form a beam at UE-k on the nth

SC of the OFDM system, n € [N], the overall channel gain at UE-k on frequency f is

M(f, — )
P 2 o Pine (2= ). (9.18
where f,, = % — % — % is the baseband frequency of nth SC. We pictorially illustrate

the adverse impact of the B-SP effect in Fig. 9.2. When the BW, or the number of IRS
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Variable| Definition Variable| Definition

M Number of elements at an IRS hi(t) Impulse response of channel at UE-%

K Total number of UEs Hi(f), | Frequency responfe of channel at UE—k’ ‘
H(k,t,f) Channel at UE-k in time slot ¢ on frequency f

N Number of subcarriers in OFDM N, Number of antennas at the BS

7-7'15{ s Delay from mth IRS element to UE-k; 77;:“7 Delay from reference (ref.) IRS elmnt. to UE-k;

TE,'M, n/th BS antenna to mth IRS element; nBlo, Ref. BS antenna to ref. IRS element;

Blo

n/th BS antenna to reference IRS element | 7k Ref. BS antenna tto UE-k via ref. IRS element
Complex ch. gains of BS-IRS,
IRS-UE-k links

T

pu(t), | Impulse/Frequency response of
P,(f) | precoding filter at nth BS antenna
Cascaded channel angle at UE-k in

br, oS p1, pay | Path loss of BS-IRS, IRS-UE-£ links

physical and normalized domain

Ratio of total transmit power to noise

X, Wk, | Angle of departure from BS-IRS; IRS to Plo?
P UE-k; angle of arrival at IRS from BS power on a subcarrier
0.9 Phase shift vector at the IRS, I Carrier frequency, baseband
"7™ | phase applied at the mth IRS element 7" | frequency of nth subcarrier
c Velocity of light: 3 x 10® m/s %74 Bandwidth of operation
dps, dirs| Inter-elemental spacing at BS/IRS A Signal wavelength at carrier frequency

Table 9.1: Commonly encountered variables/notations in chapter 9.

elements, or both, become large, the resulting degradation in array gain due to the B-SP
effect becomes a major limitation in the deployment of IRSs for wideband communication

systems.

9.2.d Problem Statement

From the above discussion, it is evident that the B-SP effect prevents a single UE from
achieving the full array gain of M? over the entire signal BW. Although the B-SP effect
can be mitigated by reducing the number of IRS elements M or the BW W, it has the
undesirable consequence of decreasing the overall system throughput. On the other hand,
intuitively, if the IRS does not form a beam in a single direction on all SCs, by the law
of conservation of energy, the reflected energy must necessarily be radiated in different
directions across the SCs. In effect, the IRS forms beams pointing towards different UEs
in the system across the SCs. Motivated by this, we propose to employ an OFDMA
scheme, where different UEs are scheduled across the SCs, thereby exploiting the B-SP

effect. Specifically, we answer the following:

1. How does the directional response of the IRS vary across the BW under the B-SP



Chapter 9. 276

effect when IRS configurations are tuned to reflect in a specific direction at a given

frequency??

2. Under the B-SP effect, develop and analyze an OFDMA scheme that schedules different

UEs on distinct SCs by formulating and solving the following scheduling problem:

Maximize the system throughput obtained over T' time slots w.r.t. all schedulers
SCH(n,t), where SCH : [N] x [T] — [K]| maps the SC index n and time slot ¢ to
UE index k:

T N
P 2
SCH nt) 2;2:1 Og2 ( NtN0'2 |H(SCH(n’t)7t7 fn)| ) 9 (PO)

where P is the total transmit power, which is divided equally across the N SCs, o2
the noise variance per SC, and H (k,t, f) is the channel to UE-k at time (slot) ¢ and
on frequency f. The factor N; accounts for the power normalization since the BS is

equipped with N, antennas.
We address these aspects in Secs. 9.3 and 9.4, respectively.

Remark 9.1 (Using true-time delay units at the BS and IRS). From (9.15), we note that
each BS antenna applies a timing advance via a TTD unit, which introduces a frequency-
dependent phase shift, followed by a frequency-independent phase. While a TTD-enabled
array is feasible at the BS, equipping each IRS element with a TTD unit to counteract
the SW effect significantly increases hardware complexity and power consumption due to
the need for high-precision delays and the requirement of a self-interference cancellation
mechanism to handle the full-duplex operation, as explained in Sec. 9.1.b. These practical

limitations restrict the applicability of TTDs at the IRS.

Remark 9.2 (Extension to other geometry). The B-SP effect arises regardless of the array
geometry employed at the BS or IRS. However, its severity is governed by the number of

3We note that B-SQ and B-SP effects can arise in both far-field and near-field scenarios [53]. For
the sake of illustrating our core idea, in this chapter, we focus on the case where the BS/UEs are in the
far-field of the IRS(s). Extension to near-field scenarios is relegated to future work.
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—5- M = 2048

— —— M = 1024
A=6dB o M — 512

=
o

Average array gain (in dB)
He Ut
e} o
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Sub-carrier frequency in baseband (in Hz) x10°

Figure 9.2: Average array gain vs. SC frequency when IRS is optimized to f, = 0 for different
number of IRS elements, M, with W = 400 MHz. Although the gain at f, = 0 increases with
M, the gain on other SCs degrades as M increases due to the B-SP effect.

elements across the array aperture. For example, in planar arrays, elements along the
diagonal contribute to the B-SP effects. Accordingly, our proposed ideas and methods
generalize to arbitrary array geometries by appropriately scaling the number of elements

across the aperture of the array geometry.

Notation: For general notations used in this chapter, see the section on “General Mathe-
matical Notations” on page ix. For the notations/variables specific to this chapter, please

refer to Table 9.1.

9.3 Beam-split Enables Multi-Directional Beamforming
at the IRS

To accurately characterize the frequency-selective properties of the channel at a UE under

the B-SP effect, we first rewrite (9.13) for digrs = A./2 compactly as follows:

o (s { (14 £ Jsinton)})

2

[He(F)I” =] , (9.19)
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where @ £ [e7791 72 . emiVu }T is the IRS configuration vector (with conjugate
phases introduced for notational compactness), and ay,(x) is the array steering response

vector of an M-element ULA oriented at the angle x given by
ay(z) 2 [1,e7mn@  emi(M-Dmsin@)] T (9.20)

9.3.a Directional Response of the IRS under B-SP effect

In Lemma 9.1 below, we determine the directional response of the IRS on the frequencies

across the BW of operation when the IRS is tuned to a given frequency within the BW.

Lemma 9.1. Let fo, fo € [—W/2,W/2| be two frequency components within the BW of
operation in the baseband domain. If the IRS is configured to reflect in a cascaded spatial

direction of ¢ at frequency fo, then, on frequency fo, the IRS reflects at a cascaded angle

b= sin(; { (%) sin(¢)} : (9.21)

Proof. See Appendix 9.A. [ |

b given by

Lemma 9.1 reinforces the fact that under the influence of the B-SP effect, the IRS can no
longer focus towards the desired UE located in a given cascaded angle over the entire BW
of operation unless ¢ = 0. However, as alluded to in Sec. 9.2.d, by the law of conservation
of energy, the IRS has to necessarily form a beam in a different direction on frequencies
other than the frequency to which the IRS is tuned, and the above lemma formally captures

this aspect.

9.3.b Frequency Response of the IRS under B-SP effect

We note that Lemma (9.1) characterizes the directional response of an IRS, specifying the
direction at which the IRS beamforms on a given frequency when it is actually tuned to
reflect in a chosen direction on a different frequency. However, if the angular shift across
two different frequencies exceeds the Rayleigh resolution limit of an array 63|, the IRS
effectively beamforms in multiple resolvable directions over the system bandwidth. In this

view, we have the following result.
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Lemma 9.2. In an M-element IRS-aided wideband system with BW equal to W, the half-
power beam width (HPBW) of the beam formed by the IRS towards the cascaded angle of

@ on frequency [ spans only a sub-band whose BW s given by

. |4 1 Je
Proof. See Appendix 9.B. [ |

We now make the following remarks based on Lemma 9.2:

1. The BW W, corresponding to the HPBW of the beam formed by the IRS in direction ¢
is independent of the tuned frequency fy. This indicates that the IRS exhibits a multi-
directional response when it is tuned to any frequency within this BW. However, W

varies with ¢ because the impact of the B-SP depends on ¢, as characterized in (9.17).

2. Even if the entire BW W is allotted to a single UE located at a physical angle of ¢,
the IRS provides the beamforming gain to this UE only over an effective BW given
by (9.22).

9.3.c The Multi-directional Beamforming

Based on the preceding discussions, when the IRS is tuned to reflect in direction ¢; at a
particular frequency, Lemma 9.1 characterizes its response across spatial directions, while
Lemma 9.2 captures its response as a function of different frequency components within
the BW. We now combine both these results and provide the main result of this section,
which establishes the multi-directional beamforming property of the IRS under the B-SP
effect.

Theorem 9.1. Consider an M -element IRS-aided wideband system operating over a band-
width of W around the carrier frequency f.. Let fr = f.— W/2 denote the lower-edge
frequency component of the band, and suppose the IRS is tuned to align with a cascaded

angle ¢1 on the 1st sub-band, whose center frequency is

N Wy, 2 1 fe
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w
fc_7

Figure 9.3: Ilustration of multi-directional beamforming with B-SP effect.

Now construct the set @y, = {¢1, ... ,@L,, + as follows:

gbg = sin(pﬁ { <L;i; ij;c> Sin(¢1)} s (= 2, ce ey L¢1, (924)

where the frequencies {f;}¢ are given by

o IR
fi=fi+—=1)/6 (1 \/5) V(e A (9.25)
forl=2,... Ly and Ly, is given by
& | MW sin(¢1)
Ly = {—1-7 T W (9.26)

Then, ®,, constitutes a set of resolvable angles, i.e., [sin(¢;) — sin(¢;)| > O (5;) fori # j,
1,7 =1,2,...,Ly,, and such that the normalized correlation response of the IRS on the
Cth sub-band obeys

1, if ¢y = @y,
2_ if oo = ¢y (9.27)

R, if ¢€/ # ¢€7

1
Per =10 |af (de)an (¢e)

V0 €[L], where k is a small number s.t. kK — 0 as M — oo. Consequently, Ly, in (9.26)

1s the number of resolvable beams formed by the IRS when it is tuned to reflect in direction

1.

Proof. See Appendix 9.C. [ |
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From Theorem 9.1, we note that the number of beams formed by the IRS, L, de-
pends on the ratio MW/ f., which is the term that controls the impact of the B-SP effect
in (9.17). Clearly, when B-SP is not negligible, MW/ f. > 1, and the number of beams
formed increases linearly with this ratio. Similarly, when the B-SP effect is negligible,
ie., MW/f. < 1, (9.26) yields L, = 1, which is consistent with the existing studies on
IRS-aided mmWave systems where the IRS is envisioned to beamform at a given UE over
the full BW [9,174,195]. To illustrate Theorem 9.2 in a practical case, consider a 5G
NR compliant IRS-aided mmWave system with M = 1024, W = 400 MHz, ¢ = 90°, and
fe =30 GHz. Then, using (9.26), we get Ly ~ 8; which means the IRS can beamform up
to 8 resolvable directions at the same time; each covering a BW equal to 400/8 = 50 MHz
and spanning the HPBW of a beam. Theorem 9.1 is pictorially illustrated in Fig. 9.3.

Capitalizing on the multi-directional beamforming, we next propose the opportunistic
OFDMA scheme that exploits the B-SP effect of the IRS to maximize the system through-

put.

9.4 Exploiting Beam Split Via Opportunistic OFDMA

Since the B-SP effect causes a degradation in the achievable array gain over the BW if
a single UE were to be scheduled over the entire BW, we propose to adopt an OFDMA
framework wherein we schedule multiple UEs on different SCs. This fits naturally into
the constraints imposed by the B-SP effect since no single UE is typically allotted the
full BW. This motivates us to exploit the B-SP effect and enhance the throughput via an
opportunistic OFDMA scheme.

To this end, we first solve for the optimal scheduler SCH(-) in (P0) and then analyze the

effectiveness of OFDMA in exploiting the B-SP effect to enhance the system performance.

9.4.a The Opportunistic OFDMA for Exploiting the Beam-Split

From (P0), we note that the scheduler SCH(n, ) is decoupled across all N SCs and 7" time
slots; thus it can equivalently posed as solving NT' independent optimization problems with

the solution to SCH(n, t) depending on only the nth SC and ¢th time slot. Then, invoking
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the monotonicity property of the log(-) function, the optimal scheduler that solves (P0) is
one that maximizes the channel gain on each SC in every slot, i.e.,

Vn € [N],t € [T], SCH®"(n,t) = argmax |H (k,t, f,)|?, (9.28)
ke[K]

and scheduler which implements (9.28) is referred to as the max-rate scheduler in the rest
of this chapter. We call the overall scheme opportunistic OFDMA because the system
opportunistically schedules different UEs across the system BW and time to maximize the
aggregate throughput, for a given IRS configuration (or sequence of configurations over
time). However, note that different IRS configurations can lead to different scheduling
outcomes and throughputs. Hence, we propose to randomly configure the IRS from a
distribution that is aware of the channel model in every time slot [103]. Now, since the
UEs can be located anywhere at random in the system, we model the sine of the cascaded
angle at different UEs as a uniform random variable: ¢S £ sin(¢y,) < &C iid: Uul-1,1j,

where < stands for “equal in distribution” [80]. Then, using [103, Sec. II1.C|, the random

IRS configurations are sampled independently across slots as
(1) = wlm — Va(t), a(t) 2 u[-1,1), ¢ € [1]. (9.29)
Further, in [199], it has been shown that randomly sampling the IRS phase angles as
per (9.29) is throughput-optimal in a narrowband setting. We use the above random
configuration in the wideband setting also, mainly because it is simple to implement (no
coordination with the BS is required), and, as we will see, it offers superlative performance.
Now, to illustrate how the B-SP effect can be exploited, using (9.29) in (9.19), we deduce
that the channel gain at the kth UE on the nth SC at time slot ¢ is given by

\H (k,t, f)|* = M?|7¢ | sine? (M (a(t) — ¢ (1 + %))) : (9.30)

Then, for a given a(t) at slot t € [T], on every SC n € [N], if there exists at least one UE

k*(t,n) € [K] such that
Jfn

a(t) = ¢S (om (1 + 7) ~ 0, (9.31)
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UE-1 D D

UE-2

Figure 9.4: Mlustration of opportunistic OFDMA by exploiting the B-SP. Different colors indicate
different frequency sub-bands.

we can nearly achieve the maximum array gain of M? for every ¢ € [T] and n € [N] by
scheduling UE k*(¢,n). This way, in mmWave bands with large bandwidth, each SC can
obtain the optimal array gain of M? in every time slot by exploiting multi-user diversity.
This is illustrated in Fig. 9.4. In Sec. 9.4.b, we formally show that under the B-SP effect
and with a large number of UEs, at least one UE almost surely achieves the full array gain
on every SC and time slot. Subsequently, we use this to analyze the achievable throughput

of the above-described opportunistic OFDMA scheme in Sec. 9.4.d.

9.4.b Eliminating B-SP via Multi-user Diversity Almost Surely

To facilitate further analysis, we define the normalized array gain, G (k,t,n), acheived by
UE-k on SC-n in slot ¢ via an M-element IRS whose configurations are randomly chosen
according to (9.29) as

€ [0, 1], (9.32)

with G/ (k,t,n) = 1 implying that a full-array gain is obtained. We then have the following

theorem.

Theorem 9.2. In an M-element IRS-aided wideband system with N subcarriers and K

UEs, when we tune the IRS using randomized configurations sampled as per (9.29), the
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normalized array gain defined in (9.32) satisfies

Lim Pr (ﬂ U {wg € [-1,1] : Gy(k,t,n) = 1}) =1 (9.33)

As a result, the IRS almost surely provides the full array gain of M? (possibly at different
UEs) over the entire BW, i.e.,

Pr ({ lim V¢ € [T],Vn € [N],3 k*(t,n) € [K] : [H(k",t, f)]* = |75

K—o0

2M2}> — 1, (9.34)

where k*(t,n) denotes UE selected at slot t and SC n.
Proof. See Appendix 9.D. [ |

Theorem 9.2 shows that the B-SP effect at the IRS can be positively leveraged to obtain
the full-array gain at multiple UEs. In hindsight, the result can be attributed to the
multi-directional beamforming capability of the IRS under the B-SP effect, as described in

Theorem 9.1, which enables the IRS to form beams across a range of spatial directions.

9.4.c How Many UEs are Sufficient in Practice?

In the previous section, we theoretically proved hat we can obtain full array gain from
the IRS as K — oo. A related question of practical interest is: Under what scaling of
the number of UEs does the near-beamforming condition hold with high probability? We

answer this next.

Proposition 9.1. Let €,§ € (0,1) be small positive constants. Consider an IRS-aided
wideband system with M reflecting elements, N subcarriers spanning a total bandwidth of

W, and a carrier frequency of f.. If the number of UEs, K, satisfies

N
In( —
K>K%— <5) : (9.35)
In|1-— V3e
M (1+ (W/2f.))

then, with probability at least 1 — ¢, there exists at least one UE on every subcarrier that

achieves an array gain of (1 — €)M?>.
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Proof. See Appendix 9.E. [ |

Based on Proposition 9.1, to effectively exploit the B-SP effect and obtain full array gain

over the BW, the minimum number of UEs, K*, scales as follows:

1. As § decreases, we target a higher probability of success. For this, the number of UEs

scales as O(In(1/6)). In particular, as § — 0, K* — 0o, consistent with Theorem 9.2.

2. Reducing e corresponds to a lower tolerance for degradation in the achievable array gain
of M?. This, in turn, requires K* to scale roughly as O(1/+/€) so that at least one UE
aligns closely with the IRS beam direction. This is again consistent with Theorem 9.2.

(see also [127, Prop. 1].)

3. As either M (the number of IRS elements) or W (system BW) increases, the B-SP
effect becomes more pronounced, leading to a larger number of IRS-formed beams, in
accordance with Theorem 9.1. Consequently, more UEs are needed so that at least one

can be scheduled corresponding to every distinct beam formed by the IRS.

In fact, when MW/2f. < 1, we can approximate —In(1 — x) ~ x in the denominator
of (9.35), and observe that K* ~ Q (MW/fc) ~ Q(Lgge ), where Lgge is the number
of resolvable beams formed by the IRS as given in (9.26) with ¢ = 90°. This is because
the system requires at least as many UEs as the maximum number of resolvable beams

that can be formed by the IRS via the B-SP effect.

We note that the requirement on the number of UEs in our design aligns well with current
wireless system practices and does not represent an additional requirement specific to our
study. Notably, one of the key wireless use-cases is massive machine-type communications

(MMTC), which is envisioned to support 10° users per km? [77].1

9.4.d Acheivable Throughput

Having established that the B-SP effect enables full array gain at different UEs across the

BW, we now derive the achievable throughput under the opportunistic OFDMA scheme

4For example, in a small cell of radius 100 m and a user activity rate of 10%, there will be a few

hundred active UEs at a given time; roughly the scale of the number of UEs we consider in this work.
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described in Sec. 9.4.a when & is modeled as a deterministic channel with |07\2 = p1 [199],
while 3, ~ CN(0,pas) represents a Rayleigh fading channel. Here, p; and py; denote
the respective path losses. For analytical tractability, we assume that all UEs experience

identical path loss, similar to [75].

Theorem 9.3. The system throughput of an OFDMA scheme in a randomly configured
IRS (as per (9.29)) aided wideband system using a maz-rate scheduler (as per (9.28)) and

equal power allocation across all SCs satisfies

. K pP 2
lim (R( >—O{W1og2 <1+WNtM mK)}) =0,

where p = pypy is the cascaded path loss across the UEs, and other symbols are as defined

earlier.
Proof. See Appendix 9.F. [ |

Theorem 9.3 confirms that a channel gain of O(M?) can indeed be obtained on all SCs
by exploiting the B-SP effects at the IRS. Further, in the presence of channel fading, we
can get an additional SNR boost by a factor of In K, which is the benefit of multi-user
diversity, similar to that derived in [103, Theorem 4] for sub-6 GHz systems on top of the

array gain from the BS antennas that scales linearly in /V;.

Remark 9.3. In our proposed scheme, to implement the opportunistic scheduler, the BS
should know the index of the UE with the best channel gain on each SC. This can be
obtained using efficient, low-complexity feedback schemes on an SC-by-SC basis. For e.g.,
the timer-feedback mechanism in [82] uses a single pilot, and on every SC, the UE with
the best channel quality feeds back to the BS much earlier than other UEs. Thus, the
proposed scheme reaps optimal IRS gains without requiring channel estimation or phase
optimization algorithms, making it attractive for implementing and performing wideband

communications using an IRS.
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Figure 9.5: Heat map of the normalized array gain as a function of angle & frequency at ¢ = 90°.

9.5 Numerical Results

We numerically illustrate the throughput enhancement obtained by exploiting the B-SP
effect via OFDMA using Monte Carlo simulations. The OFDM framework spans a band-
width of W = 400 MHz at an mmWave carrier frequency of f. = 30 GHz using N = 1024
SCs. The BS is located at (0,0) and an M = 1024 element IRS is located at (100, 100)
(meters). The UEs are uniformly distributed around the IRS such that the cascaded angles
span the interval (50°,90°). The BS uses a total transmit power of P = 40 dBm, and the
receiver noise power is 0> = —120 dBm. The path loss is modeled as PL = Cy (do/dyini )" "™,
where Cy = —60 dB is the path loss at the reference distance of dy = 1 m, dj;,y is the link
distance, and py;, denotes the path loss exponent, set to 2 and 2.2 in the BS-IRS and
IRS-UE links, respectively [46, 106].

9.5.a Multi-Directional Property of the IRS under B-SP Effect

We first illustrate the multi-directional beamforming property of the IRS given in Theo-
rem 9.1 under the B-SP effect.

In Fig. 9.5, we present a heatmap of the normalized array gain as a function of angle
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Figure 9.6: Envelope of the normalized array gain vs. SC frequency at ¢ = 90°.

and subcarrier frequency in the baseband domain. The values along the z-axis represent
the angles specified in Theorem 9.1. From the heatmap, we observe that the IRS indeed
reflects its energy in different directions as we sweep across the BW.

In Fig. 9.6, we plot the normalized gain of the IRS as a function of SC frequency when
it is configured to reflect toward ¢ = 90° at the center frequency, f, = 0. Each curve,
labeled Beam #1 to #8, represents the IRS response in a specific direction, corresponding
to the angles derived in Lemma 9.1 for f, = 0, ¢ = 90°, and f, set to { fé}fjl determined
using (9.25) from Theorem 9.1. The figure shows that the IRS achieves full array gain
in different resolvable directions (i.e., the angles which do not lie within the HPBW of
the beam formed on other angles) over distinct frequency bands centered around the
frequencies given by (9.25), thereby confirming that the IRS exhibits multi-directional
beamforming simultaneously across multiple contiguous and non-overlapping sub-bands.
Furthermore, the number of resolvable beams formed across the system BW is 8 in this
figure, which matches the theoretical value derived in Theorem 9.1.

In Fig. 9.7 and Fig. 9.8, we repeat the previous experiment with the IRS now configured
to reflect toward ¢ = 50° at the center frequency f, = 0. Similar to the earlier case,

we observe that the IRS provides beamforming gain in multiple directions across different
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Figure 9.7: Heat map of the normalized array gain as a function of angle & frequency at ¢ = 50°.

SCs, showing its ability to form several resolvable beams over the BW. However, unlike
Fig. 9.5 and Fig. 9.6, the number of beams formed across the system bandwidth is smaller
for ¢ = 50° compared to ¢ = 90°. This reduction arises because, as the reflection angle
moves away from 90°, the signal experiences a relatively smaller SDS through the IRS, as
described in (9.11). Consequently, the SWE and the resulting B-SP phenomenon become
less pronounced. According to Theorem 9.1, a weaker B-SP leads to fewer resolvable
beams. Thus, this experiment highlights that both the beamforming capability of the IRS
and the number of beams it can form depend on the angle at which it is configured to

reflect at f,, = 0.

9.5.b Performance of Opportunistic OFDMA under B-SP Effect

Leveraging the multi-directional beamforming capability of the IRS, we now turn our at-
tention to demonstrating the performance of the proposed opportunistic OFDMA scheme.
Figure 9.9 illustrates the normalized array gain averaged over the UEs vs. the baseband

SC frequency for three scenarios:

1. A single UE is scheduled in each time slot across the full BW using RR scheduling,
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where the IRS is optimized for the scheduled UE at f,, = 0 in every slot.

2. The IRS is randomly configured according to (9.29), and UEs are served via OFDMA

using a max-rate scheduler, assuming no channel fading (i.e., < is deterministic.)

3. The IRS is again randomly configured as per (9.29), but UEs are scheduled using the

max-rate scheduler while accounting for random channel fading.

In the RR case (with the curve marked as “Round-robin SU-OFDM..."), the array gain
peaks at O(M?) only at f, = 0, and significantly deteriorates at other subcarriers due to
the B-SP effect. This clearly demonstrates how a phase-shifter is not sufficient to beamform
a wideband signal. In contrast, when multiple UEs are multiplexed via OFDMA, the
average channel gain observed at the BS becomes more uniform across the BW. Notably,
in the absence of fading, the gain remains flat at its peak value of O(M?), highlighting
the advantage of leveraging B-SP through OFDMA. When channel fading is included,
the average gain increases further owing to multi-user diversity and clearly outperforms
even the peak gain achieved with RR scheduling. Finally, we also benchmark our scheme

against the widely adopted approach that employs TTD units at the IRS to mitigate the
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B-SP effect, as discussed in Sec. 9.1.b. The results show that the proposed method not
only outperforms the TTD-based scheme but also offers significant advantages in terms
of implementation. Specifically, the proposed scheme retains the use of a more practical
phased-array-based IRS and circumvents the three major sources of complexity associated
with TTD-based IRSs, as detailed in Sec. 9.1.b. This validates that our approach is a
low-complexity yet effective solution for harnessing the benefits of IRSs even in wideband
beamforming scenarios.

Next, in Fig. 9.10, we evaluate the system throughput as a function of the number of UEs,
K, for the three scenarios outlined in the previous paragraph. In the RR case, the rate
falls short of the ideal scaling O(logy(M?)) due to the B-SP effect and remains constant
with increasing K, since RR scheduling does not exploit multi-user diversity. In contrast,
with a max-rate scheduler, the rate increases with K because it opportunistically schedules
the UEs with better channel conditions. In the absence of channel fading, the throughput
exceeds that achieved under RR scheduling with as few as 20 UEs and gradually converges
to the optimal rate scaling of O(log,(M?)) for larger values of K (in fact, just K = 200
UEs are sufficient), in line with Theorem 9.2. When channel fading is present, multi-user

diversity yields an additional gain, improving the rate to O(log,(M?In K)), as predicted by
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Theorem 9.3. These results demonstrate that by leveraging the B-SP effect and employing
opportunistic scheduling across the SCs with multiple UEs, the proposed scheme achieves
near-optimal performance on all SCs simultaneously.

Finally, in Fig. 9.11, we evaluate the effectiveness of the proposed scheme by plotting
the system throughput versus the number of IRS elements (on a log-scale) for the three
scenarios. For small M, all curves exhibit a slope of 2W indicating that the full array
gain of M? is realized across all SCs spanning a BW of W. However, as M increases, the
B-SP effect becomes significant, causing the slope of the RR scheduler curve to fall below
2W. In contrast, the slope remains close to 2W for the max-rate scheduling scenarios,
confirming that the full array gain from the IRS is retained across all SCs by exploiting the
B-SP effect via opportunistic scheduling. The vertical offsets between the curves with and
without fading reflect the additional rate gains from multi-user diversity in the presence

of fading, which scale as O(logIn K).
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9.6 Conclusions

In this chapter, we demonstrated that the B-SP effect, which is typically considered a
limitation in IRS-aided wideband systems, can instead be harnessed to enhance the system
performance. We first established that, under the B-SP effect, the IRS exhibits a multi-
directional beamforming property, which enables the IRS to focus its reflected energy
toward different spatial directions on different SCs. Exploiting this property of the B-SP
effect, we showed that by employing an OFDMA framework with a max-rate scheduling
policy, it is possible to almost surely achieve the full array gain of the IRS on all SCs,
provided a sufficiently large number of UEs are present in the system. We then derived the
corresponding rate scaling laws and proved that the proposed scheme not only achieves the
optimal beamforming gain over the entire BW, but also benefits from multi-user diversity,
leading to further performance enhancements. Future directions can include integrating
fairness-aware UE scheduling and addressing quality-of-service constraints like guaranteed

rate requirements, etc.
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Appendix 9.A Proof of Lemma 9.1

From (9.19), dropping the index k for simplicity, and using the Cauchy-Schwarz inequality,
the IRS phase configuration that maximizes |H(f)|* and reflects the transmitted signal in

a cascaded angle of ¢ on frequency f, is given by

0°" = a,, <sin(p) {( ;0) sm(qs)}) . (9.36)

To determine the directional response of the IRS vector in (9.36) on another frequency o,

we first evaluate the beam-scanning function, which is defined as follows.

g(v) & 0°" ", (Sin(p% { <1 + jio) sin(l/)}> (9.37)
2
% jm(m— 1 )51n(¢) (1+ fo) sln(y)} (938)

(TM { (1 + %) sin(¢) — (1 * %) Sin(V)D (9.39)

sin (g {(1 + %) sin(¢) — <1 - %) sin(u)})
2 MrE, ((1 + %) sin(g) — (1 + ;) sin(y)> , (9.40)

where in (a), Fy/(x) is the Fejér Kernel [200], which satisfies

1+ o(M), if =0,
Fu(z) = 40, if z € Z\{0}, (9.41)
o(M), if 2 € R\Z.

Thus, to evaluate the angle at which the IRS vector has the largest response on frequency
fo, we set the argument of Fy(x) in (9.40) to 0, which upon simplification along with
letting v = ¢ yields the desired result in (9.21).
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Appendix 9.B Proof of Lemma 9.2

When the IRS is set to align with the channel at a UE whose cascaded angle is ¢ on
frequency fy, the corresponding IRS configuration vector is given by (9.36). Then, the

normalized IRS response on another frequency band centered at fo in the direction of ¢

govt 15, (sin( { ( ;2) sm(gb)})

By simplifying (9.42) similar to the proof of Lemma 9.1, we get

. sm{ (foff°>sin(¢)} ’
p(fo) = Msm{ (foff°>sin(¢)} : (9.43)

which achieves the maximum when f, = fg or ¢ = 0. Now, the frequency points corre-

can be evaluated as

2

P(fo) = L

Ve (9.42)

sponding to the HPBW of the beam formed by the IRS towards ¢ at f, can be obtained
by setting p(fo) = 0.5. Further, by using |fy — f0|/fc < 1 and sin(z) = z for z < T,

from (9.43), we obtain a simplified relation for determining the sub-BW covering the

HPBW of the beam as:
N 2
M si — 1
- ( S;nw) (fo - f)) 21 9.4

Using the 1st order Taylor’s approximation: sinc(x) ~ 1—

of our interest, (9.44) simplifies to

- p|<an2? (1—%) m (9.45)

From (9.45), we deduce that on a frequency component fo which is away from f, by a
factor of least Af,, the IRS gain response in the direction of ¢ drops below the peak gain
by at least a factor of 1/2. Therefore, (9.45) characterizes the effective one-sided bandwidth

for which appreciable array gain (corresponding to the HPBW) can be obtained from the
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IRS in the direction of ¢. Since fy can lie on either side of the frequency component

fo, (9.22) can be obtained by setting W, = 2A f, and noting that W, cannot exceed W.

Appendix 9.C Proof of Theorem 9.1

We first note that the frequencies { flf}j:‘bi form an arithmetic progression with a common
difference precisely equal to Wy, , as characterized in Lemma 9.2. According to Lemma 9.1,
the angles {gbg}jﬁi defined in (9.24) correspond to the directions in which the IRS forms
beams at frequencies fj, for £ =2,..., Ly, when the IRS is actually configured to reflect
toward the direction ¢; at frequency f.

Now, since Wy, quantifies the effective sub-BW over which the HPBW of the beam formed
by the IRS extends, a frequency separation of at least Wy, between adjacent f; ensures
that the corresponding beam directions ¢, are sufficiently separated in the angular domain,
i.e., by O(1/M), which marks the Rayleigh resolution limit of the array. Consequently,
these directions become resolvable by the IRS, and hence satisfy the resolvability condition
given in (9.27).

Finally, the total number of resolvable beams formed by the IRS across the entire band-
width when it is tuned to reflect toward ¢; at f = f] can be obtained by taking the ratio
of the total bandwidth W to the effective sub-BW W, associated with the HPBW of a
single beam. That is,

-1

_W_n LY} MWsin(oy)
() - e

which, upon simplification and rounding up to the next largest integer, denoted by L, ,

gives the expression in (9.26).
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Appendix 9.D Proof of Theorem 9.2

To prove (9.33), by using the continuity of probability, it suffices to show that

Pr (}}i_r)noo Ny {90,5 € [-1,1] : Gu(k,t,n) = 1}) =1, (9.47)

n=1k=1

N K
which means to establish that as K — oo, the event Ax = () U {cp,g e [-1,1] :

Gu(k,t,n)= 1} occurs almost surely.
Now, by involking a result from [201, Sec 7.2, Lemma 10(a)]|, a necessary and sufficient

condition for (9.47) to hold true can be rewritten as: Ve > 0,

N K
Pr (}%iinoosup U ﬂ{gp% NGu(k,t,n) — 1| > e}) = 0. (9.48)

n=1k=1

N K

Define the event A% = (N U {QO,S NG (kyt,n) — 1] < e}, and the probability of its com-
n=1k=1

plementary event is computed as

Pr((A%)°) =Pr (U m{gog G (K, t,n) — 1] > 6})

o n=1 szl
< ZPr <ﬂ{gog |Gy (k,t,n) — 1] > e})
, N ;:1 k=1
® z:“l_[ Pr ({90,5 NGu(ktn) — 1| > e}) , (9.49)
n=1 k=1

where in (a), we used the union-bound over the events associated with all the N-SCs,
and in (b), we used the fact that the events A" £ {gog DGk, t,n) — 1] < e} (and
their complements) are independent across k£ € [K]|. In the sequel, we characterize the
probability of By £ <A§’{k’">c, the complementary event of A"™. To this end, note
that

B?(k’” © {gpg - sinc? (M <a(t)— <1 + %) SDg)) <1- 6}
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298

@ {<pge [~1,1] : |a(t) — <1+%)90
={w%€[—1,1]:w2¢ (a(t)i:%)/(HE)}v

where in (c), we used the expressions in (9.32) followed by (9.30), and in (d), we used the

(9.50)

Taylor’s approximation: sinc?(z) & 1 —w22?/3, which is tight under the regime of interest
to us. Now, since ¢ ~ U[—1, 1], we can show that

(e)
Pr <B§’(k’"> Ve S <1- V3 —, (9.51)
WM<1+f—’:> 7TM<1+2—fC>
where we noted that |f,|< W/2, n € [N]. Using (9.5

1) in (9.49), we obtain

Pr(A%) ) <N [1- L

(9.52)
M (1+ 1)
Now, consider the infinite sum:

K
V3e
—~ M <1+2V£>
W
W pev 2 TN M (1 + ch)

(9.53)
where in (e), we used (9.52), and in (g), we used the formula of an infinite geometric series.

Now since we have Ve > 0, 0 < P < P%Y < oo, by using Borel-Cantelli Lemma [201,
Sec 7.3, Theorem 10(a)|, we deduce that

Ve >0, Pr <K11m sup (A})c> =0,
—00

(9.54)
which proves the statement in (9.48). Consequently, we have

Pr (}gglmA@ — Pr ( lim n:pl {gp,% L Gk, t,n) = 1}) _ 1,

(9.55)
which completes the proof of (9.33). Note that this holds for all time slots t € [T]

K—oo

. Finally,
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using the sequential definition of the almost sure convergence of random variables in (9.47),
the result in (9.34) follows. Importantly, (9.34) rigorously shows that, in every slot and
SC, despite exhibiting a B-SP, the IRS will provide a full-array gain to at least one UE
when the number of UEs is large. This completes the proof.

Appendix 9.E Proof of Proposition 9.1

We first define the “(1 — €)M? success event":
Ein 2 {ek € [-11]: Gu(k,t,n) > 1 — ¢}, (9.56)

that denotes the event that the array gain on SC-n at UE-k is at least (1 — ¢)M? at some
time ¢. Since the success of the overall scheme is determined by obtaining a near-optimal
array gain for at least one UE, we define the overall probability of (1 —€)M? success event
as

succ - (ﬂ U gk n) : (957)

n=1k=1
Note that the above probability is exactly the probability of the event, A% defined af-

ter (9.48) in the proof of Theorem 9.2. Thus, by directly using the expression given

n (9.52), we get
K

P >1-N|1- CT (9.58)

M (1+ 1)

Finally, by substituting for PS.. = 1—49, and upon rearranging the terms above, we obtain

the desired expression in (9.35).

Appendix 9.F Proof of Theorem 9.3

Note that the throughput under equal power allocation across all SCs (from (P0)) with a

max-rate scheduler is

T N
RE = ZZ—log P max|H (k,t, f,))? ) . (9.59)
et 2\ " NiNoE kel "
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Now, considering that the channels are jointly stationary and ergodic and using Jensen’s
approximation over the log,(-) function, we simplify (9.59) as Ryr =~

Y w P

R 2 Z ~ log, (1 + WE [£%|H(k}, t, fn)|2D . (9.60)

n=1

To characterize the expectation in (9.60), using (9.30), we can show that |H (k. ¢, f,)|*=

M2NZpips 5| sine? (M <a(t) — S (1 + %))) : (9.61)
with v¢ £ \/p1paNef, where 3¢ iid. CN(0,1) and p2 = pay Vk under the equal path
loss assumption. From Theorem 9.2, as K — oo, we know that on every SC, at least one
UE will be in near-beamforming configuration. Then, the maximum of the terms given
in (9.61) is the maximum over the channel gains among those UEs for whom the IRS
phases are in near-beamforming configurations (i.e., for those UEs for whom |H (k. t, f,,)|*=
M?*N}p1pa Hﬂz) Thus, we have

E H 2| ~ M2N2p, poE 517 1). 62
s H ) n® [max 56| + o) (9.62

Now, to characterize the expected value of the order statistic in (9.62), we first recognize
that Hﬂg is an exponential random variable with mean 1, and then by using results from
extreme value theory [103, Lemma 3|, we can show that, for large K, maxjcx) Hﬂz ZTOwWsS
as lx, where F(lg) = 1 — « with F(z) = 1 — e”#, which is the cumulative distribution
function of a unit mean exponential random variable. Then, using the value of lx =
In K in (9.62), and substituting the resulting expression in (9.60), we can show that the
throughput scales as

P
R®) <Wlog, 1+ 2 NM?*InK |, (9.63)
No?

which is restated in the statement of the theorem.
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Chapter Highlights

Exploiting the benefits of intelligent reflecting surfaces (IRSs) requires optimizing the discrete

reflection coefficients of the IRS elements, which crucially depend on the availability of accu-
rate channel state information (CSI) of all links in the system. Further, in wideband systems
employing orthogonal frequency division multiplexing (OFDM), a given IRS configuration can-
not be simultaneously optimal for all the subcarriers, and hence, the phase optimization is not
straightforward.

In this final technical chapter of the thesis, we propose a novel IRS phase configuration scheme
in OFDM systems by first leveraging the sparsity of the channel in the angular domain to es-
timate the CSI using a simultaneous orthogonal matching pursuit (SOMP) algorithm, which
incurs low-pilot overheads and then devising a novel and computationally efficient binary IRS
phase configuration algorithm using majorization-minimization (MM). The key highlight of this
technique is that it directly optimizes the sum-rate across the OFDM subcarriers at a given UE,
as opposed to the existing sub-optimal approaches to maximize an upper bound on the sum-rate.
The proposed MM approach addresses the original problem by reformulating it into a sequence of
sub-problems derived using a series of matrix inequalities, each of which can be efficiently solved
in closed form. Simulation results illustrate the efficacy of the approach in comparison with the

state-of-the-art.
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10.1 Introduction

The use of intelligent reflecting surfaces (IRSs) for enhancing the throughput and cov-
erage of wireless communications is a topic of intense research [2,69]. IRSs are made
of passive meta-material elements, and by optimizing the reflection coefficient at every
IRS element, we can improve the data rate, especially in mmWave bands. However, this
requires accurate knowledge of the channel state information (CSI) of all the links in
the system, which is resource-intensive and computationally expensive to acquire. For
example, least squares (LS) channel estimation [202] incurs a pilot overhead that grows
linearly with the number of IRS elements. Moreover, optimizing the IRS configuration
for OFDM-based wideband communications is challenging because the discrete-valued re-
flection coefficients need to be chosen to maximize the sum rate across all subcarriers.
In this direction, a few IRS phase optimization methods in an OFDM framework have
been developed [202,203]; but due to the underlying complicated objective function, they
optimize an upper bound on the sum rate, potentially making the solution suboptimal.
Further, using LS-based channel estimation makes the overall procedure complex in terms
of both time and computations.

In this work, we propose a powerful and elegant solution for optimizing the IRS reflec-
tion coefficients (or phase angles) that directly maximizes the sum rate in single-input
single-output (SISO)-OFDM systems and a low pilot overhead CSI estimation procedure
that exploits the underlying joint row-sparsity in the channel. For ease of exposition, we
consider the IRS phases to be sampled from a binary set {—1,+1}, but we briefly discuss
the extension to the case of arbitrary discrete phase angles in Remark 10.2.

The specific contributions of this chapter are as follows. We first develop a low pilot
overhead channel estimation algorithm by leveraging the sparsity in the OFDM channel
induced by the IRS. To elaborate, the cascaded BS-IRS and IRS-UE channels are sparse
in the angular domain and further exhibit joint row sparsity across the OFDM subcarriers.
We exploit this to estimate the CSI using the simultaneous orthogonal matching pursuit

(SOMP) algorithm [204]. Next, we propose a novel and computationally efficient binary
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phase optimization procedure for IRS-assisted OFDM systems using the majorization-
minimization (MM) [67] and directly optimize the sum rate. The key novelty of using an
MM-based approach is finding a lower bound on the non-convex sum rate that is tight at
the current iterate and amenable to optimization via closed-form solutions. We develop
such bounds using a series of matrix inequalities and eventually provide a closed-form
solution to the inner optimization problem.

We empirically evaluate the performance of the IRS configuration algorithm in Sec. 10.4
and compare it with existing approaches. The results show that using SOMP for channel
estimation reduces the pilot overhead by 96% while achieving a lower normalized mean
squared error (NMSE) compared to the LS estimate. Also, by directly optimizing the sum
rate, our binary IRS phase optimization algorithm offers 10% better sum rate, on average,
compared to the method in [203|, where the authors optimize an upper bound on the sum
rate, with the computational complexity of two methods being similar. Also, the proposed
method achieves the same average sum rate as [203] with a reduction in SNR by ~ 21.5%,

illustrating that it is a promising approach to IRS phase configuration.

Notation: For general notations used in this chapter, see the section on “General Mathe-
matical Notations” on page ix. For the notations/variables specific to this chapter, please

refer to Table 10.1.

10.2 System Model

We consider a wideband OFDM communication link between a single antenna base station
(BS) and a single antenna user equipment (UE) in a wireless environment equipped with
an N-element IRS, as in [70]. Let z[n] denote the baseband signal transmitted by the BS

in the discrete-time domain. The downlink signal y[n| received at the UE is given by

M—

yln] = helllzn — €] + wln], (10.1)

—_
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Variable| Definition Variable| Definition
N Number of IRS elements Ly Total number of direct paths
M No. of taps in the time-domain channel | L, No. of paths from BS to IRS
0 IRS phase shift vector Ly No. of paths from IRS to UE
K Number of OFDM sub-carriers Ba Path loss in link-z
A\ Cascaded channel vector in fth tap o Direction of arrival in £,th
path from BS to IRS
half] Direct channel in the ¢th tap b, Direction of departure in £,th
path at the IRS to UE
he[l] Overall ch.annel in fth tap P Total transmit power at BS
parameterized by 6
B Bandwidth of the signal Ny Noise power spectral density
n Propagation delay of 1st path hy, Composite channel on subcarrier-k
Angle of the cascaded path corr.
Tdt Delay of ¢th direct path Wey 5 to /1th path from BS to IRS, and
lyth path from IRS to UE in mth tap
Delay in the cascaded path Cascaded channel gain corresponding

Tro 4, | corresponding to the f1th path from BS | v, 6,0, | to ¢1th path from BS to IRS, and
to IRS and />th path from IRS to UE lyth path from IRS to UE in mth tap

Table 10.1: Commonly encountered variables/notations in chapter 10. Note: All variables with a

bar on top of them denote the frequency-domain representations of the time-domain expressions.

where {hg[f]}1y" is the M-tap time-domain impulse response of the channel, which de-
pends on the fading coefficients and the IRS phase configuration 6, and w[n] ~ CN (0, Ny)
is the independent and identically distributed (i.i.d.) AWGN. In an OFDM setup with
K subcarriers (M < K), denoting the K-point discrete Fourier transform (DFT) of the
received signal after removing the cyclic prefix, the impulse response of the channel, the
transmitted signal, and noise by ¥, hg, X, and W, respectively, all K x 1 complex vectors,

we can rewrite (10.1) in the frequency domain as
y=hyOx+W. (10.2)
We model the ¢th tap of the time-domain channel in (10.1) as
he[l] = hall] + v} 6, (10.3)

where hy[f] is the fth tap in the direct path (not involving the IRS), v, € C¥ is the
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cascaded channel vector! in the /th tap via each of the N elements, and 8 denotes the IRS
phase configuration, i.e., the reflection coefficients programmed in the N IRS elements,

with entries in {—1,+1}. Consequently,

hd[O] + ng
hy =F : = Fh, +FV7'9, (10.4)
~~~ e
halM — 1] + vi, .0 thy  SVTO
where hy = [h4[0], ..., ha[M —1]]7, V = [vo,...,vy_1] € CV*M F is a matrix containing

the first M columns of the K x K DFT matrix. Now, we model the direct path as

L, sinc(0 4+ B(n — 7ay))

h, = Zﬂd,z : ; (10.5)
sinc(M — 1+ B(n — Taz))

where L4 is the number of propagation paths, 34, is the path gain of the /th path, and B,
n, and 74, denote the system bandwidth, common delay applied at the receiver for time
synchronization, and the propagation delay in the /th direct path. Furthermore, since IRSs
are envisaged to be installed at tall locations, we consider line-of-sight communications
between BS and IRS and between IRS and the UE, as in [86]. Thus, the cascaded channel

is given as

Lo Ly SinC(O + B(n - Tn&h))
V= Z Z ﬁr,fl,fz (a(¢51) © a(gpfz)) X ) (106>

f=t6=1 sinc(M — 1+ B(n — Tri,0,))

where L, and L, are the number of paths from the BS to the IRS and from the IRS to
the UE, respectively. 3,4, ¢, and 7,4, ¢, represent the path gain and propagation delay
associated with the cascaded ¢1-foth path. Further, ¢y, and ¢y, represent the direction
of arrival (DoA) and the direction of departure (DoD) at the IRS, respectively. Here, a

represents the array steering response vector of the IRS. We consider the IRS arranged as

IThe cascaded channel is the linear convolution of the BS-IRS and IRS-UE channels in the time

domain (Hadamard product in the frequency domain.)
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a uniform linear array (ULA) [86], whence
a(t) = [1, IBL W) miV-D L) (10.7)

where d is the inter-elemental spacing and A is the wavelength.

10.3 Proposed IRS Configuration Approach

10.3.a Channel Estimation

We perform channel estimation in two stages. In the first stage, the direct path hy is esti-
mated using two pilot symbols. In the second stage, the cascaded channel V is estimated

by exploiting the sparsity in the angular domain.

10.3.a.i Stage I: Direct channel estimation

In this step, the BS transmits a pilot signal to the UE with the IRS phase configuration set

to 1 during the first transmission and —1 in the second transmission. As a consequence,

yi = F (hd + VT]_N) OX+ Wy, (108)

¥yo=F (hy— V'1y) ©x + Ws, (10.9)

where the subscripts 1 and 2 denote the pilot transmission indices. The maximum likeli-

hood (ML) estimate of the direct path in the frequency domain (hy), denoted by fld, is

hy = (71 +§2)/2) 0 %. (10.10)
10.3.a.ii Stage II: Cascaded channel estimation

In this stage, the component due to the direct path is removed from the received pilot

signals prior to the cascaded channel estimation. Specifically, for @) pilot transmissions,

Y=H;+FV'O)oX+W, (10.11)
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where Y € C¥*@ is the received OFDM signal, Hy = hy ® 15, @ € {—1,+1}""9 is the
IRS phase configuration matrix, X is the pilot symbol matrix, and W is the noise matrix
at the receiver. After matched filtering and removing the contribution from the direct

path, we get
Z=FV'®+N, (10.12)

where Z £ (Y 0 X) — (fld® 17), and N is the residual noise matrix. To exploit the sparsity
in the angular domain of the cascaded channel, we first decompose the channel V as given
below. Let a(wy, ¢,) £ a(de,) ® a(pr,) and Yo, 6, = Broy.ss sine(m+ B(n—T7,.4,.4,)). From
(10.6), we have

La Ly Lg Ly
V= Z Z ’71,61,623(('061,(2), ) z : § :’YMaflan(waéz) )
l1=1/42=1 l1=142=1

CN*Lalv collects the steer-

which can be compactly written as V = AI‘, where A €
ing vectors corresponding to the L,L; paths, and I' € Clel»*M contains the path gains
associated with the L,L; paths. Since the path gains, delays, and DoA/DoDs are un-
known, we first sparsify I', denoted by T, € C™M  ysing a dictionary matrix D i £
[a(wi),a(ws), . ..,a(ws)] € CV*4. Here, d > L,L; depends on the resolution required for
estimating the DoA /DoD. As a result, from (10.4), we have V = DT where I' € C**¥
is a jointly row L,Ly-sparse matrix with row support S s.t. S C [d]. Note that S depends
on the true DoA/DoDs, and the values of T' depend on Ty. From (10.4) and (10.12),
Yous 2Z7 =©TD4 T +

N’T
v A
élAsens =Nisens

To estimate V, consider the compressed sensing problem:

i 31 g1, -} 0

s.t. Ysens - Asensf‘ + Nsens-
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Algorithm 10.1: SOMP for cascaded channel estimation
Input: Y = Y., A = A, € = error tolerance.

1 Initialize: S© =@, T'© = Oyyp, n = 0.
while |[Y — AT™| > ¢ do

8 | Jus1 = argmaz{||[A" (Y — AT™)], |I3},
JEMNS™

4 S(nJrl) < S(n) U {jn—i—l}v

5 INARES ([A]:,S(HU)TYv

6 n<n+1,

7 Let Sfin A S(n), Afin & [A]:’Sﬁn, fwﬁn A (Aﬁn)TY.
Output: Sfir Tfin,

N

In the sequel, we use the simultaneous orthogonal matching pursuit (SOMP) algorithm [204]
to solve (P0), which first estimates the row support of I" followed by its entries (see Algo-
rithm 1.) Let S and '™ be the estimated row support and the path gains, respectively.

Then, the cascaded channel estimate is

A

V = [Dg], guI™. (10.13)

10.3.b Phase Optimization

As described earlier, we consider the sum rate across subcarriers as the metric, which we
seek to maximize by choosing the IRS phase configuration, 8, with entries € {—1,+1}.
For a given configuration, with equal power allocation and perfect CSI at the receiver, the

sum rate over the subcarriers in (10.2) is

K-1 =
B Plho[k]]?\ ..
= 7Y log, (14 2L 10.14
h K+ M—14 °g2< 3N, ) Mt (10.14)

where P is transmit power and Ny is the noise power spectral density. We also define the

transmit SNR, p = BL&O. For the kth subcarrier (k =0,1,..., K — 1), we have

hy[k] =~ 0;vi[j] + halk] = 6" Ty, (10.15)
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where hy, = [hg[k], vI]T € CV+D>1 and @ = [1,07]7. Letting hy £ \/phy, we formulate
k

the following problem:

K-1
max R = T Y log, (1+6"hhy'6),
k=0 P (P].)

£ R(K)

st. @ {—1,+1}"* 4[1] = 1.

We solve this optimization problem using the majorization-minimization (MM) method [67].
In what follows, we make a sequence of simplifications to (P1) and eventually formulate
an equivalent problem (see (P3)) which can be solved computationally easily. We now use

the following lemma.

Lemma 10.1. (/205, Lemma 4]) Let P and Q be two S x S Hermitian matrices such
that Q = P. Then, for any xo € C%, the quadratic function x¥Px is majorized by
x7Qx 4+ 2R (x" (P — Q) x0) + x/ (Q — P)x¢ at xo.

Lemma 10.1 implies that, for matrices P and Q that satisfy the assertion in the lemma,
vx € C¥ xFPx < xQx + 2R(x (P — Q)x™) + xW (Q — P)x, with equality at
x =x@. Let P = On+1), Q = hihff and x = 6. Note that Q > P. Then, from (P1),

we get

=

R > ¥ log, (1 + 2R(0"h, W 0D)gDh, nlT é@) : (10.16)
0

£
I

for all 8 € CV+YX! with equality at @ = 0@, where 7 is the iteration index of the

algorithm. Let C,ii) 21— Dh;h#0% and fl,(;) 2 h;h#0%. The above equation
simplifies to
K-1 ' o
RH > § log, (c,g” +2§R(0Hh§j))>. (10.17)
k=0

We now use the following lemma.

Lemma 10.2. (/206, Lemma 1]) For Z,Y = 0, the function f(Z,Y) = log|(Z7'Y)| can
be lower bounded as f(Z,Y) > — {log|ZD|+tr((ZD)'Z — 1) + log| (YD)~} |+
tr(YOY ™! — 1)}, with equality at Z =Z9;Y =Y.
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Let Y 2 diag({C\” + 2R(67h{")} 1), Z 2 1y, and YO = Y |;_g0. By Lemma 10.2,

we can majorize (10.17) as

RE) > _ Z C(Z +2§R( 69"hy)
— O 1 2R(97h)

)

where ¢ represents terms which are irrelevant for optimization of 8. Hence, by the MM

technique, problem (P1) simplifies to
K-1
> fi(6),
k=0 (P2)
st. @e{-1,+1}V 41 =1,

for some 8, where f,(8) £ (C +097g")/(C! 1 67g'Y), with and g\’ £ 2R(1")
and the terms independent of 6 are ignored. We now consider the following optimization

problem, which we will use to solve for 8 in (P2).
K-1
x>0l
EO (P3)
st. e {—1,+1}V* (1] =1,

where, for some 8, qg) is defined as follows.

@ 269 g 13(CL” + ligt”ll)
i g % k k
qf & 5B 1 {c = g } Sl (10.18)
G +0Wg, (G = lei I’
Lemma 10.3. The variable 8 that solves (P3) also solves (P2).
Proof. See Appendix 10.A. [ |

Thus, in a given MM-based iteration, the solution to (P3) is

6T = sgn((q{,[1])*al),), (10.19)
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. K-1
where gl = > q,(;). In summary, we first converted the problem (P1) which is loga-
k=0

rithmic in @ and hence not amenable for optimization, into an equivalent problem (P2)
which is polynomial in €. Finally, we simplified it to (P3) which is linear in 6, and whose

solution can be computed easily using (10.19). Thus, the complete procedure is as follows:

For every UE,

1. Compute the frequency domain channel estimate of the direct and cascaded channels

between the BS and the UE as per (10.10) and (10.13), respectively.

2. Randomly initialize a phase configuration vector and iteratively compute (10.19)
until the rate converges, e.g., until the normalized change in the rate obtained in

successive iterates falls below a threshold 4, say 0.001.

Remark 10.1. Since the algorithm for phase optimization is based on the MM principle,

convergence to a stationary point of the rate is guaranteed from any initialization [67].

Remark 10.2. If the IRS phase angles are drawn from a discrete set T containing more

than two levels, following a similar approach, equation (10.19) modifies to

0"V = round(qly,/(age,[1])), (10.20)
where round(z) outputs the nearest element in T to x with O0V[1] =1 Vi, and q(gie)n is

8OOIR(L)I3(C” + 2/R13)
(G — 2R [1)*
(10.21)

+1{c = 2IRE)),

10.4 Numerical Results

In this section, we evaluate the performance of the algorithms presented in this chapter
and compare them against existing methods in the literature. A single antenna BS is

located at (0,0) (in meters), the IRS is at (0,50) with N = 256, and single antenna



Chapter 10. 312

102
—8—SNR = 0dB
—6—SNR =10 dB
. —6—SNR = 30 dB
10 —%—SNR = 50 dB
= >-—_\,
E 1072 S
% - :
g 10
>
< L
i Solid line:
10 Channel estim. using SOMP
Dashed line:
108 Channel estim. using LS

[t

2 10 50 245 257 275 300
No. of pilots (Q)

Figure 10.1: Average NMSE as a function of the number of pilots.

UEs are uniformly distributed in the rectangular region with diagonally opposite corners
(—50,100) and (50,150). The path losses are computed as § = 1/d* where d is the
distance, and « is the path loss exponent. We use @ = 1.2,2.4 and 3.2 in the BS-IRS,
IRS-UE, and BS-UE (direct) links, respectively. For simplicity, we set L, = 1, L, = 1,
and L, = 10 for all the UEs. Further, we consider a BS with transmit SNR, p = 65 dB.
We consider a system with M = 10, K = 16 with the total number of UEs set to 20, and
all share the same total bandwidth, B = 10 MHz. Then, in the absence of the IRS, a UE
closest to the BS witnesses an average SNR of ~ 9 dB, while it is = —5 dB for a UE at
the farthest point.

In Fig. 10.1, we plot the average normalized mean square error (NMSE) of SOMP-
based channel estimation, which exploits sparsity in the angular domain of the channel.
We use NMSE (rather than MSE) in order to compare the performances of the channel
estimation algorithms in a manner that is independent of parameter scales. At each
SNR value, the NMSE is averaged across all the UEs and is plotted as a function of
the number of pilot transmissions ). We also plot the performance of LS-based channel

estimation on the same figure. LS estimation requires Q > N + 1 = 257, while the
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Figure 10.2: Sum rate as a function of UE index. Results are compared against method in [203].

SOMP estimator performs nearly as well with as few as 10 pilots, representing a saving
of 96% of the pilot overhead. In fact, even with N + 1 pilot transmissions, the NMSE
obtained with SOMP is still lower than the LS counterpart. Also, the computational
complexity of SOMP is much smaller than LS estimation. From [207], SOMP requires
O(dQKLyLy + QK (LoLs)* + Q(LoLy)* + (LoLy)") flops in the worst case using naive
implementation methods, while LS incurs O((N +1)3+ K (N + 1)) flops. Since L, L, < d,
the complexity of SOMP is dominated by O(dQK L,L;) < O((N + 1)*4+K (N + 1)*) when
N is large compared to other system parameters.

Next, in Fig. 10.2, we study the performance boost obtained by optimizing the IRS
with binary phase configurations ({—1,+1}) in an OFDM system and compare it against
the non-IRS aided counterpart. We also compare the performance against the solution
reported in [203], which uses the classical power method to compute the eigenvalues and
eigenvectors of matrices and optimizes the IRS. However, this approach optimizes Jensen’s
inequality-based upper bound on the sum rate instead of directly optimizing (10.14),
leading to a suboptimal solution. On average, the proposed method yields 10% better
rate than the power method and 191% better rate than that obtained without an IRS. In
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terms of the SNR, the MM-based method developed in this chapter achieves the same rate
as in [203] at ~ 21.5% lower SNR (not illustrated in the plot for brevity.) Furthermore,
while the power-based approach took ~ 4 average iterations per UE for convergence, the
proposed method took =~ 6 average iterations for convergence. Thus, the MM method

exhibits superior performance with approximately the same time complexity.

10.5 Conclusions

We developed a new algorithm for IRS phase configuration in OFDM systems. We ex-
ploited the joint row sparsity in the IRS-aided links to estimate the channel using the
SOMP algorithm with low pilot overhead. Our IRS phase optimization procedure uses
matrix inequalities that enable the use of majorization-minimization to obtain an elegant
and computationally efficient iterative solution. We empirically showed that sparsity-
based channel estimation combined with MM-based phase optimization outperforms the

state-of-the-art.

Appendix 10.A Proof of the Lemma 10.3

Recall that the multivariate Taylor series expansion is

Fy) = 60+ [y~ 7 109+ 5((y = %) 7 F(Q)ly — ),

for ¢ = ax+(1—a)y with a € [0,1]. Welet x = 0%y = 0, and f(-) = 3, fr(-). For our

. @) T (A0 | p6)T <z’>>
problem, 5/ f, (0 ) = I N0 and vV fx (€) = : — . Since
G +00Tg, (C;iz)ﬂLCTgi(;))

gg)g,(f)T is a rank-1 matrix, we have || g,(j)H%I - g,(j)g,(:)T. So, the third term in the Taylor

expansion can be bounded as

K-1

R W L giHT ) A R
(9—9(1)) k‘ + Sk . ]g)gli)T (g_g(z))
k=0 (C,S) + CTg,(;)>
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=

; . N o 2y 1O LN : o
<> (e 2 gl (6-69) =B gl 3(6-69) (1022
; (= gl

and note that equality is satisfied at the current iterate, i.e., @ = ®. We obtain the right

e
i

hand side using the fact that CTg,(f) < Hg,(:)Hl, as the entries of ¢ € [—1,1]. The last term
in the above can be simplified as (8 — 80)7 (0 — D) = 2(N +1) — 2076,
Finally, collecting terms that are important for the optimization of 6, (P2) boils down

to (P3). |



11 Conclusion

This thesis has, on the whole, focused on (a) intelligent reflecting surface (IRS)-assisted
opportunistic communications, (b) performance of IRS-assisted wireless systems with mul-
tiple operators, and (c) IRS-assisted wideband beamforming. On opportunistic commu-
nications, the major contribution was the development of a low-complexity scheme to
procure optimal benefits from the IRS but without explicitly optimizing the IRS, by har-
nessing the multi-user diversity benefits. With multiple operators, we found that an IRS
deployed by one mobile operator positively aids the other out-of-band (OOB) mobile op-
erator (MO) free of cost. Finally, on wideband beamforming, we devised low-complexity
techniques to enable a phased-array based IRS architecture to beamform a wideband sig-
nal by efficiently handling the beam-split and frequency-selective effects that arise in the
mmWave and sub-6 GHz bands, respectively. Importantly, this thesis elucidates how a
randomly configured IRS can extract its benefits with very low complexity and overhead.

In the following, we recapitulate our key findings in these three aspects of IRS-aided

wireless systems as they were developed across the chapters.

11.1 Summary of the Thesis

In Chapter 2, we investigated IRS-assisted opportunistic communication (OC) schemes
to leverage and enhance multi-user diversity gains in both narrowband and wideband
channels within the sub-6 GHz spectrum. These schemes eliminate the need for explicit
channel estimation and computationally intensive phase optimization, requiring minimal
or no signaling between the base station (BS) and the IRS. We began by showing that in

narrowband i.i.d. channels, an OC scheme with a randomly configured IRS can approach

316
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the performance of an optimized IRS as the number of user equipments (UEs) increases.
The key idea here is that with many UEs whose channels are independent across UEs, a
randomly chosen IRS configuration will be nearly-optimal to at least one UE in the system,
and opportunistically scheduling such a UE yields optimal benefits. However, achieving
this requires the number of UEs to grow exponentially with the number of IRS elements,
which can limit the practical applicability of the approach. To alleviate this, we developed
two alternative approaches: one leveraging additional reflection diversity, and the other
exploiting the underlying channel structure in IRS-assisted systems. The latter approach,
in particular, enables substantial performance gains even with large IRS arrays, without
requiring a very large number of UEs. We then extended the OC scheme to wideband or-
thogonal frequency division multiplexing (OFDM) systems and analyzed the performance
of two variants: single-user (SU)-OFDM and OFDMA. Overall, our results show that IRS-
assisted OC schemes can deliver significant performance improvements over conventional
designs, while maintaining low overhead and complexity. Next, in Chapter 3, we extended
our analysis to spatially correlated IRS channels. We first derived the optimal sampling
distribution for IRS phase configurations and showed that, under this distribution, the
number of UEs required scales exponentially only with the rank of the IRS channel covari-
ance matrix, rather than with the number of IRS elements. In summary, we demonstrated
that it is possible to realize near-optimal beamforming gains with a moderate number
of users and minimal computational or signaling overhead, without explicit IRS phase
optimization.

In Chapter 4, we explored another scenario where randomly configured IRS phases can
benefit practical multi-operator wireless networks. We began by analyzing a two-operator
system where only one MO deploys and controls an IRS. Due to its passive nature and lack
of band-pass filtering, the IRS also reflects signals from the OOB MO, imparting random
phase shifts to its channel. Interestingly, we demonstrated that the IRS still improves
OOB performance by enabling the reception of multiple signal copies at the OOB UE.
Specifically, in the sub-6 GHz band, the IRS enhances the rich-scattering environment,

while in the mmWave regime, it establishes a virtual line-of-sight (LoS) path with nonzero
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probability. Next, in Chapter 5, we showed that multiple distributed IRSs can further im-
prove the OOB performance without affecting the performance of the in-band MO, which
controls the IRS. This improvement is primarily due to spatial diversity and multiplexing
gains. Also, to ensure a low complexity implementation of a multiple IRS setup, Chapter 6
introduced a novel channel estimation algorithm that leverages the subspace structures to
ensure that the pilot overhead is smaller compared to the number of channel parameters
in the system. Finally, in Chapter 7, we generalized the setup to scenarios involving more
than two MOs, each with its own IRS. Our analysis revealed that the benefits of inter-
operator cooperation during data transmission are limited, suggesting that each MO can
operate effectively and independently while still benefiting from its IRS.

In the final part of the thesis, we investigated the challenges of wideband beamforming
using IRSs. In Chapter 8, we first established that while wideband signals propagate over
frequency-selective channels, IRS phase shifters exhibit a frequency-flat response, limiting
their ability to beamform across the entire bandwidth. This issue is especially pronounced
in the mmWave band, where large IRS apertures violate the narrowband assumption, lead-
ing to a spatial-wideband (SW) effect and the resulting beam-split (B-SP) phenomenon.
When the IRS is configured for a specific frequency component, the array gain deterio-
rates at other frequencies, thereby reducing the overall throughput. To address this, we
developed two low-complexity solutions. The first, presented in Chapter 8, employs a
distributed IRS architecture that mitigates the B-SP effect by parallelizing spatial delays
and leveraging angle diversity. We derived the maximum permissible number of elements
per IRS to ensure a minimum array gain across the entire bandwidth. Additionally, we
analyzed the temporal delay spread (TDS) caused by asynchronous signal arrivals from
different IRSs and showed that while TDS introduces performance loss, it still enables a
uniform array gain across frequencies, unlike the frequency-dependent degradation seen
with B-SP. We also formulated an optimization problem to determine the optimal IRS
placement that minimizes TDS over a given UE distribution. In contrast, the second
approach in Chapter 9 exploits the B-SP effect itself. Using the principle of energy conser-

vation, we showed that the IRS inherently forms different beams at different frequencies.
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Capitalizing on this behavior, we developed an opportunistic OFDMA scheme wherein IRS
phase configurations are randomly generated and UEs are opportunistically scheduled over
sub-bands. On each sub-band, the IRS will likely favor at least one UE; selecting that UE
for data transmission captures the full array gain from a system-level perspective. Finally,
in Chapter 10, we considered the sub-6 GHz regime, where frequency selectivity arises
from rich multipath scattering. Here, we focused on jointly optimizing the IRS configu-
ration to maximize the OFDM system’s sum-rate. The optimization was tackled using a
majorization-minimization framework that reformulated the problem into a sequence of
analytically solvable sub-problems, each admitting a closed-form solution.

In summary, this thesis explored low-complexity strategies across three key aspects of
IRS-assisted wireless systems. Additionally, a comprehensive performance analysis was
conducted under diverse channel conditions, including narrowband and wideband regimes,
sub-6 GHz and mmWave frequencies, centralized and distributed IRS architectures, and
both optimized and random IRS phase configurations.

As with most research, there is always room for further studies and improvement. We

catalog a few promising directions below.

11.2 Future Work

1. Randomly configured IRSs with user mobility and strict latency: An in-
teresting direction for extending opportunistic scheduling schemes is to incorporate
user mobility. When user movement causes significant temporal variations in channel
statistics, it becomes essential to adaptively update the sampling distribution of the
IRS phase configurations. Designing efficient schemes that can preserve the perfor-
mance benefits of IRSs while maintaining low complexity in such dynamic scenarios
remains a key challenge. Another promising direction is to extend the framework to
scenarios where UEs are subject to stringent latency requirements, in which case a

straightforward application of opportunistic scheduling may no longer be adequate.
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2. Out-of-band performance in interference-limited scenarios: This thesis fo-
cused on analyzing OOB performance in noise-limited systems. In practical deploy-
ments, the coverage area could be divided into multiple cells, each equipped with
a BS and one or more IRSs deployed by an MO. In such settings, with a smaller
frequency reuse factor, the system experiences multi-cell interference. Also, simul-
taneous data transmission to multiple UEs by a multi-antenna BS adds multi-user
interference even within a single cell. Thus, studying the OOB performance of IRS-

aided systems in interference-limited scenarios is a good direction for future research.

3. Machine learning for programming of IRS phase configurations: As dis-
cussed in Sec 1.2.a, a key challenge in integrating IRSs into practical systems is the
significant time and computational overhead required to configure them in real-time.
One potential solution to reduce these overheads is to use machine learning (ML)
methods that, based on observed measurements, can directly predict the optimal
IRS configuration. This approach can avoid explicit channel estimation and phase

optimization, thereby simplifying real-time implementation.

4. Low-complexity beam management in IRS-aided systems: A major chal-
lenge in high-frequency bands like mmWave is establishing beam connectivity be-
tween nodes before data transmission begins. The associated overhead of this grows
rapidly, as the number of possible beam combinations increases exponentially with
the number of devices involved in closing the BS-to-UE transmission loop, which is
exacerbated by the presence of IRSs. Thus, designing low-complexity beam man-

agement schemes for IRS-aided systems is a promising direction for future research.

5. Multiplexing capabilities of spatial-wideband effects: As shown in Chapter 9,
a single IRS configuration can effectively serve multiple UEs across different fre-
quency components. This suggests that the SW effect introduces additional degrees
of freedom, which may be exploited to enhance the multiplexing gains in multiple
antenna systems. A formal mathematical characterization of this intuition could

yield insights into the capabilities of large IRS-aided wideband systems.
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