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Latent Thompson Sampling-Based mmWave
Receive Beam Measurement and Selection to
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Abstract—Beamforming enables millimeter-wave communica-
tions to achieve high data rates in 5G and beyond systems. How-
ever, accurate beam alignment entails a large training overhead.
User device orientation changes and mobility can rapidly lead
to beam misalignment and lower the data rate. They also make
the beam gains a non-stationary random processes. We propose
a comprehensive and novel approach called latent Thompson
sampling-based beam selection (LTBS), which combines latent
Thompson sampling to track the angle of arrival (AoA) as a
latent state, receive beam subset selection based on the sampled
AoA in a manner compliant with the SG new radio standard,
rate adaptation, and data beam selection based on predicted
throughput. We propose two variants of LTBS that trade-off
between complexity and accuracy in modeling millimeter-wave
channels. The prior update and channel gain prediction in one
of the variants are based on the realistic spatial channel model
(SCM). We propose variations that employ windowing to also
tackle lateral user mobility, which alters the AoA and the channel
statistics. Our numerical results show that the proposed methods
track the AoA in a manner robust to user orientation changes
and provide higher average data rates compared to conventional
and state-of-the-art learning-based beam selection methods.

Index Terms—mmWave, 5G, latent Thompson sampling, beam-
forming, orientation change, angle-of-arrival, mobility

I. INTRODUCTION

Millimeter-wave (mmWave) bands are essential for 5G and
beyond systems to deliver high data rates. Narrow beams
with large array gains are essential to overcome the severe
propagation loss and attenuation from precipitation and at-
mospheric gases in these bands [1]. However, their narrow
beamwidth requires accurate beam alignment and tracking [1].
Furthermore, a large number of transmit-receive beam pairs
are needed to cover the full angular space in elevation and
azimuth. For example, 16 to 64 transmit beams at the base
station (BS) and 8 to 25 receive beams at the user equipment
(UE), which corresponds to 128 to 1625 beam pairs, and
a beamwidth of 5° to 20° are now typical in mmWave
systems [2]-[4].

One of the difficult challenges faced in practice by mmWave
beamforming is the rapid beam misalignment caused by
changes in the orientation of the UE [5], [6]. The orientation of
a handheld device can change at a rate as high as 110°/s [2] in
non-gaming scenarios. Consequently, the UE needs to perform
beam realignment and perhaps even sound all the possible
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beams frequently, which leads to a large training overhead.
Another consequence of user orientation change is that the
mean transmit-receive beam pair gain changes with time [7].
Thus, each beam pair’s gain becomes a non-stationary random
process. Movements by the UE, which we shall refer to as
lateral mobility, cause even the angle of arrival (AoA) at
the UE to vary. This again causes beam misalignment and
a reduction in signal power and data rate. It also makes each
beam pair’s gain a non-stationary random process.

The training procedure in the 5G new radio (NR) standard
for beam selection and alignment is as follows. The BS and the
UE together determine the transmit-receive beam pair for data
transmission. The BS transmits synchronization signal blocks
(SSBs), which serve as reference signals, periodically [1],
[8]. The SSBs are transmitted in an SSB burst, which has
a duration of 5 ms. Different SSBs in a burst are transmitted
using different BS transmit beams so that a UE can measure
the beam gains from all the transmit beams of the BS to one
of its receive beams. The SSB burst is transmitted with a
periodicity that ranges from 5 ms to 160 ms.

For the UE to estimate gains of all the beam pairs, multiple
SSB bursts are required — one for each UE receive beam. The
UE selects its receive beam and the corresponding BS transmit
beam periodically once every beam measurement cycle, which
consists of multiple SSB bursts and slots for data transmission,
and feeds back the transmit beam index to the BS. However,
it does not need to report its selected receive beam to the BS.
The UE also feeds back the channel quality information (CQI),
which enables the BS to adjust its modulation and coding
scheme (MCS) and data rate. In 5G NR, CQI is fed back more
often than the transmit beam index [8]. The BS then sends the
data in the next cycle on the selected transmit beam.

The significant time required for measuring the different
transmit-receive beam pair gains implies that the measure-
ments of the different beam pair gains are outdated by different
extents by the time data transmission occurs. This outdatedness
depends on the number of beam pairs measured, the order in
which they are measured, and the rate at which the channel
varies. Thus, user orientation changes and lateral mobility,
which cause the channel to vary, and the training protocol have
a significant impact on the data rates achieved by mmWave
systems.

A. Related Literature on Beam Selection Methods

We classify the literature on beam selection methods into
two categories, namely conventional and learning-based meth-
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ods.

1) Conventional Methods: In exhaustive search, all
transmit-receive beam pairs are sounded sequentially [1], [9].
However, this approach fails to utilize the information obtained
from the measurements in previous cycles. Consequently, it
takes longer for it to sound all beams, even if the previous mea-
surements indicate that other beams are better. In hierarchical
search, transmit beams are sounded over multiple rounds based
on measurements obtained in the previous rounds and the
beamwidths are successively reduced [10]. In [2], procedures
based on predefined thresholds and beam power measurements
are proposed to manage lateral mobility and changes in user
orientation. In [11], matching theory is used to determine
which transmit beams of the access points to assign to which
UEs in a cell-free mmWave massive multiple-input multiple-
output (MIMO) system. However, these methods choose the
beam pair or the beam with the largest measured signal
strength. They do not account for the measurements getting
outdated.

In [5]-[7], orientation sensors on the UE are used to
facilitate beam selection. In [7], a beam selection approach
based on a statistical model of the spatial channel model
(SCM) is presented. However, it assumes the AoA is known
to the UE. In [12], channel sparsity and correlated beam gains
are exploited to reduce the search space.

2) Learning-Based Methods: Learning-based multi-armed
bandit (MAB) methods balance exploitation and exploration.
They systematically explore different actions to discover po-
tentially better options while simultaneously exploiting known
good actions. MAB methods based on e-greedy [13], upper
confidence bound (UCB)-based [14], and Thompson sam-
pling [15] have been proposed in the literature to select the
beams. The e-greedy method randomly selects an arm with
probability € while exploiting the arm with the highest reward
with probability 1 — e. However, choosing an appropriate,
scenario-specific value of € is challenging. The UCB-based
method selects the arm with the highest UCB, which combines
an estimated reward and a confidence interval that captures the
uncertainty in that arm’s reward.

The beam training procedure relies on the BS broadcasting
reference signals and the UE reporting the BS transmit beam
index. Additionally, the UE experiences orientation changes,
whereas the BS does not. Therefore, beam pair selection at
the BS must be implemented differently from that at the UE.
We, therefore, discuss the BS-side and UE-side learning-based
algorithms separately below.

a) BS Side: In [17], the unimodal structure of the mean
received signal strength is exploited to eliminate suboptimal
transmit beams at the BS. In [18], this is combined with
hierarchical beamforming. In [19], [20], the BS uses an
acknowledgment (ACK) or a negative ACK (NACK) obtained
on each beam from the UE to learn the changes in beam
quality over time. In [21], a learning-based beam grouping
scheme is proposed to explore multiple directions concurrently
and reduce the beam search time. In [22], a beam sampling
algorithm is proposed that tracks the received signal strength to
detect a change in the channel correlation and adaptively learn
the best beam pair. In [15], Thompson sampling with Bernoulli

rewards is employed. A hierarchical beam exploration method
is proposed in [23], [24], but for the IEEE 802.11ad standard.
However, these works assume that the UE has either omni-
directional or wide beams; they do not consider beam selection
at the UE. Hence, the problem of joint transmit-receive beam
pair selection does not arise in this case. In [25], a learning-
based deep Q-network is used to select a BS receive beam
for an unmanned aerial vehicle (UAV). The UAV shares its
location with the BS over a sub-6 GHz frequency. The BS then
uses the UAV’s location and uplink transmissions to select the
beam pair.

b) UE Side: In [4], a contextual bandits-based method
is proposed that uses the unimodal structure of the beam
pattern to reduce the beam search time at the UE. In [14],
a beam alignment algorithm based on the discounted UCB
algorithm is proposed to handle non-stationary scenarios. The
algorithm is run independently at the transmitter and receiver,
with a signal-to-interference-and-noise ratio (SINR) threshold-
based Bernoulli reward. In [26], a UCB-inspired UE beam set
selection method is proposed. In [27], the data-driven long
short-term memory (LSTM) learning method is used to predict
which subset of beams will have the highest power. These
beams are then selected for measurement.

Comments: Several important practical aspects of 5G NR
are not modeled in the above works. For example, data and
measurements happen in a time-interleaved fashion in 5G NR.
However, [4], [17], [22] assume that pilot-based measurements
happen first followed by data, while the measurement models
in [14], [15], [18], [20], [21], [23] do not specify a pilot-
based measurement model and are not practical. In [1], [4],
[91-[12], [15], [26], the time-evolution of the channel is not
modeled and the channel is assumed to not change over
a short time duration. And, [14] does not account for the
measurements being outdated by different extents. However,
with UE orientation changes and the timescale of transmission
of the reference signals and the transmit beam feedback, this
is no longer true. In [4], [14], [15], rewards based on Bernoulli
outcomes are assumed. However, the Bernoulli distribution
does not match the statistics of the real-valued beam gains
or even their range. While a non-binary reward is considered
in [26], it does not accurately represent the measurement
outcome of a practical mmWave channel. UE-side aspects such
as orientation changes and lateral mobility are not modeled
in [4], [14], [15], [17]-[19], [21]-[23], [27].

While [7] accounts for the time evolution of the channel and
considers SCM, it assumes that the AoA is known a priori to
the UE. This is a major limitation, because even the AoA
needs to be estimated by the UE. Its estimation is closely
inter-twined with the beam selection process, which yields the
measurements required to estimate the AoA, and requires an
altogether different approach and performance evaluation.

The BS-side beam selection algorithms proposed in [17]—
[19], [21]-[24] cannot be applied for UE receive beam se-
lection due to asymmetry in the pilots transmitted by the BS
and the UE. While the BS broadcasts periodic pilot bursts,
this is not possible for the UE. In 5G NR, the UE does not
need to feed back its receive beam to the BS. Therefore, this
information is not available at the BS. Furthermore, orientation
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TABLE I
COMPARISON OF RELATED LITERATURE ON MMWAVE BEAM SELECTION
(‘C’ STANDS FOR CONVENTIONAL AND ‘L’ FOR LEARNING-BASED)

Beam UE Lateral Best K Beam Channel Time Met-
selection orientation mobility subset corre- non-stati- evol- hod

Refer-
ence

focus  changes lation  onarity ution
[7] UE side Yes No No Yes Yes Yes C
[2] UE side Yes Yes No  Yes Yes No C
[12]  Joint No No Yes  Yes No No C
BS-UE

[11] BS side No No No No No No C
[15] BS side No Yes No No Yes No L
[17] BS side No No No  Yes No No L
[18] BS side No No No  Yes No Yes L
[19] BS side No Yes No No Yes Yes L
[20] BS side No No No No Yes Yes L
[21] BS side No No No No Yes No L
[22] BS side No Yes No No Yes No L
[23] BS side No No No Yes No No L
[24] BS side No No No  Yes No No L
[25] BS side No Yes No No No Yes L
[28] BS side No Yes No No No Yes L
[14] UE side No No No No Yes Yes L
[4] UE side No No No  Yes No No L
[26] UE side No No Yes No No No L
[27] UE side No Yes Yes  Yes No Yes L
This UE side Yes Yes Yes Yes Yes Yes L
work

changes occur at the UE and not at the BS, which is static.
Table I provides a concise comparison of the literature on
mmWave beam selection and alignment.

B. Focus and Contributions

We present a novel approach that innovatively combines
receive beam subset selection for measuring transmit-receive
beam pairs, latent Thompson sampling-based AoA estimation
and tracking, domain-specific SCM-based prior, reward, and
latent space sampling, and channel gain prediction-based beam
selection for data. Our pilot, data, and feedback model is
compliant with the 5G NR standard. We account for user ori-
entation changes, lateral mobility, and the non-stationary time
evolution of the mmWave channel. SCM has been adopted
by the third generation partnership project (3GPP) for 5G. It
provides a realistic, comprehensive mmWave channel model,
unlike the simplistic models considered in [18], [23], [26]. It
closely matches results from several measurement campaigns.
It employs a geometric model for the AoA and angle of
departure (AoD). It considers light-of-sight (LoS) and non-
LoS (NLoS) paths, and scattering clusters and multiple paths
per cluster [29].

We make the following contributions:

« We propose learning-based latent Thompson beam sam-
pling (LTBS) to select the subset of receive beams to
measure at the UE. It employs a probabilistic model for
the AoA at the UE and tracks it as a latent state. In
every beam measurement cycle, LTBS updates its prior
distribution of the AoA based on the beam pairs measured
by the UE. In turn, the receive beam subset to measure
is updated based on the AoA estimate. We propose two
variants, namely LTBS using beta-Bernoulli (LTBS-BB)
conjugate pair probability density functions (PDFs) and

LTBS using SCM (LTBS-SCM). LTBS-SCM incorpo-
rates a domain-specific reward and prior distribution that
capture key physical attributes of the mmWave channel.
This results in faster convergence and accurate beam
selection even in a rapidly changing channel.

o In addition, we utilize the latent AoA estimate and the
predicted beam pair gains at the times of data transmis-
sion to select the beam pair. Thus, the beam measure-
ments being outdated by different extents is explicitly
accounted for in our joint selection of the transmit-receive
beam pair.

« We then extend the methods to address lateral mobility,
which results in a time-varying AoA. We propose a win-
dowing approach, which only uses recent measurements
to update the prior and track the AoA in an agile manner.

o Our numerical results evaluate multiple performance met-
rics. They show that the proposed LTBS methods shortlist
the best beam for measurement with a probability that
exceeds 95% at all orientation change rates, while the
corresponding probabilities of the benchmarks, which
includes conventional as well as learning-based methods,
can fall below 40%. The LTBS methods also track the
Ao0A accurately. For example, at an orientation change
rate of 60°/s, the standard deviation of the AoA estima-
tion error is only 0.4° without lateral mobility and 2.1°
with lateral mobility. These values are much smaller than
the beamwidth. This combined with prediction-based data
beam selection enables LTBS to achieve higher average
data rates than all benchmarks.

Among the MAB methods, Thompson sampling employs
a different Bayesian framework compared to UCB and e-
greedy [30]. It updates the prior based on the measurements
obtained so far. Additionally, its actions are determined based
on random variables drawn from the posterior distributions.
As pointed out in [31], each posterior probability converges
to the likelihood that the corresponding action maximizes
reward, conditioned on the observed history. The numerical
results in the classical MAB literature show that Thompson
sampling achieves a lower mean regret per period compared
to e-greedy [31] and UCB [32]. The Bayesian framework also
makes it easy to incorporate a latent state, as it can be included
as an additional condition when the actions are selected using
the prior. The practical application of Thompson sampling
to mmWave beam selection using AoA as the latent state,
and modeling the salient features of the 5G mmWave channel
model and the beam selection procedure to effectively handle
user orientation changes and lateral mobility is novel and
significant. So is our adaption of non-stationary latent MAB
to address AoA changes due to lateral mobility.

C. Organization and Notations

Section II presents the system model and SCM. In Sec-
tion III, we propose the LTBS-BB and LTBS-SCM methods.
In Section IV, we address lateral mobility. Section V contains
our numerical results. Our conclusions follow in Section VI.

Notations: We denote the probability density function
(PDF) of a random variable (RV) X by fx (-). Similarly, the
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Fig. 1. Beam selection occurs once in a beam measurement cycle. Every pilot
burst consists of Bgg pilot symbols, one from each of the transmit beams.
Each cycle consists of /N data slots that are interleaved with the pilot bursts.

conditional PDF conditioned on an event A are denoted by
fx (-|A). The expectation with respect to an RV X is denoted
by Ex|[] and the expectation conditioned on an event A by
Ex[-]A]. The covariance of RVs X and Y is denoted by
Cov(X,Y) and variance of RV X by Var(X). For a vector x,
x(i) denotes its i element, transpose by x”, and Hermitian
transpose by x. The notation X ~ beta(c, 3) implies that X
is a beta RV with parameters « and /.

II. SYSTEM MODEL

We consider a mmWave analog beamformed system. Such
a system is practically appealing as it requires only one radio
frequency chain. The BS is equipped with a uniform linear
array (ULA) that consists of N antennas. It transmits on one
beam chosen from among Bgg fixed directional beams in the
azimuth direction. Similarly, the UE is equipped with a ULA
that consists of N, antennas. It can receive on one beam cho-
sen from among Byg fixed directional beams in the azimuth
direction. Let BBS = {1, NN ,Bgs} and BUE = {1, feay BUE}
denote the set of transmit beams at the BS and the set of
receive beams at the UE, respectively. The beam direction
6% for the ™ transmit beam is 6% = (b — 1)m/Bgs, for
1 < b < Bgg, and the beam direction 6} for the u™ receive
beam is 6fF = (u — 1)w/Buyg, for 1 < u < Byg. The mean
beamwidths of the transmit and receive beams are denoted by
A™ and A™, respectively. We shall refer to the tuple (b,u),
where b € Bgs and u € Byg, as a beam pair.

A. Beam Measurement and Data Transmission Model

The beam measurements and data transmissions take place
within a beam measurement cycle, which we shall refer to
as a cycle henceforth. Each cycle g consists of three phases
that are interleaved in time, namely beam measurements, beam
selection, and data transmission. In the beam measurements
phase, the BS sends multiple bursts of pilots from different
transmit beams and the UE measures the strengths of the
signals it receives on a subset of the receive beams. In the
beam selection phase, the UE jointly selects the transmit-
receive beam pair. It feeds back to the BS the transmit beam
to use in the next cycle. In the data transmission phase, the
BS transmits data on the serving transmit beam by and the UE
receives it on the serving receive beam uy. These phases are
illustrated in Fig. 1. We describe them in detail below and set
up the notation.

1) Beam Measurements: Each cycle consists of R < Byg
pilot bursts. R depends on the frequency with which the
system permits transmit beam updates. In a pilot burst, the
BS transmits pilot symbols from its Bgs beams one after the
other in a burst of duration 7}, while the UE receives on one
of its receive beams. The pilot bursts are spaced T}, apart in
time. Thus, the duration Ti,e,s of a cycle is RT,.

The UE shortlists R — 1 beams from its Byg beams exclud-
ing the serving beam u, . The shortlisted beams are denoted by
[1],...,[R—1], where [k] is the index of the receive beam for
the k" pilot burst in the cycle. The serving beam is sounded
last in the R pilot burst, i.e., [R] = uy;. This enables the UE
to obtain fresh measurements for its serving receive beam,
which has good odds of being reselected in a slowly-varying
environment, and avoids the possibility of not measuring it
in the initial cycles. Thus, the UE measures the beam pairs
(1,[1]), (2,[1]),- .., (Bss, [1]) in the first pilot burst, the beam
pairs (1,[2]), (2,]2]),. .., (Bss,[2]) in the second pilot burst,
and so on up to the R™ pilot burst. Hence, in cycle ¢, the UE
measures using its receive beams [1], [2],...,[R — 1], u;.

For a beam pair (b, u), let T, denote the most recent
measurement time (in the current or previous cycles) and let
the corresponding gain be gy, (Tp). Let g = (911 (T11),

5 9bu (Tb,u) s +++59Bgs,Bur (TBBS7BUE)]‘ When the UE mea-
sures receive beam [i], let b; denote the BS transmit beam that
gives the largest gain:

by = arg max { g i) (Th,ji1) } - (1
k€Bgs
Let b, = (b1,...,br). Thus, for the receive beams measured,
b, contains the corresponding best BS transmit beams.

2) Beam Subset Selection for Measurement and Beam Se-
lection for Data: At the end of the ¢ cycle, the UE does three
things for the next cycle: 1) it selects the subset of receive
beams to be measured, 2) it selects the BS transmit and UE
receive beam pair (b;,,u; ;) jointly for receiving data in
cycle ¢ + 1, and 3) it feeds back the transmit beam index
by+1 to the BS. This reporting is done using the serving beam
pair (b}, uy). Thus, the BS can switch its transmit beam every
Thneas seconds. !

3) Data Transmission: It consists of N slots, each of
duration T§. These slots span the entire cycle, and are located
in between pilot bursts. Slot n starts at time t¢,. At the
beginning of every slot, the UE feeds back to the BS the
rate at which it can receive data in that slot. This model
captures the fact that the BS can adapt its data rate in every
slot in 5G NR [1], [8]. The beam gain variations within a slot
are negligible because T is small compared to the coherence
time of the channel. The effective data rate B (gbz’u; (t)) in

bits/s/Hz on the selected beam pair after accounting for the
time spent on the pilots is

2
T Rxgb*7u* (t)
B (%;,u; (t)) = < - Tp> logy | 1+ %

m

, @

where Py is the transmit power and o2 is the noise variance.

IThe beam selection feedback delay and the time required by the hardware
to switch beams at the BS and the UE are negligible compared to the time
required for sounding the beam pairs [1], [8].
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We note that the above protocol applies equally as well
to multiple UEs since each UE can use the reference signals
broadcast by the BS. Each UE can run beam selection inde-
pendently and simultaneously without additional overhead.

B. Spatial Channel Model

Let ¢ (t) be the orientation of the UE with respect to
the antenna array at time ¢. ¢ (¢) is known to the UE from
its orientation sensors [2], [6]. This assumption is justified
because the error in ¢ (¢) is at most 0.1% [33]. The MIMO
channel matrix H(t, 1 (t)) € CNo*Ne between the BS and the
UE at time ¢, which also depends on % (t), is given by [7],
[29], [34]

H(t, v (1)) = KKfl (0555 + 0 (1) 0l Og)
+ KHLZZ% Jun(02 + 9 ()l (05), ()

c=1[=1

where C' is the number of clusters, L is the number of paths
per cluster, A is the path-loss, u(-) is the array response
at the receiver, uy(+) is the array response at the transmitter,
and K is the Rician factor. And, 08‘05 and 0%, are the LoS
AoD and AoD of the [ path in the ¢™ cluster at the BS
relative to its ULA, respectively. Similarly, 0f ¢ is the LoS
AoA and 6 is the AoA of the I™ path in the ¢ cluster at
the UE; both are relative to the UE’s ULA when the UE is
at a reference orientation of 0°. Hence, after accounting for
the UE orientation, the AoA angle is 0% + ¢ (t). The array
response vectors U (-) and uk(-) are given by

1 X . T
urx(@)zﬁ {1’6*J27W (0 e=2m(Nu=1)p (9)} @
1 : x : x T
0 (0) = = [Le 2O Nt O] )
X

where u™ (0) = d*™ cos () /A, d* is the antenna spacing at
the transmitter, and A is the wavelength. Similarly, p™ (0) =
d™ cos (f) /\ and d™ is the antenna spacing at the receiver.
Lastly, o (t) = & exp (j2nfptcos(we,)), where fp is
the maximum Doppler shift, w.; = 0%, — 6, + ¢ (¢) is the
resultant angle at which ray [ from cluster ¢ impinges on the
receiver antenna array when the UE moves at an angle 6,,, and
&, models small-scale fading. &, is a circularly symmetric
complex Gaussian RV with zero mean and variance ., which
is the fraction of power in the ¢ cluster. The system model
is shown in Fig. 2.

1) SCM Statistical Parameters: The AoA 6, of path [ of
cluster c is a Gaussian RV that is wrapped over an interval of
27 radians. Its PDF f* (0), for —m < 6 < 7, is given by [34]

1 = exp —(0 4270 —Opon.c)?
V2TOpoA,c
€ l=—00

¢ (0)=

2U?\oA,c
(6)

With a mild abuse of terminology, we call 9A0A,c and 0 404,c
the mean and the standard deviation of ¢;, respectively. The
AoD 031 is a wrapped Gaussian RV with mean aop . and

User orientation changes and
lateral movements
Nt o QY Y
AN S o> [
L /’/2 \ Los ("~ al 7Y 0y
. 02
sy - ULA axis UE antenna array

" N,

Cluster ¢

Fig. 2. A BS with Ny antennas that can form one among Bpg beams and
a UE with N antennas that can form Byg beams. Also shown is the user
orientation v (¢), speed v, and clusters, AoD, and AoA of SCM.

standard deviation oaep .. We denote its PDF by f*(6). In
SCM, 0 aoa,c and 0 40D, are themselves exponentlal RVs with
means §AoA and &aop, respectively [35]. Oaonc » Eaoas Oaop,cs
and &a0p depend on the environment [35, Tbl. XI]J.

2) Beam Gains: The beam gain g, (t) between the b
transmit beam of the BS and the u™ receive beam of the UE
at time ¢ is given by

oo (8) = (U (O2) T HL(E, 0 (1)) un (6F) (7)

where u, (%) is the beamforming vector of the ™ transmit
beam that points in the direction 0 and u(6}) is the
beamforming vector of the u™ receive beam that points in the
direction 6;. The gains of two beam pairs can be correlated.

Note: 1 (t) can model any orientation change trajectory; it
need not depend on the speed v. As per SCM, the number
of clusters, paths, AoAs, and AoDs change at a much slower
rate than the the MIMO channel and beam gains [29], [34],
[35]. We, therefore, assume that these remain constant. Lateral
mobility causes the AoA to change with time, but at a much
slower rate than v (¢).

C. Statistical Model for Time-Varying Beam-Pair Gain

Let pp. (t,00%s) denote the power correlation coefficient
between gy, ., (t) and gy, (t + 7):

Pou (tv eixos)
L E[#. 0, <t+r>] 00 (0.0755) U (147,655

- \/Var

where €, ., (t,0%¢) is the mean channel power at measure-
ment time ¢. The bivariate PDF  f,, (1) g, . (t47) (T1,72) of
gvu (t) and gy, (t+7) is accurately characterized by the
following modified Nakagami-m (MBN) model [7].

Var(gb u (t+7))
3
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a) When py,, (¢,075¢) > 0: It is given by

fgb w(t),9b,u (t4+7) (7"1, TQ)
4mm+1r I (Qpu (¢, 07

)
L(m)[1— Pb,u (t, QLOS)]
5

|:Qb,u (ta 9]1—}05)

Qb,u ( +7, HLOS))iT
(

m—1
Pb,u (ta 0]%5)) 2
—m

X exp
(1 — P (t, 00s)

2

]
Qbu (t+, H&S)D
2m7’11“2 Pb,u (t7 eios)

><Im—l ’
(\/Qb,u (ta aﬁ)s))Qb,u (t+7-7 eixos)[l_pb,u (tv 9&5)])
forry > 0,72 >0, (9)

where m is the Nakagami parameter and I,,, (.) is the modified
Bessel function of the first kind with order m [36, (9.6.19)].
The expressions for the MBN parameters €, (t + 7, 0/%),
pou (t,00%s), and m are given in Appendix B.

Therefore, the marginal PDF f,, ) (r) of gy. (1) is
fgb,u(t) (7’1) = fooo fgb,’u.(t)7gb,u(t+7—) (7”1, 7‘2) drs. Substituting
for fg, .(t).gp.u(t+7) (r1,72) from (9) and using the identity
j’OOC l,u+167ax2]'y (6I) dr = (2)71,/“6 ia,
v > —1[37, (6.631.4)], we get

for « > 0 and

2mmrim ! o leonl)
et eLos) for r; > 0.
F(m)QZ}u (t,01%s) 10

The marginal PDF of g¢;,, (¢t + 7) is the same as (10) except
that €, ,, (¢, 0%5) is replaced with 2y, (¢ + 7,07 ).

b) When py,,, (t,07%¢) < 0: In this case, the bivariate PDF
of gy, (t) and gy, (t + 7) is given by [7]

fgb,u(t) (7'1) =

m—+1 ( m

dm a—r)"ry
¢(m,2(2m — 1))
_m+1
[Qb,u (t7 911’_)‘03) Qb,u (t +7, 011’_)‘03)]
(1= 1pv,u (8, 0755) Do, (2, 675) |77

(a—rl)2

fgb u(

) gb,u (t4T) (r1,7m2) =

—m 7“2
X ex +
P <1|pb,u (t, %) | l@ (t.00s)  u(t+7 %)D
[Pv,u (1 0s) [ (a

x I, ( —rr )
m—1 )
Vb, (1,070s) Qb (L+7.0705) (1= |pou (L, 0705) 1)
for0<ri <a,ry >0, (11)

1

where a = /2(2m — 1)y, (¢,6%5) /m and ((-,-) is the
incomplete gamma function [37, (8.350.1)]. We derive the
marginal PDFs of g, (t + 7) and g, (t) below.

i) Marginal PDF fg, (117 (r2) of gbu (t +7): It is given
by

fgb7,L(t+T) (7“2) = / fgbyu(t)’gbyu(tﬂ) (ri,79) dry. (12)
0

infinite  series I, (2) =
22\

(%)VZ?:O% [36, (9.6.10)] in (11), we can

Using the expansion
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2 Nakagami-m (m=5, Q =1)
O ExactPDFin (13) (m=5, 2 =1,|p| =0.7)
151 Nakagami-m (m =5, = 5)
:’? Exact PDF in (13) (m =5, Q =5, |p| = 0.8)
& Nakagami-m (m =5, Q = 15)
@3’ 1r O Exact PDFin (13) (m =5, Q =15, |p| = 0.9)
o
[a)
o

Fig. 3. Comparison of the exact PDF in (13) and the Nakagami-m PDF for
different values of p, €2, and m.

show that
2mmr§m71
C(m,2(2m — 1)) (Qp,u (t+ 7, 0755))™

foputtrr) (r2) =

X ex ( —mr3 )
PN o0 (105 ) e (E+ 7, 0755)
« irgk ( m|pp,u (£, 07%s) |
k=0

k
(1= [pbu (&, Ors) N, (¢ + 7, 9Los))

2(2m—1)
< (m +k (1—pb,u(t,0g,s)|)>
X HT(m T ) , ro>0. (13)

While this expression is exact, its infinite series form makes
it computationally expensive, which is a problem since it is
needed later to compute the expected reward and to update
the prior. Motivated by the fact that the bivariate PDF in (11)
is derived by a series of transformations of the bivariate
Nakagami-m PDF in (9) that consist of a normalization, a
rotation, and a rescaling, we instead approximate (13) by the
Nakagami-m PDF in (10).> We assess the accuracy of the
approximation below.

Fig. 3 plots the marginal PDFs in (10) and (13) for different
values of m, ", (t + 7, 0}) (referred as §2 in the plots), and
pou (t,07%s) (referred to as p in the plots). We observe that
these two PDFs are indistinguishable from each other for all
the parameter combinations considered. To better understand
and quantify the accuracy of the approximation, we also
compare these two marginal PDFs using the Kullback-Leibler
(KL) divergence in Appendix C. We observe that the KL
divergence is small (below 0.01) for |p| < 0.9. Thus, the
Nakagami-m PDF is a good approximation for the PDF of
Go,u (t+ 7).

ii) Marginal PDF fg, (1) (1) of gvu (t): It is given by

fouwty (1) = /0 Fop (.05 ) g (1707 ) (P15 72) 2
(14)
Substituting for fgb Nors u(t—&-r) (r1,72) from (11) and usmg

the identity [;°z¥tle —o’ [ (Bx)dr = for

B g
(2@)”+16 4a

2When Pb,u (t OL’;S) = 0, the approximation is exact since (13) can be
shown to sunphfy to (10).
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2 T T T : :
Nakagami-m (m =5, Q = 1)
O ExactPDFin (15) (m=5, Q = 1)
15 Nakagami-m (m = 5, Q = 5)
— Exact PDF in (15) (m =5, Q = 5)
= Nakagami-m (m = 5, = 15)
R O Exact PDFin (15) (m=5, Q =15) |
e}
(=2

Fig. 4. Comparison of the exact PDF in (15) and the Nakagami-m PDF for
different values of 2 and m.

a > 0and v > —1 [37, (6.631.4)], we get the following
closed-form expression:
B 2m™(a — )21
fgb,u(t) (Tl) - C(mv 2(2m — 1))(227“ (taeixos)

-m(a — 7"1)2)

Xexp| =——7——~ ], for0<ry <a. (15)
( Qb,u (t’ 911;05) '

Note that the marginal PDF is not a function of py ,, (¢, 0f%),

unlike (13). We again approximate it by the same Nakagami-m

PDF to avoid having different reward calculations for times ¢

and ¢+ 7. We assess the accuracy of the approximation below.

Fig. 4 plots the PDFs in (10) and (15) for different values of
m and Q" (t,0s) (referred as €2 in the plots). We observe
that these two PDFs are very close to each other for all the
parameter combinations considered. We also compare these
two marginal PDFs using KL divergence in Appendix C. It
is less than 0.1 for all parameter combinations considered.
Hence, the Nakagami-m PDF can be used as the marginal
PDF in all cases.

III. MEASURED BEAM SUBSET SELECTION THROUGH
LATENT THOMPSON SAMPLING

We first describe the general LTBS method. Then, we
present its two variants. The method goes hand-in-hand with
data beam selection, which we specify in Section III-C.

Latent Thompson sampling extends Thompson sampling by
incorporating a hidden or latent state, which will be the AoA
in our formulation. Over time, as more measurements become
available to update the latent state, the prior distribution
converges to the true, but unknown, underlying AoA ¢*,
enabling better beam selection in time-varying channels. The
learning agent resides at the UE.

We define the action space, context, latent space, reward,
and prior distribution as follows:

o Action Space A: An action a, € A represents the vector of

receive beams ([1],...,[R —1],u;) selected for measure-
ment in the cycle ¢ € N. The i element of a, is the receive
beam that is used to receive the i pilot burst in the cycle
q. This beam points in the direction ¢%. The R™ element

of a, is the serving receive beam u(’;. Thus, A contains

all vectors of length R whose elements are drawn without
repetition from Byg. The order of elements in a, determines
when a receive beam is used and the extent by which each
measurement is outdated.

o Context x,: The context x, € RIV*1 in cycle ¢ is the
sequence of user orientations from slot 1 of first cycle to
the last (N™) slot in the g™ cycle.

o Latent Space D and State: The latent space is D =
{1,..., D}. It contains the possible AoAs of the LoS path
at the UE. The latent state d € D implies that the AoA ¢4
is w. Here, the mean AoA has been discretized into
D values. In general, to track the AoA accurately, we need
2 <A™ Qe D> £%. Let ¢4 be the AoA estimate in
cycle q.

o Reward: Let r,[;; € R be the reward for receive beam
[i] in cycle ¢. Let r, = (rq}[l], . ,rq7[R]). We denote its
probability mass function conditioned on the action, context,

and latent state by Pr (rq|aq7 Xgq, q~5q> for a discrete reward,

and its PDF by f (rq\aq, Xq, (iq) for a continuous reward.

e Prior Distribution: We call the PDF of the states
(¢1,...,¢p) at the start of cycle ¢ as the prior distribution.
We represent it with a vector of parameters p,.

We set up the prior update, AoA sampling, feedback and
data beam pair selections, and action in cycle ¢ as follows:

o Prior Update: The prior distribution is updated based on the
rewards observed by the agent in the cycle and becomes the
prior for the next cycle. The complexity of the prior update
depends on the prior and the reward. We specify it below
when we discuss the two variants.

o AoA Sampling: The agent samples the AoA gzNSq from the
distribution p,. This has a computational complexity of
O(D).

e Feedback and Data Beam Pair Selection: We describe the
method for selection of the beam pair (by,1,ug, ) for data
later in Section III-C. It is a function of ¢4 and x,4. The UE
feeds back the transmit beam index b7, ; to the BS and uses
the receive beam w4 in cycle ¢ + 1.

e Action: Let

o, =E [Tq)k‘(gqu} , for k € BUE\ {u2+1} y

denote the expected reward from using receive beam k,
except the serving one, given the sampled AoA and context.
We sort 61,02, ... in the descending order. Then, a,y1(1)
is set as the receive beam with the largest expected reward,
a4+1(2) is the receive beam with the second largest reward,
and so on. Thus,

(16)

Oag41(1) = Oag1(2) = " 2 Oagsi (R-1): 17

Lastly, the R™ beam is the serving receive beam: a,1(R) =

" . .. R—1 i
uy 1. In effect, the action maximizes ;= E |rg i[04, X,

and, in addition, sounds the serving beam.

We derive the expression for E {rq7u|q~5q,xq} when we

specify the LTBS variants. The complexity of this step,

which involves sorting Byg elements is O(Byg log(Bug)).

Fig. 5 presents a flow chart of the various steps in LTBS. We
now present two variants of the above general method, namely
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Period of Tyeas = RTy, With R measurements and N data slots

Fig. 5. Flowchart of measured beam subset selection, data beam selection
and reporting.

LTBS-BB and LTBS-SCM. In LTBS-BB, a binary reward is
defined and the conjugate beta PDF prior is used for it. On the
other hand, LTBS-SCM employs the beam gain as the reward
and updates the prior based on SCM.

A. LTBS-BB

We define the reward and prior in cycle g as follows:

o Reward: The a (i)™ element 7y, (;) of the reward is

18
0, otherwise, (18)

o {L if giq(i),aq(i) (qu(i),aq(i)) > TBB,
qaq(i) =
where 7gp is a threshold. A reward of 1 indicates that the
receive beam [¢] is strong when paired with at least one
transmit beam. Thus, it is worth measuring. It also implicitly
implies that the beam is aligned with the AoA.

e Prior and AoA Sampling: Let («g, 84) denote the parameters
that define the beta PDF for the latent state d € D. At g =1,
we set (ag, 84) = (1,1),Vd € D. We refer to the vector of
parameters ((a1, 51), ..., (@b, Bp)), which define the prior,
itself as the prior p,.

For each latent state d, we draw a sample s;q ~
beta(crg, B4). The sampled latent state d is then the one with
the largest sample value and is given by

d = arg max {sq.d}» (19)
deD

and the sampled AoA éq is ¢g.
e Action: The action a,4 1 is computed as per (16) and (17).
Using the PDF of gy, (i),a, () (t) in (10), we get

~ 2m™
E |:Tq,aq(i)|¢qaxq} = . -
LM, (52,0 (tv ¢q>
></ r2m=1exp —m —r? | dr. (20)
U 1,21 (100 )

Using the identity [~ 2% exp (—fa") = % [37,

3.381(9)], where v = %tL and I'(.,.) is the upper incom-
plete gamma function, (20) simplifies to
E |rg,a,)|%0: %] = ) e

T m, MTRB _

( Qo (5),aq (1) (t7¢q)
I'(m)

o Prior Update: Let Q, o (i) denote the set of AoA states in

D covered by the beam a,(¢) in cycle g. It is given by

AI’X
2 )

- A
ag(i) ¢ (qu (i),aq(i)) + 2) } - (22)

We assume that the probability distributions of AoA states
are independent. Therefore, for the receive beam a, (i), we
update the priors for each AoA index d € Qg a, (i) as:

Qya, () = {d € Dlgac {9‘;@) — U (T, (i),a,)

(23)
(24)

agq = 0g + Tq,a,(3)
Ba=Ba+1—"ga,u)-

This update rule follows since the beta PDF is the conjugate
of the Bernoulli distribution. Note that an AoA’s prior can
be updated multiple times if it is covered by multiple beams.
The priors of AoAs not covered by any measured beam in
the cycle are not updated. The prior update above involves
simple additions. Its complexity is O(D).
The pseudo-code of LTBS-BB is given in Algorithm 1.
Explanation: The initialization of the prior distribution for
each angle in D ensures that all angles are equally likely
initially. In cycle ¢, the UE measures the R selected beams,
with the R™ beam being the serving receive beam. At the end
of cycle ¢, for each measured receive beam, the UE computes
the reward and updates the priors for all AoAs covered by the
beam. Next, the UE samples the AoA using the beta PDFs
for the D possible AoAs. The direction ¢~5q with the highest
sampled value is selected. Next, the UE selects R — 1 receive
beams with the largest expected rewards to be measured in
the next cycle given the AoA sample and the context. The R™
receive beam is the serving beam uy.

B. LTBS-SCM

In LTBS-SCM, the reward and prior are as follows:
o Reward: Let

Cqy = {(bg(1),a4(1)), ..., (bg(R),a4(R))} .

It contains the R measured receive beams and the cor-
responding transmit beams in b,. For the i beam pair
(by(7),a4(7)) € Cy, the reward r, ; is defined as

(25)

Tq,a4(i) £ max{gf,q(i))aq(i) (qu(i),aq(i))vTSCM}v (26)

where Tgcym is a cap. In practice, Tscm is determined by the
minimum signal-to-noise ratio (SNR) value at which the
highest-rate MCS permitted in the standard meets the block
error rate target. This reward allows the UE to distinguish
between two receive beams with different receive power
levels and, thus, different rates.
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9
Algorithm 1 LTBS-BB to (20). With these identities, we get
1: Inmitialization: At ¢ = 1, set the prior (ag,8q) = (1,1), Vd € D, a3 e
by sampling uniformly from Byg with out repetition, and orientation B Tseml | m, Qoo (1) (i)(tﬂ;q)
change context x1. E |:rqa (i)|¢qvxq:| — q(i),aq
2: for g+ 1,2,... do o I'(m)
3: #measurements and rewards:
4:  Measure the beams in a4 in order and obtain reward rg ''(m+1, — D00
5: #update latent state priors: 0 < 1 Qb (i).aq (i) (tv%)
6: fori<1,2,....R do 0, (i),a,0) (L Pq) [1—
I'(m+1)
7: agq < og + T‘q’i,Vd c Q%a (4)
8: Ba— Pa+1—rq;,Vde éq,aq(i)
9: end for 30)
10: #sample state model and select AoA: . .
11:  Sample 5,4 ~ beta(ag, B), Vd € D When 7gcy is large, it can be shown that
12: d + arg maxgep {sq,4}- Set bq = oy
13:  #select data beam for cycle q+1: E [Tq aq(i )|¢q7xq} ~ Qb (i),a4 (i) (t ¢q> €)Y
14: Select the data beam u* iven g, qS , and x, based on the method . . s
deseribed in Section TH-Ch £ ! ¢ e Prior Update: Using the Bayes’ theorem, Py ,41, Vd € D,
15: #select measurement subset for cycle g + 1: can be written as
16: Choose the receive beam array a, as per (17) and (21
y ag+1 as per (17) 21 f(rgléa) Pag
17: end for Pd,q+1 = (32)

i) .
od—1 f(rq|¢d/)Pd’,q
The gains of different beams are mutually independent
because the rays from each cluster combine with different

e Prior and AoA Sampling: Here, the prior is a multinomial phases at the different antennas [29]. Hence,
PDF. We denote it by py = (Pi,q;---,Pp,q), Where Py, is
the probability for selecting the state d in cycle q. For ¢ = 1, f(rylpa) = H f(rqilda) = H f gb w (To.u) |¢d)

D' 2D
initially. The sampled AoA latent state is then given by

we set p; = ( 1 L ) so that all states are equi-probable (byu)€Cq

When Tscy is large, 7, ~ giq(i)yaq(i) (T, (3),a,()) - Sub-
stituting the expression in (10), we get

d = mnrd(p,), 27) fedon= I 2m™ (g (T )™
~ q - m
by = b4, (28) oee, L LM, (& 6a)
-mg?. (T
X exp| —a < gb’é((;’;) (33)
where mnrnd(p,) represents a sample drawn from the b A5
multinomial PDF p,. Substituting (33) in (32), we obtain
e Action: The action a,4 1 is computed as per (16) and (17).
. - . . Pigt1=Faq
For the reward in (26), E rqyaq(i)|¢5q,xq] is obtained by 2 on )
. . . . TNy Lbu 1
using the PDF of gy, (i).a, () (t) in (10). It is given by y H(b,u)ecq [GXP ( Qb,::(t’qjd) ) Qz'?u(tm)}
D —mgi  (Thu) 1 ’
iz Prallpuec, [eXp< Uy (161) ) Q;,ibu(t,@)}
P (34)
E [rq,aq(i) |Pq5 Xq} = = Unlike LTBS-BB, the prior update above is more computa-
I(m) Qa(i),aq(i) (tv ﬁbq) tionally involved. It involves evaluating the reward PDF R

S times for all the D AoAs. Its complexity is O(DR).
X / r2r2m =1 exp -m r2 | dr, The pseudo-code of LTBS-SCM is given in Algorithm 2.
0

D, (0),a4 (1) (t’ qu)

C. Data Beam Selection

o) _ . .
4 / reemr?™ L exp m — 2| ar|. The. data beam pair for cycle ¢ + 1 is selected at the b.eam
Ve Qb (i),a, (1) (t ¢q) selection occasion at the end of cycle g. We choose it as
B (29) the beam pair that maximizes the predicted average data rate

over the N data slots in cycle ¢ + 1 given the beam pair
measurements and sampled AoA ¢,. Thus,

To simplify the first integration term in (29), we use b* . wf. ) = aremax {

the identity [, 2 exp (—fa") = 2200 37, 8.350(1)), (b1 tg1) b BB LV

where v = 2L ~(..) is the lower incomplete gamma N ~

function, and vy(m,a) = I'(m) — I'(m,a). The second X ZEgbyu(tk) [B (9b,u (tx)) |gb,u (Tou) s bq| ¢ - (35)

integration term can be simplified in a manner similar
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Algorithm 2 LTBS-SCM

1: Initialization: At ¢ = 1, set p; = (%, e %), a; by sampling
uniformly from Byg with out repetition, and orientation change context
X1.
fort < 1,2,... do
#measurements and rewards:
Measure the beams in a4 in order and obtain reward rq
#update latent state priors:
Obtain the updated prior for all AoA states as per (34)
Pg+1 < (Pg+1,--+, Ppgi1)
#sample state model and select AoA:
d < mnmd(pg+1), ¢q <+ ¢4
#select data beam for cycle qg+1:
Select the data beam u* 11 given g, ¢4, and x4 based on the method
described in Section II?
#select measurement subset for cycle g + 1:
13: Choose the receive beam array ag41 as per (17) and (30)

14: end for

TV hwy

—_——

._
»

As shown in [7], this criterion simplies to

N
1 Prdp o (tr)
N Z log, (1 L 1S

oo thet) = 20N
where (36)
dp (1)
m [(1—pb,u (t, Jﬁq)) Uy (wa éq)

+ Pou (t7 ng) g[iu (Tb,u)} , for Pbu (t7 &q) >0,

”(’“ﬁ)> (11000 (:60) 1) Q0,0 (Th 80)

Qp.u (Tb,u, ®q
+ 1o (1:64) l(a

— Gbu (Tb,u))2i| ,else.
(37

We shall refer to the above criterion as the AoA and pre-
dicted rate-based beam selection (APRBS) rule. Note that

Qb,u (ta ng) and Pb,u (ta ng)
AOA state qNSq and the user orientation 1 (¢). For pp (t, ng) >

are both functions of the latent

0, when g; , (Tp,.) or its mean €, (Tbm(iq) is large, the

odds that the beam pair (b, u) is selected increase. On the other
hand, the reverse is true for pp ,, (t, éq) < 0. As |ppu (t, (;NSq) |
decreases from 1 to 0, the weightage for the term that depends

on gy (Tp,,) decreases. On the other hand, in [1], [9], [38],
the data beam pair is selected as follows:

(Th,u) } - (38)

arg max {gb “

* *
(bgy1:tgsr) =
beBgs,u€Buk

We shall refer to this as the conventional power-based beam
selection (CPBS) rule.

Computational Complexity: The metric in (37) needs to be
computed for Byg beam pairs as per (25). For each beam pair,
we need to compute €y, ,, (¢, 0[%¢) and py , (¢, O7%g) as per (47)
and (52), respectively. With this, the computation complexity
equals O(BygN).

10
TABLE I
COMPARISON OF COMPLEXITY OF PROPOSED METHODS

Method Sampling  Beam selection Selection of Prior

AoA PDF for data (APRBS) action update

LTBS-SCM O(D) O(BuygN)  O(Buglog(Bue)) O(DR)

TV-LTBS-BB  O(D) O(BugN)  O(Buglog(Bug)) O(wD)
TV-LTBS-SCM  O(D) O(BueN)  O(Buglog(Bue)) O(wDR)

D. Regret Analysis and Complexity Comparisons

We now analyze the regret of LTBS-SCM and LTBS-BB.
Given perfect knowledge of true latent state ¢*, let the optimal
action in cycle n, which is obtained as per (16) and (17), be
ay. Then, the reward associated with it is Zf; Tn,ax(i)- 1he
reward obtained by the agent is 25;1 Tn,an(i)- Lhe Bayes’
regret BR (¢) up to cycle ¢ is defined as

q

Z Z Tnoaz (i) = Tn an(i)) , 39

Proposition 1: The LTBS-SCM reward rq ., Yu € Byg, in
(26) is sub-Gaussian with a proxy variance of TZ-y;/4.
Proof: The proof is given in Appendix A. [ ]
From [39, Corr. 1], it follows that

< TSCM\/6Dq10g +3D

For LTBS-BB with a Bernoulli reward, the proxy variance
can again be shown to be 1/4. Hence, (40) applies to LTBS-
BB as well.

Computational Complexity Comparison: Table II summa-
rizes and compares the computational complexities of each
step in the two variants. The prior update is the most compute-
intensive step in LTBS-SCM as it involves evaluating the
reward PDF R times for all the D possible AoAs. Its com-
plexity is smaller for LTBS-BB because it uses the beta-
Bernoulli conjugate pair for which the prior update rule has
a simple algebraic form. The complexity of the CPBS rule,
which chooses the beam pair with the largest SNR for data
transmission, is O(Buyg).

BR (¢ (40)

IV. EXTENSION TO LATERAL MOBILITY

With lateral mobility, the AoA at the UE varies over time,
resulting in a gradual beam misalignment in addition to the
misalignment introduced by changes in the user orientation.
This AoA variation necessitates updates to the latent state
priors because the rewards and prior updates based on the
previous AoA values no longer accurately reflect the current
latent AoA state. In this section, we present variants of LTBS-
BB and LTBS-SCM, namely TV-LTBS-BB and TV-LTBS-
SCM. These variants differ from the originals in the prior
update part, the other parts remain the same.

To counter the change in the AoA, we consider the observa-
tions in the past w cycles only. The smaller the value of w, the
more agile is the UE to changes in the AoA as it discards older
measurements. However, a small w also makes the decisions
of the agent more sensitive to fading and noise.
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e TV-LTBS-BB: Let S;(q) be the sum of rewards in cycle ¢
for AoA direction d:
R
Sd(q) = z:,,1(]78‘1(11)]-{degq,anq(i)}7 vdeD.

i=1

(41)

In cycle g, we set the beta PDF parameters (g, 34), Vd €
D, based on the sum of rewards in the last w cycles as
follows:

q
ag=c1 Y. Sal(j),

Jj=q—w+1

(42)

q
Bi=cs (wR— Y Sa(j) ],

Jj=q—w+1

(43)

where ¢; > 0 and c; > 0 are meta-parameters that control
the emphasis given to the rewards. For a direction d that is
not covered by any measured beam in the past w cycles,
we set ag = 1 and 33 = c5 to ensure that it is included in
the sampling process. Its pseudo-code is similar to that in
Algorithm 1 and is not shown.

o TV-LTBS-SCM: Similar to TV-LTBS-BB, only the rewards
from cycles ¢ —w + 1, ..., q are considered to update the
prior. We, therefore, initialize the multinomial prior for cycle
qg—w+110 pg_wt1 = (%, ce %) Then, we update the

prior w times as follows:

[ (rx|pa) Pag 4
Zd’GD f(relog) Pd/,k o
(44)

Now, no meta-parameters (except w) are required. The
pseudo-code is similar to Algorithm 2 and is not shown.

Py = Jke{g—w+1,...

The computational complexity of the prior updates for these
variants is w times higher than that of the LTBS variants, as
the update is performed w times in each cycle.

Note: The problem that we study comes under the general
class of non-stationary latent bandits with context. In [40],
the regret for such problems is shown to be BR(gq) =
(@] (q% DKIog(q)), where K is the average number of
latent state changes over q cycles. For a constant AoA change
rate, it can be shown that K o Dn. Substituting this in the
above expression, we get BR (¢) = O (q%). Therefore, even
this bound in the literature is not sub-linear in ¢. However, we
shall see empirically that the proposed approaches converge
and do so rapidly.

V. NUMERICAL RESULTS AND PERFORMANCE
BENCHMARKING

We present the results for Bgs = 18, Byg = 18, N =

Ny = 40, d* = d* = 0.25)\, v = 3.85 kmph, and a
carrier frequency of 28 GHz. Let n = GY%, G  PyA/c?

denote the peak SNR when the transmit and receive beams
are aligned, where G = 16 dB and G*%,, = 16 dB are the
peak transmit and receive beam gains, respectively. For SCM,
the parameters are K = 3, aop = 10.2°, £aon = 15.5°,
C =4, and L = 20 [34]. The beam measurement and data
transmission parameters are Ty = 0.125 ms and T, = 5.1475.

Thus, for R = 6 and 7;,, = 20 ms, the cycle duration is

Tieas = 120 ms. Unless otherwise stated, the threshold mgg for
LTBS-BB is set to —12 dB. It is the SNR at which the BS-UE
control channels can be decoded reliably. The threshold cap
Tsem in LTBS-SCM is set to 0 dB.> We set D = 360. The
simulations are run over 30 SCM channel traces. Each trace
is of duration 25.2 s and, thus, contains 210 cycles.

Benchmarking: We benchmark the proposed methods with
the following methods:

e Round-robin Beam Measurement (RR) [1], [9]: The received
beams are measured in a pre-defined cyclical pattern. In a
cycle, let the UE receive the first pilot burst on beam k. It,
thus, measures the beam pairs (1, %), (2,k), ..., (Bss, k). It
receives the second pilot burst on beam k£ + 1 and so on
until beam k + R — 2. Lastly, it receives the R™ pilot burst
using serving receive beam uy. In the next cycle, the UE
receives the pilot bursts with beams k+ R — 1,k + R, . ...

e Random Beam Measurement (RND): The first R — 1 beams
are selected randomly from Bgs \ {u;} in each cycle. As
above, the R™ pilot burst is received with serving beam Ug.

e UCB [13], [14]: The receive beams are sorted in the decreas-
ing order of their UCB values. The R — 1 receive beams are
selected among them and sounded in the same order. The
R™ pilot burst is received with the serving beam.

e ¢-Greedy [13]: The R — 1 receive beams with the largest re-
ceived beam power values are first short-listed from among
all receive beams. With probability 1 — ¢, each receive beam
is included in the subset of beams to be measured. Else,
with probability e, one among the beams that are yet to
be selected is included in the subset. The R™ pilot burst is
received with the serving beam. In order to ensure as fair
a comparison as possible, we have numerically fine-tuned e
to maximize the average data rate. The optimal value of e
is close to 0.15 for a wide range of system parameters.

o Thompson Beam Sampling (TBS) [15]: Thompson sampling
with beta-Bernoulli updates in every cycle is used to select
the receive beams. One sample is generated for each receive
beam from its prior distribution. The R — 1 beams from
Bgs \ {u;} are selected and sounded in the same order. The
R™ pilot burst is received with the serving beam. While this
approach also uses Thompson sampling, it does not model
the AoA as a latent state.

In all the above methods, at the end of cycle ¢, the beam
pair with the largest measured channel power is selected as
serving beam pair as per the CPBS rule in (38). Note that
these measurements are obtained over multiple cycles when
R < Byg. The training overhead of all the methods is the
same because the same measurement model, which is defined
in Section II-A1, is used by all the methods.

We also compare with the following genie-aided method,
which provides an upper bound on the average data rate
achievable by any practical, causal method. The beam pair
that maximizes the data rate is selected assuming that all beam

3We have found in our simulations that, as 7scy increases, the rate increases
and saturates after 7scy > —10 dB. The role of 7gcm is primarily technical
in nature as it enables us to apply known techniques to prove convergence.

4In case uy € {k,k+1,...,k+ R — 2}, then the UE moves to the next
receive beam and skips receiving using ug, which it will receive within the
last pilot burst in the cycle.
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pair gains are perfectly known at all times at both BS and UE.

|huS,
S UE { < )
beBps,ucB 1111

(b*,u*) = argmax
N 2
Rxgb.u (tk)
X ];logz 1+ 2z 45)

First, in Section V-A, we present results with only user
orientation changes. In Section V-B, we present results with
user orientation changes and lateral mobility. We study the
impact of several system parameters such as SNR, R, and
orientation change rate v’ (t), which has units of °/s.

A. With User Orientation Changes

Fig. 6 plots the measurement exploitation probability, which
is the probability that the best beam is among the R shortlisted
beams, as a function of ¢’ (¢) for all the methods. The higher
this probability, the better is the ability of the method to
shortlist the receive beam that is likely to be the best one
for data. This probability is always 100% for the genie-
aided method. The probability for LTBS-SCM remains above
99% for all ¢’ (t), while that for LTBS-BB remains above
95%. Furthermore, the probabilities of both these methods are
insensitive ¢’ (t). This is because the methods track the AoA
as a latent state and choose the beams to measure and select
based on it. On the other hand, the measurement exploitation
probability significantly decreases for RR and RND as v’ ()
increases. Even UCB, TBS, and e-greedy perform similar
to RR and RND, despite being learning-based, because they
do not track the AoA. For example, at ¢’ (t) = 60°/s, the
measurement exploitation probabilities of RND, RR, TBS,
UCB, and e-greedy are 46%, 44%, 40%, 42%, and 53%,
respectively. These methods are overwhelmed by the rapid
changes in the beam pair gains.

Fig. 7 plots the AoA estimate gi;q of LTBS-BB and LTBS-
SCM as a function of the cycle index ¢ at ¢’ (t) = 60°/s. For
LTBS-SCM, we observe that qNSq is very close to the actual
AoA after just four cycles, while it takes 20 cycles for LTBS-
BB. When averaged over the remaining duration, the mean
error is —0.03° and error standard deviation is 0.42°, which
is much smaller than the mean beamwidth of 20°. For LTBS-
BB, over the same duration, the mean error and standard
deviation of the error are —3.30° and 28.20°, respectively.
The standard deviation is larger because of its use of the
beta prior, which is not matched to the mmWave channel
statistics. The less accurate selection of receive beams for
measurement and weaker beam measurements leads to a larger
standard deviation. LTBS-BB also requires more cycles to
converge than LTBS-SCM. However, even the simpler LTBS-
BB method, which has a larger standard deviation, does not
fail as it achieves a high measurement exploitation probability.

Fig. 8 plots the average data rates of all the methods as
a function of ¢’ (t), which is increased from 0°/s to 120°/s.
We note that 120°/s is a high rate of change of UE orientation
since it implies that a UE would complete a full rotation in just

O Genie-aided = +=:-RR | = < TTOT=—
02l === -LTBS-SCM TBS
—B—LTBS-BB  =--©--UCB
—&8—RND ==-0="-" c-greedy

Measurement exploitation probability

0 15 30 45 60 75 90 105 120
Orientation change rate ¥'(t) (°/s)

Fig. 6. Measurement exploitation probability as a function of the UE
orientation change rate v’ (t) for LTBS and conventional methods (R = 6
and n = 20 dB).
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Fig. 7. Zoomed-in view of the AoA estimate as a function of cycle g (v’ (t) =
60°/s and R = 6).

3 s. The average data rate of LTBS-SCM is 99% of that of the
genie-aided method for all ¢’ (). LTBS-SCM has the highest
data rate among all methods for all ¢’ (¢). Despite using a
simplistic beta prior, the LTBS-BB method has a 46%, 49%,
60%, 76%, and 51% higher data rate than RND, RR, TBS,
UCB, and e-greedy, respectively, at ¢’ (t) = 60°/s. As ¢’ (t)
increases, there is a pronounced reduction in the average data
rates of RR, RND, UCB, and TBS, unlike the genie-aided
method and LTBS-SCM. For example, when 1’ (t) increases
from 30°/s to 90°/s, the average data rates of RND, RR, TBS,

N
z
w
8 b
£
2
g
° | TR
g O Genie-aided = =+= *RR ""0—---_:0_—__11
> ||= == -LTBS-SCM TBS
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Orientation change rate v'(t) (°/s)

Fig. 8. Average data rate as a function of the UE orientation change rate
Y/ (t) (R =6 and n = 20 dB).
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Fig. 9. Average data rate as a function of the peak SNR n (R = 6 and
Y (t) = 60°/s).

UCB, e-greedy LTBS-BB, LTBS-SCM, and the genie-aided
method decrease by 34%, 45%, 41%, 44%, 37%, 15%, 7.7%
and 7.7%, respectively. Thus, the LTBS methods are more
robust to user orientation changes.

Fig. 9 compares the average data rates of all the methods as
a function of the peak SNR 7). The average data rate increases
as 7 increases. LTBS-SCM is consistently close to the genie-
aided method for all 1 and, thus, is near-optimal. Despite being
a learning-based method, UCB has the lowest average data rate
among all the methods. RR, RND, TBS, and e-greedy are only
marginally better than UCB, with RND being the best among
the four. When 7 increases from 10 dB to 30 dB, LTBS-SCM
achieves 114% and 50% higher rates, respectively, than RR.
This is because of two reasons. First, as we saw, the odds that
these methods select the optimal beam for data reception are
lower. Second, LTBS-BB and LTBS-SCM use the prediction-
based APRBS rule while the other methods use the CPBS rule
to select the data beam pair.

Fig. 10 plots the average data rates of LTBS-BB and LTBS-
SCM as a function of D. Also shown for reference is the
average data rate of the genie-aided method. As D increases,
the average data rates of LTBS-BB and LTBS-SCM increase.
This is because of the finer quantization of the latent AoA
space, which improves the accuracy of the AoA estimate
and the subset of receive beams selected to measure in the
next measurement cycle. The average data rate of LTBS-SCM
saturates to 98.4% of that of the genie-aided method. The
average data rates of both methods saturate for D > 180. They
are at least 98% of the maximum value even for D = 120.
The saturation occurs because any further increase in D does
not improve the method’s AoA estimation accuracy or the
selection of the receive beam subset for measurement.

Fig. 11 plots the mean regret, averaged over all traces, as a
function of the cycle index ¢ for all the learning methods. For
ease of comparison, the reward is determined as per (26) and
the mean regret is computed as per (39) for all the methods.
The mean regret of a method captures the accumulated power
difference between the measurements obtained using a genie-
aided approach, which utilizes the true latent state, and those
obtained with the method itself. The mean regrets for LTBS-
BB and LTBS-SCM decrease monotonically as g increases.
This demonstrates their ability to learn the AoA. On the other
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Fig. 10. Average data rates of the LTBS-BB, LTBS-SCM, and genie-aided
methods as a function of D (¢ (t) = 60°/s and R = 6).
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Fig. 11. Mean regret as a function of the cycle index g (v’ (t) = 60°/s and
R =6).

hand, the mean regrets for TBS, UCB, and e-greedy are larger
and reach a large floor after 60 cycles.

B. With User Orientation Changes and Lateral Mobility

With lateral mobility, the AoA changes with time, resulting
in a time-varying true latent state ¢*. Fig. 12 plots the
estimated AoA as a function of the cycle index ¢ for LTBS-
BB and LTBS-SCM, which assume a fixed ¢*, and TV-LTBS-
BB and TV-LTBS-SCM, which do not. We show results for
an AoA change rate of 10°/s and ¢’ (t) = 60°/s. We set
c1 = ¢co = 10 and w = 6 for TV-LTBS-BB and w = 3 for TV-
LTBS-SCM. For TV-LTBS-SCM, the estimated AoA is very
close to the actual AoA after just 3 cycles. When averaged over
the remaining duration, the error mean is 1.82° and the error
standard deviation is 1.38°. While these values are more than
those without lateral mobility, they are still much lower than
the beamwidth. The corresponding numbers for TV-LTBS-BB
are 2.26° and 29.27°. The larger standard deviation of the
Ao0A estimation error in TV-LTBS-BB is because the beta PDF
parameters for multiple latent states are comparable. This leads
to a higher probability that the best beam pair is not included
in the measurement subset and selected for data transmission.
The mean and standard deviation of the AoA estimation error
for LTBS-BB are 12.47° and 33.26°, respectively, and for
LTBS-SCM are 15.27° and 22.65°, respectively. As LTBS-BB
and LTBS-SCM use rewards obtained from the 0" cycle until
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Fig. 12. Evolution of AoA and its estimate by TV-LTBS-SCM, TV-LTBS-
BB, LTBS-SCM, LTBS-BB, and the actual AoA as a function of the cycle
index for the latent space methods (¢’ (t) = 60°/s, R = 6, and AoA change
rate of 10°/s).
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Fig. 13. Average data rate as a function of the AoA change rate for LTBS
and conventional methods (¢’ (t) = 60°/s and R = 6).

the cycle under consideration, they are slow in updating their
Ao0A estimate and end up estimating the AoA less accurately.

Fig. 13 plots the average data rate of all the methods as
a function of the AoA change rate, which is increased from
0°/sec to 10°/sec. An AoA change rate of 10°/s corresponds
to a minimum lateral speed of 125.6 kmph when the UE is at
a distance of 200 m from the BS.> For example, the average
data rate of TV-LTBS-SCM and TV-LTBS-BB decrease by
19.3% and 22.3%, respectively, when the AoA change rate
increases from 0°/s to 10°/s. However, they still outperform
the benchmark algorithms. When the AoA change rate lies in
the range 0°/s to 10°/s, the average data rate of TV-LTBS-SCM
is at least 39%, 49%, 53%, 68%, and 45% more than that of
RND, RR, TBS, UCB, and e-greedy, respectively. The same
for TV-LTBS-BB are 12%, 21%, 24%, 36%, and 17%. As
the AoA change rate increases, the average data rates of TV-
LTBS-SCM and TV-LTBS-BB decrease because of the lag in
estimating the AoA based on the measured beam gain history.

VI. CONCLUSIONS

The LTBS method employed latent Thompson sampling to
estimate the AoA, which was modeled as a latent state. The
sampled AoA estimate affected the subset of receive beams

SIn general, if the UE is moving at a speed v m/s at an angle of 6 relative
to the line joining the BS and is at a distance d from the BS, then the AoA

change rate is equal to (W)O/S.

selected for measurements and the beam gain prediction that
was used to select the beam pair for data. We saw that best
beam was selected with a probability of at least 99% in LTBS-
SCM and 95% in LTBS-BB. Compared to the conventional
and learning-based methods proposed in the literature, both
LTBS variants achieved a higher average data rate, had a
lower AoA estimation error, and were less sensitive to an
increase in the user orientation change rate. LTBS-SCM had
a higher average data rate and a lower AoA error than LTBS-
BB because of its realistic modeling of mmWave channel
statistics but at the cost of a more computationally involved
prior update. We also extended the LTBS methods to handle
lateral mobility, which led to the AoA itself varying with time.
The use of the windowing approach for updating the prior led
to robust and accurate AoA tracking and a higher average data
rate.

APPENDIX
A. Proof of Proposition 1

Since 74, is a positive-valued RV that is bounded above
by 7scm, we get the following inequality from the Hoeffding’s
lemma [41, p. 21]:

>‘27'S2CM
E [exp (A(rg,u — E[rgu]))] < exp — ) (46)

Thus, 74 ., Vu € Byg, is sub-Gaussian with proxy variance of
2
Tsem/4-

B. MBN Model for Time-Varying SCM Channels

The MBN parameters 2, (t + 7, 00%s), po.u (t,00s), and
m are given as follows in terms of the SCM parameters.

1) Mean Channel Power y, ,, (t,075¢) = E {giu (t)] :
given by

It is

C

A X X
Qb u (t eLOS) K +1 Z 'YCGu,c(t) z,c(t)
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where the u™ receive beam gain Z™ (6) = (v*)" uy (6) is
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<3 tx tx

A smzm <>

The receive beam gain G
for each cluster are

p (0)])

() and transmit beam gain G% (1)

er = Z u (\/iaAoA,qu + éAoA,c +¢ (t)) ’2 )
(50)
~tx (t)ziiw Zt"(\/ﬁUAD 2o + Oaop )2 (28
b,c ﬁq:1 q b oD,ctq oD,c )
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w, and z, are the ¢" Gauss-Hermite (GH) weight and
abscissa, respectively, and M is the GH integration order [36,
(25.4.46)].

2) Power Correlation Coefficient py,, (t,075s) Between
Gvu (t) and gy, (t + 7): Tt is defined as

Pbu (t> elr_xos)
E |6}, (1) gh., <t+T>} Qs (1 655) Qo (47, 0535)

- \/Var t))Var(g; ,, (t+7))

The term Var(g; , (t)) £ E [gg"u (t)} —Qf , (t) in the denom-
inator is given by

(52)

Var(gy, () = LK+ 172 K e Z V2 FX () FX, (1)
X 2/ Aix 2
-1 Z 701 Gu ,C1 )) ( b,c1 (t))

C —
S 70 Gh (DGE, (1)

ca=1,ca#c1

X X 2 X X 2
n 2KN | Z7 (00s + ¢ (1) 125 (67s)]

+2L Z ’Ycl }l-L (,1 2(701 (t)

(K + 1)2
X Z Vor Gy oy (G, (1), (53)
Cl—
where
M _ 4
Fo(t) Z Zy (\@UAoA,qu + Oroa,c + ¥ (f)) ;
) (54)
1 M _ 4
Ft) == D wa | 28 (VEoam.cay +Orome) | - 59)
q=1

The term E {ggu (t) g, (t + 7')} in the numerator is derived
in [7, Appendix B]. We do not show it here due to space
constraints.

3) Nakagami Parameter m: Its maximum likelihood esti-
Q. (805s)
Var(g7 (1))
in (47) and Var(g; , (t)) is given in (53).

mate is given by m = where €y, ,, (£, 0f%) is given

C. Comparison of Marginal PDFs for p £ py, , (t,07¢) <0

1) Comparison of PDFs in (10) and (13): Fig. 14 plots
the KL divergence between the exact PDF in (13) and the
Nakagami-m PDF in (10) as a function of |p| for different
values of m and ). The KL divergence is 0 if and only if
the two PDFs are identical. The smaller the KL divergence,
the tighter is the approximation. We observe that the KL
divergence is less than 0.01 for |p| < 0.90 for all parameter
combinations. Furthermore, the KL divergence is insensitive
to 2. Thus, the Nakagami-m PDF is a good approximation
for the PDF in (13).
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Fig. 14. KL divergence between the exact PDF in (13) and the Nakagami-m
PDF as a function of |p| for different values of m and €.
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Q

Fig. 15. KL divergence between the exact PDF in (15) and the Nakagami-m
PDF for different values of m as a function of 2.

2) Comparison of PDFs in (10) and (15): Fig. 15 plots the
KL divergence as a function of € for different values of m.5 It
is less than 0.1 for €2 < 11 for all m. Thus, the Nakagami-m
PDF is a good approximation for the PDF in (15).
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