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Abstract—The codebook-based scheme for intelligent reflecting
surfaces (IRSs) decouples the training and control signaling
overheads from the number of IRS elements by selecting the IRS
reflection pattern from a pre-specified codebook. We analyze the
performance of a training scheme that exploits a novel trade-
off between the powers allocated for selection pilots, which are
used to select the reflection pattern, and the demodulation pilot,
which is used for estimating the channel for demodulation. We
develop a selection-aware linear minimum mean-square error
estimator of the effective channel gain of the selected reflection
pattern. When the direct link is blocked, we derive an elegant
closed-form expression for the beamforming gain. When the
direct link is present, which requires a different analysis, we
derive a novel upper bound and insightful asymptotic expressions
for the beamforming gain. We then present a novel expression
for the achievable rate that accounts for the impact of noisy
channel estimates on both selection of the reflection pattern and
demodulation of data. We optimize the pilot and data powers
and the codebook size. Our approach yields a significantly better
rate than conventional schemes, and establishes the advantages
of allocating substantially different powers to the selection and
demodulation pilots and data.

Index Terms—IRS, Codebook-based training, Selection, Pilots,
Channel estimation, Power allocation, Rate.

I. INTRODUCTION

An intelligent reflecting surface (IRS) is made up of a
large number of low-cost passive elements. Each of the re-
flective elements can induce a programmable phase-shift to
the incident electromagnetic signal, which enables the system
designer to program the radio propagation environment. For
example, in passive beamforming, the phase-shifts of these
passive elements can be configured to form a beam in the
desired direction without requiring a radio frequency chain
with a power amplifier [2]. IRS improves energy-efficiency
compared to the conventional relay and massive multiple-
input multiple-output (MIMO) systems. It improves coverage
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in areas where the direct link between the access point (AP)
and the user is blocked. Further, it can tackle both large-
scale fading and small-scale fading effects. This makes IRS
an appealing candidate technology for 6G.

Configuring the reflection coefficient at each IRS element,
which depends on the channel gains, is crucial to realize
the above benefits. However, a passive IRS with no signal
processing capabilities cannot estimate these channel gains
and, thereafter, configure the IRS. Hence, cascaded channel
estimation plays a crucial role in an IRS-aided system and
has recently spurred a lot of research [3]–[6]. Three different
ways of configuring IRS reflection coefficients have been con-
sidered in the literature, namely, instantaneous channel state
information (CSI) based, statistical-CSI-based, and codebook-
based. We summarize and contrast them below.

a) Instantaneous-CSI-Based Schemes: In the classical on-
off scheme, only one element is configured to be in the
reflection mode when a pilot is transmitted [3], [4]. Instead,
in the discrete Fourier transform (DFT)-based scheme, all the
IRS elements are configured to be in the reflection mode and
different columns of the DFT matrix are used as reflection pat-
terns for different pilot transmissions [5]. Thus, in estimation-
based schemes, each of the M cascaded channel gains is
estimated, where M is the number of IRS elements. Based on
these estimates, the AP determines the reflection pattern and
communicates it to the IRS via a control link. This requires
a pilot overhead of O(M) and a control overhead of O(M).
Thus, these schemes entail large pilot and control overheads.

Extensions and variations of these schemes have been
studied in [4], [5], [7]–[9]. IRS element grouping is proposed
in [6] to reduce the pilot overhead. The sparsity of the AP-
IRS channel in the spatial domain is exploited in [10]–[12] to
reduce the pilot overhead. Machine-learning-based approaches
are instead pursued in [13]–[16]. Pairwise error probability
and asymptotic average bit error probability expressions are
derived in [17] for an IRS-assisted space-shift keying system
with channel estimation errors.

b) Statistical-CSI-Based Schemes: In statistics-based
schemes, the IRS configuration is based on channel statistics
such as covariance [18]–[20]. It is not a function of the
instantaneous cascaded channel gains. Since the channel
statistics vary slowly, the training overhead, when amortized
over time, is lower. However, the beamforming gain is also
lower.

c) Codebook-Based Schemes: In codebook-based schemes,
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one of the reflection patterns that optimizes a selection metric
is selected from a pre-designed codebook with K < M
reflection patterns and is configured at the IRS during data
transmission [21]–[26]. The codebook-based scheme is prac-
tically appealing due to its lower pilot and signaling overheads.
It needs K pilots to select the reflection pattern and only
⌈log2 (K)⌉ bits, where ⌈.⌉ denotes the ceiling function, to send
the reflection pattern index to the IRS. This is much lower than
that of the instantaneous-CSI-based schemes and enables the
system designer to control the overhead. We, therefore, focus
on these codebook-based schemes and explore the trade-off
between the training overhead and the beamforming gain, and
its implications on the data rate.

A two-phase protocol for the codebook-based scheme is
studied in [21], [22]. In the first phase, for each codebook
vector, the user transmits pilots in the uplink to enable the AP
to select the codebook vector that yields the largest signal-to-
noise ratio (SNR). In the second phase, assuming reciprocity,
the IRS configures the selected reflection pattern and the AP
transmits downlink data. For this protocol, [22] derived the
beamforming gain for a random codebook, assuming perfect
channel state information and no direct link. Reference [21]
derived an upper bound on the beamforming gain for the
random and equi-partition codebooks considering imperfect
CSI and a direct link. A codebook that incorporates user
position information is considered in [23], but the achievable
rate is studied only through simulations. For the DFT matrix-
based codebook, a deep learning model is developed to select
the codebook vector that maximizes the achievable rate in [13].
Codebook-based schemes for surfaces that can reflect and
refract simultaneously are studied in [25], [26].

A. Focus and Contributions

We present a comprehensive analysis of a codebook-based
IRS-assisted communication system in the presence of noisy
channel estimates, which are inevitable in practice due to finite
pilot powers. They affect the codebook-based scheme in two
ways. First, they can cause a sub-optimal reflection pattern
to be selected. Second, this sub-optimal pattern together with
the noisy estimate of the effective channel affect demodulation
and lower the data rate. Table I compares our work with the
literature on codebook-based schemes. As shown in the table,
the impact of noisy channel estimates on demodulation has
not been studied in the literature even though it is a general
problem in codebook-based IRS systems.

We make the following contributions. First, we propose a
training scheme that separates the tasks of selection of the
reflection pattern and demodulation. In it, the AP first sends
K selection pilots to the user, one for each codeword available
in the codebook. Therefore, the minimum number of selection
pilots required is K. The user selects the reflection pattern with
the highest received signal strength and feeds back its index to
the AP. The AP subsequently forwards it to the IRS. The AP
then sends a demodulation pilot to enable the user to obtain
a better estimate of the effective channel gain to demodulate
the data symbols that follow. One advantage of this scheme
is that more power can be allocated to just the demodulation

pilot to obtain an accurate estimate of the effective channel
gain required for coherent demodulation. In the absence of this
demodulation pilot, the AP would need to allocate sufficiently
high power to each of the selection pilots as it does not a
priori know which codeword will be selected.

Second, our training scheme does not require channel reci-
procity because the AP transmits all the pilots and the UE
only feeds back the index of the selected codeword. Thus,
our scheme applies to both time-division duplex (TDD) and
frequency-division duplex (FDD) systems. This is unlike [21]–
[23], where UE transmits pilots in uplink and AP selects
the codeword to transmit data in downlink. This requires
reciprocity and works only for TDD. Third, our analysis
tackles noisy estimates and the correlation among the signals
received from different reflection patterns due to the presence
of the common direct link. This correlation makes the analysis
considerably more involved.

Lastly, for a given total pilot plus data power budget,
we show that a novel trade-off exists between the powers
allocated to the selection pilot, the demodulation pilot, and
the data symbols. Allocating more power to the selection
pilots improves the odds that the optimal reflection pattern
is selected. However, it reduces the power available for the
demodulation pilot and the data, which can lower the data rate.
Allocating more power to the demodulation pilot improves
the accuracy of the channel estimate used for demodulation.
However, this again reduces the power available for data and
can lower the data rate. Exploiting this trade-off and allocating
optimal powers to the pilots and the data symbols improves the
rate compared to the conventional approaches. To the best of
our knowledge, none of the works on codebook-based schemes
have optimized the allocation of powers between the pilot(s)
and the data [25], [27]–[29].

For the proposed training scheme, we make the following
contributions:

• Beamforming Gain Analysis with Imperfect CSI: When
the direct link is blocked, we derive closed-form ex-
pressions for the probability density function (PDF) of
the channel gain of the selected reflection pattern and
the beamforming gain of the IRS. The significance and
novelty of this analysis lies in its accounting for the
impact of imperfect CSI on the selection of the reflection
pattern as well as coherent demodulation. The analysis
applies to the general class of orthogonal codebooks,
which includes the DFT and Hadamard matrix-based
codebooks [13].
When the direct link is present, we derive a novel upper
bound on the beamforming gain. This is different from the
bound derived in [21], which becomes unacceptably loose
as the number of IRS elements increases and applies only
to random codebooks. Our analysis handles imperfect
CSI and the correlation due to presence of the direct
link. It develops an alternate virtual selection criterion
for the reflection pattern and employs novel arguments
to show that its beamforming gain upper bounds that of
the proposed scheme.

• Rate Analysis and Optimal Power Allocation with Im-
perfect CSI: We first derive a novel selection-aware
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TABLE I
COMPARISON WITH LITERATURE ON CODEBOOK-BASED SCHEMES

Reference Impact of noise
on selection

Impact of noise
on demodulation

Pilot and data
powers

Analysis with
estimation errors

Duplexing

[13] No No Not optimized No TDD
[21] Yes No Not optimized Loose bounds TDD
[22] Yes No Not optimized No TDD
[23] Yes No Not optimized No TDD

Our manuscript Yes Yes Optimized Yes (With and
without direct link)

TDD/FDD

linear minimum mean-square error (LMMSE) estimator
of the effective channel gain. It exploits the fact that the
statistics of the effective channel gain of the selected
pattern differ from those of an arbitrary pattern. Using
this estimator, we derive an expression for the achievable
rate that accounts for the training, feedback, and control
signaling overheads of the codebook-based scheme. We
then numerically determine the optimal selection and
demodulation pilot powers and data power that maximize
the achievable rate subject to a total power constraint.
Only the asymptotic beamforming gain for a large num-
ber of IRS elements is analyzed in [22]. Furthermore,
this is done assuming perfect CSI, a random codebook,
and the absence of a direct link. While the direct link is
considered in [23], the achievable rate is evaluated only
through simulations.

• Novel Insights: For low and high SNR regimes, we
use recent results from extreme value theory to derive
insightful closed-form expressions of the beamforming
gain with and without the direct link. The expressions
bring out role of the number of reflection patterns, the
coherence interval, the number of IRS elements, and
the total power available at the AP. We show that the
beamforming gain increases linearly with the number of
IRS elements but logarithmically with the codebook size.

• Numerical Results: We study the trade-off between the
codebook size, which also affects the training overhead,
and the achievable rate. The proposed scheme achieves
a higher rate than the conventional codebook-based and
estimation-based schemes in regimes of practical interest.
This is due to its low training overhead and ability to
allocate significantly higher power to the demodulation
pilot than a selection pilot. These gains persist even when
the cascaded channel gains are correlated.

B. Outline and Notations

The system model and the proposed transmission scheme
are described in Section II. Section III formulates the opti-
mization problem and solves it when the direct link is blocked.
Section IV addresses the case where both direct and reflected
links are present. Numerical results are presented in Section V.
Our conclusions follow in Section VI.

Notation: We show scalar variables in normal, vector vari-
ables in lowercase bold, matrices in uppercase bold, and sets
in calligraphic fonts. We denote the probability of an event B
by Pr (B) and the probability of B conditioned on an event
A by Pr (B | A). For a complex number u, ℜ{u}, ℑ{u}, u∗,

1 K τf τc K + 1 τf 1

Psel Psel Pc Pd

1. Selection pilots 3. Demodulation pilot 5. Data

2. Selected index 4. Rate

AP User

IRS

φm = ejθm

gm hm

Φ

IRS control link

τd

Pd

m

hd

IRS controller

Fig. 1. System model showing an IRS with M reflecting elements. Also
shown is the proposed training and data transmission scheme.

and |u| denote its real part, imaginary part, complex conjugate,
and absolute value, respectively. E[.] denotes expectation. The
expectation over a random variable (RV) X is denoted by
EX [.] and the expectation over X conditioned on the RV Y
by EX|Y [.]. The notation X ∼ CN (µ,C) means that X is a
complex normal random vector with mean µ and covariance
C. We denote the M × M identity matrix by IM and the
transpose operation by (.)T . The indicator function is denoted
by 1{a}, which equals one if a is true and is zero otherwise.

II. SYSTEM MODEL AND PROPOSED TRANSMISSION
SCHEME

In the system model illustrated in Figure 1, the AP transmits
data to a user with the help of an IRS with M reflecting
elements. Let hd denote the direct channel gain between the
AP and the user. Let gm denote the channel gain between
the AP and the mth IRS element, and hm denote the channel
gain between the mth IRS element and the user. Let g =
[g1, g2, . . . , gM ]T and h = [h1, h2, . . . , hM ]T .

Channel Model: We consider a quasi-static, flat-fading
channel model. We assume a strong line-of-sight (LoS) path
between the AP and the IRS, which is practically justified
when the AP is placed on a rooftop and the IRS on the outside
of a wall. Hence, g is a deterministic LoS channel gain vec-
tor [7], [21]. The direct and IRS-user links undergo Rayleigh
fading. Therefore, hd ∼ CN (0, βd) and h ∼ CN (0, βhIM ),
where βd and βh are the path-losses of the direct and IRS-
user links, respectively. The direct link channel gain hd is
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independent of h. Let βg denote the path-loss of the AP-IRS
link.

Let ϕ = [ϕ1, ϕ2, . . . , ϕM ]T denote the reflection pattern
for the IRS elements, where ϕm = ejθm is the reflection
coefficient and θm ∈ [0, 2π] is the phase-shift of the mth

reflecting element. When the reflection pattern ϕ is configured
at the IRS, the signal y received at the user is given by [2]

y =

(
hd +

M∑
m=1

hmϕmgm

)
x+ n =

(
hd + rTϕ

)
x+ n,

(1)

where x is the transmitted signal, n ∼ CN (0, σ2) is additive
white Gaussian noise (AWGN), and r = [r1, r2, . . . , rM ]T =
[h1g1, h2g2, . . . , hMgM ]T is the cascaded reflected channel
gain vector.

Comments: The above model assumes that h1, h2, . . . , hM
are independent and identically distributed (i.i.d.). This makes
the analysis tractable, and has also been assumed in [4], [21],
[30]. In Section V, we show the efficacy of our approach in
the presence of correlation between the cascaded channel gains
and imperfect CSI. We consider a single-antenna AP and user.
We note that a rigorous analysis and rate optimization that
considers the cumulative impact of channel estimation errors
on the beamforming gain and rate of codebook-based training
is not available in the literature even for the independent
channel gains model with a single antenna at the AP and the
user.

A. Proposed Training and Transmission Scheme

A codebook consisting of K ≤ M orthogonal reflection
patterns ϕ(1),ϕ(2), . . . ,ϕ(K) is used for generating the re-
flection coefficients at the IRS. This model includes the DFT
and Hadamard codebooks considered in the literature [5]. The
training and transmission scheme consists of the following
phases:

1) Selection Phase: To enable the user to select the reflection
pattern that maximizes the rate, the AP sequentially
transmits K selection pilot symbols, each with power
Psel. Note that the number of pilot symbols is equal to
the size of the codebook. The reflection pattern ϕ(i) is
configured at the IRS when the ith pilot is transmitted.
Without loss of generality, the pilot symbols are identical
and are given by p = 1. The signal yi received by the
user, for 1 ≤ i ≤ K, is

yi =
√
Psel

(
hd + rTϕ(i)

)
+ni =

√
Pselheq(i)+ni. (2)

Here, n1, n2, . . . , nK ∼ CN (0, σ2) are i.i.d. AWGN, and

heq(i) = hd + rTϕ(i), (3)

is the effective AP-user channel gain. The user selects
the reflection pattern ϕ(s) with the largest received signal
strength. Hence,

s = argmaxi∈{1,2,...,K}{|yi|2}. (4)

2) Feedback and Control Signaling Phase: The user feeds
back the selected index s to the AP. This incurs a

feedback overhead of ⌈log2 (K)⌉ bits and requires a time
duration of τf . The AP then sends s to the IRS via a
control link and the IRS configures ϕ(s) as the reflection
pattern. This incurs a control overhead of ⌈log2 (K)⌉
bits and requires a time duration of τc. We assume that
the feedback error probability is negligible. This can
be ensured by protecting the feedback bits using error
correcting codes. Furthermore, a pilot symbol can be
sent along with the feedback bits to enable the AP to
demodulate the fed back bits.

3) Estimation Phase: The AP sends a demodulation pilot
p = 1 with power Pc to enable the user to accurately
estimate the effective channel gain heq(s) for coherent
demodulation. The signal yc at the user is

yc =
√
Pcheq(s) + nc, (5)

where nc ∼ CN (0, σ2) is AWGN. Intuitively, heq(s) can
be accurately estimated by increasing the power of just
one demodulation pilot instead of the powers of all K
selection pilots.

4) Feedback of Rate: Based on its estimate of heq(s), the
user feeds back to the AP the data rate R with which it
can receive data. This requires a time duration of τf . We
derive the expression for R below.

5) Data Transmission Phase: The AP sends τd downlink
data symbols to the user, each with power Pd. The
symbols are encoded with rate R. The signal yd received
at the user when the data symbol x is transmitted is given
by

yd =
√
Pdheq(s)x+ nd, (6)

where nd ∼ CN (0, σ2) is AWGN.
Next, we analyze the performance of the above protocol for

the scenarios without and with the direct link in Sections III
and IV, respectively. The analytical tools required and the
technical nature of the results turn out to be different for these
two scenarios.

III. ANALYSIS: WITHOUT DIRECT LINK

In this section, we consider the case where the direct link
between the AP and the user is blocked due to obstacles [2],
[25]. Hence, heq(i) = rTϕ(i). We first develop a reflection
pattern selection-aware LMMSE estimator for the effective
channel gain. Its novelty lies in exploiting the ordered-statistics
of the received signal strength of the selected codeword. Using
this, we derive a bound on the achievable rate. We then
determine the optimal pilot and data power allocation that
maximizes the rate.

A. Selection-Aware LMMSE Estimator for heq(s)

The LMMSE estimate ĥeq(s) of the effective channel gain
heq(s) is given by [31, Ch. 12]1

ĥeq(s) = ayc + b, (7)

1The minimum mean-square error (MMSE) estimator is optimal in terms
of minimizing the MSE. However, it is intractable due to the order statistics
and the non-Gaussian random variables involved. We, therefore, employ the
tractable LMMSE estimator. Furthermore, the two observations yc and ys can
be used to obtain a more refined channel estimate of heq(s). However, this
approach yields only a marginal gain.
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where

a =
Cov (yc, heq(s))

Var (yc)
, (8)

b =
(
1−

√
Pca
)
E [heq(s)] . (9)

Cov (yc, heq(s)) is the covariance of yc and heq(s), and
Var (yc) is the variance of yc. A key point to note
is that heq(s) does not follow the same statistics as
heq(1), heq(2), . . . , heq(K) due to the selection of the IRS
reflection pattern based on (4). We derive its statistics below.
For this, we first state a useful lemma about the independence
of heq(1), heq(2), . . . , heq(K).

Lemma 1: The effective channel gains
heq(1), heq(2), . . . , heq(K) are i.i.d. complex normal RVs
with mean 0 and variance Mβgβh.

Proof: The proof is given in Appendix A.
Let βr = Mβgβh denote the effective average channel

strength of the reflected link and σ2
y = Pselβr + σ2 denote

the variance of signal yi received during the selection phase.
We now derive the PDF of heq(s) = ers + jeis, where ers
and eis denote its real and imaginary parts, respectively, in
closed-form.

Theorem 1: The PDF fers,eis(x, z) of the complex RV
heq(s), where x, z ∈ R, is given by

fers,eis(x, z) =
Kσ2

y

πβr

K−1∑
l=0

(
K − 1

l

)
(−1)l

σ2
y + lσ2

× exp

(
−(l + 1)σ2

y(
σ2
y + lσ2

)
βr

(
x2 + z2

))
. (10)

Proof: The proof is given in Appendix B.
The symmetric form of the PDF in (10) implies E [heq(s)] =

0, which, in turn, yields b = 0. We can also show from (5)
and (8) that a =

√
Pc E

[
|heq(s)|2

]/(
Pc E

[
|heq(s)|2

]
+ σ2

)
.

Thus, from (7), we get

ĥeq(s) =

√
Pc E

[
|heq(s)|2

]
Pc E

[
|heq(s)|2

]
+ σ2

yc. (11)

The PDF derived in Theorem 1 leads to the following
insightful closed-form expression for the beamforming gain
Bg = E

[
|heq(s)|2

]
of the codebook-based scheme.

Corollary 1: The beamforming gain Bg in the presence of
channel estimation errors is given by

Bg =
βr
(
Pselβr [ψ(K + 1) + γ] + σ2

)
Pselβr + σ2

, (12)

where ψ(.) is the digamma function [32, Ch. 6] and γ ≈ 0.577
is the Euler-Mascheroni constant [32, Ch. 6].

Proof: The proof is given in Appendix C.
The impact of Psel and K on the beamforming gain is

brought out by the next corollary. Substituting this expression
in (11) yields the LMMSE estimator. The selection-unaware
estimator, which is based on unordered statistics, would be
ĥeq(s) =

√
Pcβryc/

(
Pcβr + σ2

)
. It is different from the

selection-aware estimator.

Corollary 2: Bg is a concave, monotonically increasing
function of Psel for K > 1 and is a concave, monotonically
increasing function of K for K ≥ 1.

Proof: The proof is given in Appendix D.
Thus, increasing Psel or K leads to a diminishing increase

in the beamforming gain. Since ψ(K + 1) ≈ log(K + 1) −
(1/ (K + 1)) and βr = Mβgβh, it follows that Bg increases
logarithmically with K and linearly with M .

B. Achievable Rate with Noisy Channel Estimates
The achievable rate R in the presence of channel estimation

errors is given by [33]2

R =
τd
Tc

E

log2
1 +

Pd

∣∣∣ĥeq(s)
∣∣∣2

σ2 + Pdσ2
ĥeq(s)


 , (13)

where σ2
ĥeq(s)

= E

[∣∣∣heq(s)− ĥeq(s)
∣∣∣2] is the MSE of the

estimate of heq(s) and Tc = τd + K + 1 + 2τf + τc is the
number of symbols in a coherence time interval. Tc accounts
for the pilot, feedback, and control signaling overheads. Using
the Jensen’s inequality, we get the following bound:

R ≤ τd
Tc

log2

1 +

Pd E

[∣∣∣ĥeq(s)
∣∣∣2]

σ2 + Pdσ2
ĥeq(s)

 . (14)

We shall see in Section V that the bound is tight even for
small M . This is because the multiple IRS elements reduce
the random fluctuations and lead to channel hardening [34].

From (11), E
[∣∣∣ĥeq(s)

∣∣∣2] can be written as

E

[∣∣∣ĥeq(s)
∣∣∣2] = Pc (Bg)

2

(PcBg + σ2)
2 E
[
|yc|2

]
, (15)

where E
[
|yc|2

]
= PcBg + σ2 since heq(s) and nc are

uncorrelated. Hence,

E

[∣∣∣ĥeq(s)
∣∣∣2] = Pc (Bg)

2

PcBg + σ2
. (16)

From (5) and (11), the MSE simplifies to σ2
ĥeq(s)

=

Bgσ
2/
(
PcBg + σ2

)
. Substituting σ2

ĥeq(s)
and (16) in (14), we

get

R ≤ τd
Tc

log2

(
1 +

PdPc (Bg)
2

σ2 [(Pd + Pc)Bg + σ2]

)
. (17)

The rate is a function of the demodulation pilot power Pc
and the data power Pd. It is also an implicit function of the
selection pilot power Psel since Bg depends on it.

2The rate expression is applicable when E

[
heq(s)− ĥeq(s)|ĥeq(s)

]
=

0 [33]. This holds when heq(s) is a complex normal RV since ĥeq(s) is an
LMMSE estimate of heq(s). We note that heq(s) is not a complex normal RV
even though heq(1), heq(2), . . . , heq(K) are complex normal RVs. Therefore,
the expression in (13) is an approximation, which makes the problem tractable
and leads to valuable insights about the impact of the system parameters on the
rate. For smaller K and at lower SNRs, this approximation can be numerically
shown to be accurate and the PDF of heq(s) approaches the complex normal
PDF in these regimes. These results are not shown to conserve space.
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C. Rate Maximization and Optimal Power Allocation

Our goal is to optimally allocate powers to the pilots and
data to maximize the achievable data rate. Given the tractable
upper bound in (17), we maximize it instead. Therefore, our
problem that optimizes Psel, Pc, and Pd to maximize the upper
bound subject to the total power constraint can be written as:

max
Psel,Pc,Pd

{
τd
Tc

log2

(
1 +

PdPc (Bg)
2

σ2 [(Pd + Pc)Bg + σ2]

)}
, (18)

s.t. KPsel + Pc + τdPd = PT , (19)
Psel ≥ 0, Pc ≥ 0, Pd ≥ 0. (20)

Here, (19) constrains the total power allowed at the AP for
transmitting the selection and demodulation pilots and the
data to be less than or equal to PT . Solving the above
optimization problem allows us to exploit the trade-off be-
tween the pilot and data powers. Due to the monotonically
increasing nature of the logarithmic function, maximizing
the objective function in (18) is equivalent to maximizing
PdPc (Bg)

2
/
(
σ2
[
(Pd + Pc)Bg + σ2

])
.

No closed-form solution exists for the above optimization
problem since the objective is a non-linear function of the vari-
ables Psel, Pc, and Pd. Therefore, we obtain the optimal powers
numerically. The above expression for the rate enables us to
equate the expression for the gradient to 0 and solve for the
optimal solution. We substitute Pd = (PT −KPsel − Pc) /τd
to obtain the objective function in terms of Pc and Psel. We
denote it by η(Pc, Psel). It is equal to

η(Pc, Psel) =
(PT −KPsel − Pc)Pc (Bg)

2

σ2 [(PT −KPsel + (τd − 1)Pc)Bg + τdσ2]
.

(21)
Note that Bg given in (12) is a function of Psel. Equating the
partial derivatives of η(Pc, Psel) with respect to Pc and Psel
to zero and numerically solving the two equations simultane-
ously yields the critical points P ∗

c and P ∗
sel. We have found

numerically that while multiple critical points can exist, only
one of them satisfies the constraints in (20) and is the optimal
solution.

D. Asymptotic Results

We now study the asymptotic regimes of small and large
selection pilot powers to gain deeper insights about the de-
pendence of the beamforming gain on the system parameters.

1) When (Psel/σ
2) → ∞: We can show that (12) simplifies

to
Bg → βr [ψ(K + 1) + γ] . (22)

This corresponds to a genie-aided (noise-free) selection
of the reflection pattern. Thus, the upper bound on R

becomes τd
Tc

log2

(
1 +

PdPcβ
2
r [ψ(K+1)+γ]2

σ2[(Pd+Pc)βr[ψ(K+1)+γ]+σ2]

)
.

2) When (Psel/σ
2) → 0: We can show that (12) simplifies

to
Bg → βr. (23)

This is equal to the average channel power gain obtained
by a random-phase configuration. In this case, the upper
bound on R becomes τd

Tc
log2

(
1 +

PdPcβ
2
r

σ2[(Pd+Pc)βr+σ2]

)
.

Since ψ(K + 1) + γ > 1 for K ≥ 2, it follows that
the beamforming gain and rate of the random phase-shift
scheme are less than those of the proposed scheme even
for small K.

IV. ANALYSIS: WITH DIRECT LINK

We now consider the case where both direct and reflected
links are present. Hence, heq(i) = hd+ rTϕ(i). The common
term hd in the expressions for heq(1), heq(2), . . . , heq(K)
makes them correlated. This makes the analysis of the beam-
forming gain Bg = E

[
|heq(s)|2

]
, the design of the selection-

aware estimator, and the rate analysis considerably more
challenging.

A. Exact Expression, Asymptotic Insights, and a Bound for Bg

We first present an exact expression for the beamforming
gain with the direct link.

Theorem 2: The beamforming gain of the selected reflec-
tion pattern is given by

Bg =

∫ ∞

0

[
1− 1

βrβdσ2

(∫ ∞

0

∫ x

0

∫ ∞

0

e−
u+v
βr e

− u
βd

×I0

(√
4uv

β2
r

)
I0

(√
4Pselvz

σ4

)
e

−(z+Pselv)
σ2

×
(
1−Q1

(√
2Pselu

σy
,

√
2Pselz

σy

))K−1

dzdvdu

)]
dx,

(24)

where Q1 (·, ·) is the Marcum-Q function and I0 (·) is the
zeroth-order modified Bessel function of the first kind [35,
Ch. 5].

Proof: The proof is given in Appendix E.
To the best of our knowledge, the above integral cannot

be simplified further. It is more involved than the expression
in (12) due to the aforementioned correlated Rician RVs.
However, considerable insight can be gleaned from the high
and low SNR asymptotic regimes, and from a novel upper
bound that we derive below. The exact expression helps us
verify the accuracy of the asymptotic analysis and the tightness
of the upper bound.

Lemma 2: For (Psel/σ
2) → ∞ and large K, we have

Bg → 5

4
βrγ + βd +

√
πβdβr log(K) + βr log(K)

− βr
4

log

(
16π2βd
βr

log(K)

)
. (25)

Proof: The proof is given in Appendix F.
Similar to (22), this corresponds to a genie-aided selection

of the reflection pattern. Its dominant term grows logarithmi-
cally with K and linearly with βd.

As (Psel/σ
2) → 0, we can show that

Bg → βeff
△
= βd + βr. (26)

Similar to (23), this is equal to the beamforming gain of a
random-phase configuration. This special case was derived in
[30].
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Upper Bound: To capture the dependence of Bg on Psel,
which the above asymptotic analysis does not bring out, we
derive an upper bound that holds for small and large Psel, i.e.,
when (Psel/σ

2) → 0 and (Psel/σ
2) → ∞. To do that, we

introduce new i.i.d. RVs z(1), z(2), . . . , z(K) ∼ CN (0, βd)
that are independent of hd and r. Consider the following
virtual selection criterion that selects the reflection pattern
ϕ(u), where

u = argmaxi∈{1,2,...,K}

∣∣∣√Psel
(
z(i) + rTϕ(i)

)
+ ni

∣∣∣2.
(27)

We call this a virtual criterion since it replaces hd with
z(1), . . . , z(K). It is only introduced for analysis. It is not
implemented in practice. As the following result shows, it
provides an insightful, tractable bound on the beamforming
gain of the proposed scheme.

Theorem 3: For small and large Psel, the beamforming gain
E

[
|heq(u)|2

]
of the virtual selection criterion in (27) upper

bounds that the beamforming gain E
[
|heq(s)|2

]
of the selected

reflection pattern.
Proof: The proof is given in Appendix G.

Notice that z(i) + rTϕ(i) ∼ CN (0, βd + βr), ∀i ∈
{1, 2, . . . ,K}. Using this fact and simplifying along lines
similar to Appendices B and C, we can show that

E

[
|heq(u)|2

]
=
βeff
(
Pselβeff [ψ(K + 1) + γ] + σ2

)
Pselβeff + σ2

. (28)

Furthermore, from Theorem 3, E
[
|heq(s)|2

]
≤ E

[
|heq(u)|2

]
.

The numerical results in Section V indicate that the above
bound holds for any Psel, even though we proved it only for
small and large values of Psel. Furthermore, the bound is tight
in the sense that it becomes an equality when the direct link
weakens, i.e., βd → 0. This is because the beamforming gain
expression in (28) simplifies to that in (12).

B. Achievable Rate and its Optimization

When the direct link is present, we apply the selection-aware
estimator in (11), except that we use the expression in (28) for
E

[
|heq(s)|2

]
.

Along lines similar to Section III-B, it follows that the upper
bound on the achievable rate in (17), which depends on Bg,
applies to this case also. Given the tractable form of the upper
bound in (28), we use it in (17) instead of the exact multi-
integral expression for Bg.

Substituting (28) for Bg in (21), the corresponding objective
function η(Pc, Psel) is given by

η(Pc, Psel) =
(PT −KPsel − Pc)Pc

σ2
(
Pselβd + σ2

y

)
× (βefff (Psel))

2(
(PT −KPsel + (τd − 1)Pc)βefff (Psel)

+
(
Pselβd + σ2

y

)
τdσ

2

) , (29)

where f (Psel) = Pselβeff [ψ(K + 1) + γ] + σ2.
We see that the term βr in (21), which is derived for the

scenario in which the direct link is blocked, is replaced by

βd + βr. The optimal powers are determined by numerically
maximizing the above expression, subject to the constraints
in (19) and (20). This is done in a manner similar to that in
Section III-C. We do not repeat the steps here due to space
constraints.

V. NUMERICAL RESULTS AND DISCUSSIONS

We now present numerical results to quantify the impact of
power allocation and overheads on the achievable rate. Unless
mentioned otherwise, the number of IRS elements M is 128
and the coherence interval duration Tc is 400 symbols. The IRS
element width and height are equal to the carrier’s wavelength.
The path-loss model is as follows: βg = β0(dg/d0)

−αg , βh =
β0(dh/d0)

−αh , where d0 = 1 m is the reference distance,
β0 = −20 dB is the path-loss at the reference distance, dg is
the distance between the AP and the IRS, dh is the distance
between the IRS and the user, and αg = 2 and αh = 2.1 are
the path-loss exponents of the AP-IRS and IRS-user channels,
respectively [4], [30]. We set dg = 5 m and dh = 40 m,
which imply that βg = −34 dB and βh = −54 dB. The
noise variance is σ2 = −103.6 dBm. We set τf = τc = 1.
The achievable rate in (13) is determined by averaging over
10, 000 fade realizations. We shall refer to PTβr/(Tcσ

2) as the
SNR. We first show the results for independent IRS channel
gains and then for correlated IRS channel gains.

First, we assess the efficacy of the selection-aware
estimator. For this, we compare its normalized MSE
E

[
|heq(s)− ĥeq(s)|2

]/
E
[
|heq(s)|2

]
with the normalized

MSE of the selection-unaware estimator. Figure 2 plots the
normalized MSE as a function of the demodulation pilot SNR
Pcβr/σ

2 for the scenarios without and with the direct link.
The MSE decreases as the pilot SNR increases. We see that
the analysis and simulation results for the proposed estimator
match each other well. Furthermore, the MSE with the direct
link is lower than the MSE without the direct link. At low pilot
SNRs, the MSE of the selection-aware estimator is lower than
that of the selection-unaware estimator. The gap between the
two estimators decreases as the pilot SNR increases.

We benchmark the proposed scheme with the following:
1) Equal Power Allocation (EPA) Scheme: Here, the same

power is allocated to each selection pilot, demodulation
pilot, and data symbol. The reflection pattern s with the
largest received signal strength is selected as per (4).
Furthermore, the unordered statistics of the beamform-
ing gain are used to estimate heq(s). The training and
feedback overhead is K + 2τf + τc + 1, which is the
same as that of the proposed scheme.

2) Instantaneous CSI-based Scheme [2], [3], [5], [6]: Here,
the user sends M pilots to the AP with the columns of the
DFT matrix as the reflection patterns at the IRS. Then, the
AP estimates the cascaded IRS channel gains, determines
the phase-shifts of IRS elements, and conveys them to the
IRS via a control link. Thus, the training and feedback
overhead is equal to M + Mτc + τf + 1.3 The same
power is allocated to each selection pilot, demodulation

3Here, the control overhead is Mτc since the reflection coefficients of M
elements have to be sent via the control link.
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Fig. 2. Normalized MSE as a function of the demodulation pilot SNR
Pcβr/σ2 with and without direct link (Pselβr/σ2 = 15 dB and K = 25).

2 20 40 60 80 100 120

4

5

6

7

8

9

10

11

Fig. 3. Achievable rate as a function of the number of reflection patterns
(K) for different channel coherence times (PT = 15 dBm). The maximum
rate is shown by the marker ‘×’.

pilot, and data symbol. This DFT-based scheme is known
to outperform the on-off scheme of [3], [4].

3) Random Phase-Shift Scheme [3], [5], [6]: Here, a random
phase-shift is configured at each IRS element. Hence,
no selection pilots are required; one demodulation pilot
suffices. Thus, the training and feedback overhead is
τf +1. The same power is allocated to the demodulation
pilot and each data symbol.

4) Genie-Aided Scheme: Here, the selection of reflec-
tion pattern is assumed to be noise-free. Thus, s =
argmax1≤i≤K

{
|heq(i)|2

}
. Furthermore, heq(s) is as-

sumed to be known perfectly to the AP and the user.
The training and feedback overhead is 0.

A. Without Direct Link

Figure 3 plots the achievable rate and its upper bound in (17)
as a function of the codebook size K, which is also equal to the
number of selection pilots, for different Tc. As K increases, the
achievable rate initially increases. This is due to an increase in

-10 -5 0 5 10 15 20 25

0.5

1

1.5

2

2.5

3

3.5

Fig. 4. Achievable rate as a function of the demodulation pilot SNR Pcβr/σ2

for different values of selection pilot SNR Pselβr/σ2 (K = 25 and SNR =
5 dB). The maximum rate is shown by the marker ‘×’.

the beamforming gain, as shown in Corollary 2. However, for
larger K, the rate decreases. This is because the increase in the
training overhead negates the rate gains due to the increase in
the beamforming gain. This shows the trade-off between the
rate and the precision of the K codewords. For Tc = 400,
600, and 1200, we see that K = 20, 26, and 43, respectively,
are optimal. Thus, the optimal codebook size increases as the
Tc increases. We see that the upper bound is tight for all
values of K and Tc. We, therefore, do not distinguish between
the two henceforth. The rate achieved by the estimation-
based scheme is also shown. It is smaller than that of the
codebook-based scheme except at large Tc. When Tc is large,
the fraction of time spent on training by the estimation-based
scheme is small. In this regime, the beamforming gain of
the estimation-based scheme is proportional to M2 [30]. On
the other hand, the beamforming gain of the codebook-based
scheme is proportional to Mψ(K + 1) (by Corollary 1).

Figure 4 plots the achievable rate as a function of the
demodulation pilot power SNR Pcβgβh/σ

2 for different values
of the selection pilot SNR Pselβgβh/σ

2. The rate initially
increases as Pc increases due to an increase in the accuracy
of the channel estimates. On the other hand, for large Pc, the
rate decreases as Pc increases because of lesser power for data.
As Psel increases, the rate increases because of the increase
in the beamforming gain (by Corollary 2). However, for large
Psel, the rate decreases because less power is available for
the demodulation pilot and the data. The optimal value of Pc,
which maximizes the rate, is shown using the marker ×. It is
insensitive to Psel.

Figure 5 plots the achievable rate as a function of the SNR.
The rate increases as the SNR increases for all schemes.
We compare with the genie-aided scheme, which assumes
perfect channel estimates and no training overhead. Therefore,
it serves as an upper limit for any other scheme. We see that the
proposed optimal scheme performs close to that of the genie-
aided scheme and the gap decreases as the SNR increases.
Therefore, it is competitive with any other scheme. It also
achieves a higher rate than the EPA and random phase-shift
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Fig. 5. Performance benchmarking: Achievable rate as a function of the
SNR for optimal power allocation, EPA, estimation-based, genie-aided, and
random phase-shift schemes (K = 25).
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Fig. 6. Ratio of demodulation pilot and selection pilot powers as a function
of the SNR for different K.

schemes for all SNRs. At low SNRs, the instantaneous-CSI
based scheme performs marginally better than optimal power
allocation due to its larger beamforming gain. However, at
high SNRs, the large training overheads of the estimation-
based scheme cause its rate to be lower than even the random
phase-shift scheme.

Figure 6(a) plots the ratio of the optimal total selection pilots
power (KPsel) to the total power as a function of the SNR for
different values of K. Also shown are results for the EPA
scheme, for which this ratio is equal to the constant K

PT

PT

Tc
=

K
Tc

. For the optimal power allocation, the ratio decreases for all
K as the SNR increases. At low SNRs, relatively more power
gets allocated to the selection pilots to improve the odds that
the optimal reflection pattern is selected. On the other hand,
at high SNRs, more power is set aside for the demodulation
pilot and the data. In this regime, the power allocated to the
selection pilots is less than that allocated by the EPA scheme.
As K increases, more power gets allocated to the K selection
pilots.

Figure 6(b) plots the corresponding ratio (in dB) of the
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2

4
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10

Fig. 7. Correlated channel fading: Achievable rates as a function of the
normalized IRS element size (uniform planar array with 16×8 elements and
K = 25).

optimal demodulation and selection pilot powers as a function
of the SNR for different values of K. For the EPA scheme,
this ratio is always equal to 0 dB. Notably, the optimal
scheme allocates significantly more power to the demodulation
pilot than the selection pilot, unlike EPA. As the SNR or K
increases, the ratio increases.

B. Impact of Correlated Cascaded Channel Gains

We now study the case where the IRS-user channel gains
are correlated due to close spacing of the IRS elements. The
correlation coefficient Ci,j of hi and hj for an isotropic
scattering environment is given by [34]

Ci,j = sinc

(
2||ui − uj ||

λ

)
, for i, j ∈ {1, 2, . . . ,M}, (30)

where ui is the location of the ith element, ||.|| denotes
distance, and λ is the wavelength. The elements are arranged in
a 16×8 uniform planar array, with the horizontal and vertical
inter-element distances being d. The power allocation of the
proposed scheme is as per Section III-C.

Figure 7 plots the achievable rate as a function of the
wavelength-normalized length d/λ for the proposed, EPA, and
genie-aided schemes. The random phase-shift and estimation-
based schemes, which perform worse, are not shown to avoid
clutter. As d/λ increases, the effective area of the IRS also
increases. This leads to an increase in the beamforming gain
and rate [34]. The proposed power allocation achieves a higher
rate than EPA at both high and low SNRs. Its rate is close to
that of the genie-aided scheme, and the gap between the two
decreases as the SNR increases.

C. With Direct Link

Figure 8 plots the achievable rate of the optimal power
allocation scheme and its upper bound (from Theorem 3) as
a function of M for different relative strengths βd/(βgβh)
of the direct link compared to the cascaded links. The upper
bound becomes tighter as the relative strength of the direct
link decreases. This is because the virtual selection rule, which

This article has been accepted for publication in IEEE Transactions on Wireless Communications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TWC.2024.3488189

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: J.R.D. Tata Memorial Library Indian Institute of Science Bengaluru. Downloaded on November 14,2024 at 09:37:02 UTC from IEEE Xplore.  Restrictions apply. 



10

25 200 400 600 800

2

3

4

5

6

7

8

Fig. 8. With direct link: Achievable rate and the upper bound (Theorem 3) of
the optimal power allocation scheme as a function of M for different values
of βd/(βgβh) (K = 25 and PT = 0 dBm).
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Fig. 9. With direct link: Pilot power allocation as a function of the relative
direct link strength βd/βr for different K and SNRs.

is used to derive the bound, becomes the same as the actual
selection rule in the absence of direct link. Furthermore, the
bound becomes tight as M increases. The rate increases as M
increases or as the relative strength of the direct link increases.
The slope of the curve decreases as M increases because the
rate is a logarithmic function of M .

Figure 9(a) shows the ratio KPsel/PT of the total selection
pilot power to the total power available as a function of βd/βr
for the proposed and EPA schemes at SNRs of 0 dB and 25 dB.
For EPA, the ratio is equal to K/Tc, and is not a function of
βd/βr. As βd/βr increases, the optimal ratio decreases for all
K. This is because the IRS contributes less to the overall SNR
and the rate as the direct link becomes stronger. Therefore, the
proposed scheme allocates more power to the data symbols
and less to the selection pilots. As before, the proposed scheme
allocates more power to the selection pilots than the EPA
scheme at low SNRs, while the reverse is true at high SNRs.
Figure 9(b) plots the corresponding ratio of the powers of
the demodulation and selection pilots Pc/Psel. The proposed
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Fig. 10. Performance benchmarking: Achievable rate as a function of βd/βr

for the proposed, EPA, genie-aided, estimation based and random phase-shift
schemes, and a non-IRS system (PT = 0 dBm and K = 25).

scheme again allocates more power to the demodulation pilot
than the selection pilot. Furthermore, the ratio of these pilot
powers is larger compared to the scenario where the direct
link is blocked.

Figure 10 compares the achievable rate of the proposed,
EPA, genie-aided, DFT-based estimation, and random phase-
shift schemes for K = 25. Also shown is the rate achieved
by a non-IRS system. As the ratio βd/βr increases, the rate
increases for all the schemes. The rate achieved by the DFT-
based estimation scheme increases at a slower rate than that
of the proposed scheme as βd increases, since it suffers from
a large pilot and control signaling overhead. The proposed
scheme achieves a higher rate than all the other schemes and
is close to the genie-aided scheme. Its rate is at least 2.4 times
higher than that of the non-IRS system over the entire range
of βd/βr.

VI. CONCLUSIONS

For the codebook-based training scheme, noise affected the
choice of the IRS reflection pattern and the estimate of the
effective channel gain used for coherently demodulating the
data. We proposed a novel selection-aware LMMSE estimator
to estimate the effective channel gain. When the direct link
was blocked, we derived a closed-form expression of the
IRS beamforming gain and a tight bound on the achievable
rate that accounted for the cumulative impact of the channel
estimation errors and the training, feedback, and control sig-
naling overheads. When both direct and reflected links were
present, we derived tight bounds for the beamforming gain
and the achievable rate. The optimal powers allocated to the
selection and demodulation pilots and data were different, with
substantially more power being allocated to the demodula-
tion pilot than a selection pilot. The optimal codebook size
increased as the coherence interval increased. Our proposed
approach achieved a higher rate than the estimation-based
scheme except when M ≪ Tc. The same conclusions held
when the cascaded channel gains were correlated due to
closely-spaced IRS elements.
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Several avenues for future work exist. These include consid-
ering hierarchical or non-orthogonal codebooks and modeling
frequency-selective channels. Extending our analysis to multi-
ple antennas at the AP and the users is another open problem.
In this case, the impact of the channel estimation errors on the
precoding vector at the AP also needs to be characterized.

APPENDIX

A. Proof of Lemma 1

We know that the gm is a deterministic channel gain with
|gm|2 = βg and h1, . . . , hM are i.i.d. CN (0, βh). Therefore,
r1 = h1g1, r2 = h2g2, . . . , rM = hMgM are i.i.d. complex
normal RVs with mean 0 and variance βgβh, and r is a
complex normal random vector, i.e., r ∼ CN (0, βgβhIM ).

The effective channel gains heq(1) = rTϕ(1), heq(2) =
rTϕ(2), . . . , heq(K) = rTϕ(K) are the projections of r onto
the orthogonal codebook vectors ϕ(1),ϕ(2), . . . ,ϕ(K). Thus,
heq(1), heq(2), . . . , heq(K) are i.i.d. complex normal RVs with
mean 0 and variance Mβgβh [36, Ch. 2.2.4].

B. Proof of Theorem 1

Let heq(m) = erm + jeim, for m ∈ {1, 2, . . . ,K}. The
cumulative distribution function (CDF) Fheq(s)(.) of heq(s) in
terms of its real and imaginary parts is given by

Fheq(s)(x+ jz)
△
= Fers,eis(x, z) = Pr (ers ≤ x, eis ≤ z) .

(31)
Since the events s = 1, s = 2, . . . , s = K are mutually
exclusive, we have

Fheq(s)(x+ jz) =

K∑
m=1

Pr (ers ≤ x, eis ≤ z, s = m) . (32)

Since all reflection patterns are equally likely, we have

Fheq(s)(x+ jz) = KPr (er1 ≤ x, ei1 ≤ z, s = 1) . (33)

Let K1 = {2, 3, . . . ,K}. From (4), we know that s = 1,
when |y1|2 > |y2|2, . . . , |y1|2 > |yK |2. Therefore,

Fheq(s)(x+ jz) = KPr (er1 ≤ x, ei1 ≤ z,

|y1|2 > |ym|2,∀m ∈ K1

)
. (34)

Conditioning on er1 and ei1 and then averaging over them,
we get

Fheq(s)(x+ jz) =K E
[
1{er1≤x,ei1≤z,}

×Pr
(
|ym|2 < |y1|2,∀m ∈ K1|er1, ei1

)]
.

(35)

From Lemma 1, we know that y2, y3, . . . , yK are indepen-
dent of er1 and ei1. Furthermore, ym ∼ CN (0, σ2

y), ∀m ∈ K1.
Hence, |ym|2, ∀m ∈ K1, are i.i.d. exponential RVs with mean
σ2
y . Therefore, the probability term in (35) when conditioned

on |y1|2 is given by

Pr
(
|ym|2 < |y1|2,∀m ∈ K1|er1, ei1, |y1|2

)
=
(
1− exp

(
−|y1|2/σ2

y

))K−1
. (36)

After averaging over |y1|2, we get

Pr
(
|ym|2 < |y1|2,∀m ∈ K1|er1, ei1

)
= E

[(
1− exp

(
−|y1|2/σ2

y

))K−1
]
. (37)

Given er1 and ei1, we have y1 ∼ CN (
√
Psel(er1+jei1), σ

2).
Therefore, |y1|2 given er1 and ei1 is a non-central chi-square
RV with conditional PDF given by

1

σ2
exp

(
−w + Psele

2
a1

σ2

)
I0

(√
4Psele2a1w

σ4

)
, w ≥ 0, (38)

where e2a1 = e2r1 + e2i1 and I0(·) is the zeroth-order modified
Bessel function of the first kind [35, Ch. 5]. Using this
conditional PDF in (37), we get

Pr
(
|ym|2 < |y1|2,∀m ∈ K1|er1, ei1

)
=

1

σ2

∫ ∞

0

(
1− exp

(
−w/σ2

y

))K−1
exp

(
−w + Psele

2
a1

σ2

)
× I0

(√
4Psele2a1w

σ4

)
dw. (39)

Using the binomial expansion [37], we get

Pr
(
|ym|2 < |y1|2,∀m ∈ K1|er1, ei1

)
=

1

σ2
e−

Psele
2
a1

σ2

K−1∑
l=0

[(
K − 1

l

)
(−1)l

×
∫ ∞

0

e
− w

σ2 − wl
σ2
y I0

(√
4Psele2a1w

σ4

)
dw

]
. (40)

Using the identities in [38, (2) and (9)], the above proba-
bility term simplifies to

Pr
(
|ym|2 < |y1|2,∀m ∈ K1|er1, ei1

)
=

K−1∑
l=0

(
K − 1

l

)
(−1)lσ2

y

(l + 1)(σ2
y + lσ2)

e
−Pselle

2
a1

σ2
y+lσ2

. (41)

Substituting (41) in (35) and evaluating the expectation over
er1 and ei1, we get

Fers,eis(x, z) =
K

πβr

K−1∑
l=0

(
K − 1

l

)
(−1)l

σ2
y

σ2
y + lσ2

×
∫ z

−∞

∫ x

−∞
exp

(
−
(l + 1)(e2r1 + e2i1)σ

2
y

βr(σ2
y + lσ2)

)
der1 dei1.

(42)

Simplifying the above double integral using [37, (2.33)], we
get the following expression for the CDF of heq(s):

Fers,eis(x, z) =
K

4

K−1∑
l=0

(
K − 1

l

)
(−1)l

(l + 1)

×

[
1 + erf

(√
(l + 1)σ2

y

βr(σ2
y + lσ2)

x

)]

×

[
1 + erf

(√
(l + 1)σ2

y

βr(σ2
y + lσ2)

z

)]
, (43)
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where erf is the error function [37, (8.250)]. Partially differ-
entiating (43) with respect to x and z yields (10).

C. Brief Proof of Corollary 1

Using the PDF of heq(s) in (10), we can show that the PDF
of |heq(s)|2 is given by

f|heq(s)|2(x) =
Kσ2

y

βr

K−1∑
l=0

(
K − 1

l

)
(−1)l(
σ2
y + lσ2

)
× exp

(
−(l + 1)σ2

y(
σ2
y + lσ2

)
βr
x

)
, x ≥ 0. (44)

We can show that the first moment of this PDF is given by

E
[
|heq(s)|2

]
=
Kβr
σ2
y

K−1∑
l=0

(
K − 1

l

)
(−1)l

(
σ2
y + lσ2

)
(l + 1)2

. (45)

Using the identities in [37, (8.365) and (8.367)] yields (12).

D. Proof of Corollary 2

Using the properties of the digamma function, it can be
shown that (12) is a monotonically increasing function of K. It
is easy to show that (12) is a monotonically increasing function
of Psel.

To prove concavity, we differentiate (12) twice with respect
to Psel. Doing so yields

∂2 E
[
|heq(s)|2

]
∂2Psel

= −
2β3

rσ
2
[
ψ(0)(K + 1) + γ − 1

]
σ6
y

. (46)

The above quantity is negative since σ2
y > 0 and ψ(0)(K +

1) + γ − 1 > 0 for K > 1 [32, Ch. 6]. Hence, E
[
|heq(s)|2

]
is concave in Psel.

Differentiating (12) twice with respect to K, which we treat
as a real number, we get

∂2 E
[
|heq(s)|2

]
∂2K

=
Pselβ

2
rψ

(2)(K + 1)

σ2
y

, (47)

where ψ(2)(.) is the second derivative of the digamma func-
tion. The second derivative in (47) is negative since ψ(2)(K+

1) < 0 for K ≥ 1 [32, Ch. 6] and E

[
|heq(s)|2

]
is concave in

K.

E. Proof of Theorem 2

Let ωi = rTϕ(i). Thus, heq(i) = ωi + hd, for 1 ≤ i ≤ K.
From Appendix A, we know that ω1, ω2, . . . , ωK are i.i.d. and
ωi ∼ CN (0, βr).

Similar to (35), the CDF of |heq(s)|2 can be written as

F|heq(s)|2(x) = K E
[
1{|heq(1)|2≤x}

× Pr
(
|ym|2 < |y1|2,∀m ∈ K1|heq(1), hd

)]
,

(48)

where the conditioning is on both heq(1) and hd.
To evaluate Pr

(
|ym|2 < |y1|2,∀m ∈ K1|heq(1), hd

)
, we

first obtain the probability of |ym|2 < |y1|2,∀m ∈ K1, given

heq(1), hd, and |y1|2. Conditioned on hd, we know that yi,
∀i ∈ K1, are i.i.d. non-central complex normal RVs with
yi ∼ CN (

√
Pselhd, βr + σ2). Furthermore, given |y1|2, we

know that: (i) the events |ym|2 < |y1|2, ∀m ∈ K1, are
independent, and (ii) |ym|2, ∀m ∈ K1, are independent non-
central chi-square RVs. Using [35, Ch. 5], we can then show
that

Pr
(
|ym|2 < |y1|2,∀m ∈ K1|heq(1), hd, |y1|2

)
=

(
1−Q1

(√
2Psel|hd|2
σy

,

√
2Psel|y1|2
σy

))K−1

, (49)

where Q1 is the Marcum-Q function.
Conditioned on heq(1) and hd, y1 ∼ CN (

√
Pselheq(1), σ

2).
Thus, the PDF of |y1|2 conditioned on heq(1) and hd is
obtained by replacing e2a1 in (38) with |heq(1)|2. Using this
conditional PDF, we get

Pr
(
|ym|2 < |y1|2,∀m ∈ K1|heq(1), hd

)
=

1

σ2

∫ ∞

0

(
1−Q1

(√
2Psel|hd|2
σy

,

√
2Pselz

σy

))K−1

× I0

(√
4Psel|heq(1)|2z

σ4

)
e

−(z+Psel|heq(1)|2)
σ2 dz. (50)

Substituting this in (48) and taking the expectation over heq(1)
and hd, we get

F|heq(s)|2(x) =
1

βrβdσ2

∫ ∞

0

∫ x

0

∫ ∞

0

e−
u+v
βr e

− u
βd

× I0

(√
4uv

β2
r

)
I0

(√
4Pselvz

σ4

)
e

−(z+Pselv)
σ2

×
(
1−Q1

(√
2Pselu

σy
,

√
2Pselz

σy

))K−1

dzdvdu.

(51)

Substituting the above CDF in the formula E

[
|heq(s)|2

]
=∫∞

0

(
1− F|heq(s)|2(x)

)
dx yields (24).

F. Proof of Lemma 2

Let
Z = max

1≤i≤K

{
|heq(i)|2

}
. (52)

When (Psel/σ
2) → ∞, the noise term in (2) becomes negli-

gible. Thus, |heq(s)|2 = Z. From the law of total expectation,
we have

E

[
|heq(s)|2

]
= Ehd

[
EZ|hd

[Z]
]
. (53)

|hd|2 is an exponential RV with mean βd. Substituting this
in (53), we get

E

[
|heq(s)|2

]
=

1

βd

∫ ∞

0

EZ|hd
[Z] exp

(
−x
βd

)
dx. (54)

Conditioned on hd, |heq(i)|2 is a non-central chi-square RV
with shape parameters v and σ′, ∀i ∈ {1, 2, . . . ,K}, where
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v = |hd| and 2σ′2 = βr [39]. Let

bK = βr

[
log(K)− 1

4
log (log(K))

+2|hd|

√
log(K)

βr
− 1

2
log

(
4π|hd|√
βr

e
−2|hd|2

βr

)]
. (55)

By extreme value theory, for large K, Z−bK
βr

follows the stan-
dard Gumbel distribution with CDF equal to exp(− exp(−z)),
for z > 0 [39]. Therefore, EZ|hd

[Z] = γMβgβh + bK .
Substituting bk from (55), we get

E
Z
∣∣hd

[Z] = βrγ + βr log(K) + 2|hd|
√
βr log(K)

− βr
4

log

(
16π2|hd|2

βr
e

−4|hd|2
βr log(K)

)
. (56)

Substituting (56) in (54) and using the identities in [37, (3.381)
and (4.331)] yields (25).

G. Proof of Theorem 3
We now derive this for large Psel (i.e., (Psel/σ

2) → ∞) and
small Psel (i.e., (Psel/σ

2) → 0) separately.
a) When (Psel/σ

2) → ∞: Here, the noise term is negligible
and the selection in (4) simplifies to

s = argmaxi∈{1,2,...,K}
∣∣hd + rTϕ(i)

∣∣2. (57)

By construction, we know that z(i) used in the virtual selection
criterion in (27) is independent of s. Therefore, where x

p∼ y
denotes that x and y obey the same statistics.

Let Υ denote the maximum value of the sequence∣∣z(1) + rTϕ(1)
∣∣2 , ∣∣z(2) + rTϕ(2)

∣∣2 , . . .
. . . ,

∣∣z(s− 1) + rTϕ(s− 1)
∣∣2 , ∣∣hd + rTϕ(s)

∣∣2 ,∣∣z(s+ 1) + rTϕ(s+ 1)
∣∣2 , . . . , ∣∣z(K) + rTϕ(K)

∣∣2 , (58)

where z(s) has been replaced by hd in the sth term. Since
z(s)

p∼ hd, we know that Υ
p∼
∣∣z(u) + rTϕ(u)

∣∣2, which
implies E [Υ] = E

[∣∣z(u) + rTϕ(u)
∣∣2] = E

[
|heq(u)|2

]
.

From the definition of Υ, we can say that Υ ≥∣∣hd + rTϕ(s)
∣∣2. Thus, E [Υ] ≥ E

[∣∣hd + rTϕ(s)
∣∣2], which

implies that

E
[
|heq(u)|2

]
= E

[∣∣z(u) + rTϕ(u)
∣∣2]

≥ E

[∣∣hd + rTϕ(s)
∣∣2] = E

[
|heq(s)|2

]
. (59)

b) When (Psel/σ
2) → 0: From (27), we know that

|heq(u)|2 ≥
∣∣z(1) + rTϕ(1)

∣∣2. Since hd and z(1) are i.i.d.,
we get

∣∣z(1) + rTϕ(1)
∣∣2 p∼

∣∣hd + rTϕ(1)
∣∣2. These together

imply that

E
[
|heq(u)|2

]
= E

[∣∣hd + rTϕ(u)
∣∣2] ≥ E

[
|heq(1)|2

]
. (60)

When (Psel/σ
2) → 0, it follows from (4) that s =

argmax1≤i≤K
{
|ni|2

}
. Thus, s is independent of hd and

r. In such a case, |heq(s)|
p∼ |heq(1)| and E

[
|heq(s)|2

]
=

E
[
|heq(1)|2

]
. Combining this with (60) yields the bound in

(59). The expression for E
[∣∣hd(u) + rTϕ(u)

∣∣2] is the same
as that in (28).
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