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Abstract—Computing the maximum of the sensor readings
across a wireless sensor network (WSN) has applications in envi-
ronmental, health, and industrial monitoring. We characterize
the novel trade-offs that arise when green energy harvesting
(EH) WSNs are deployed for computing the maximum. In these
WSNs, the nodes harvest random amounts of energy from the
environment for communicating their readings to a fusion node
over time-varying wireless channels that undergo fading. The
fusion node then periodically estimates the maximum. For a
transmission schedule in which randomly selected sensor nodes
are scheduled for transmission in each sensor data collection
round, we derive closed-form expressions for the mean abso-
lute error (MAE), which is defined as the expectation of the
absolute difference between the maximum sensor reading and
that estimated by the fusion node in a data collection round.
We optimize the transmit energy and the number of nodes
that should transmit in each round. Our analysis holds for
any probability distribution of the sensor readings, and for the
general class of stationary and ergodic energy harvesting random
processes. Our results show that the optimal number of nodes
that transmit in each round and their transmit powers depend on
the average rate of energy harvesting and the number of nodes
in the WSN.

I. INTRODUCTION

Battery-operated wireless sensor networks (WSNs) are find-

ing increasing acceptance in a diverse range of applications

such as health monitoring, home automation, industrial con-

trol, and environmental monitoring [1]. In a WSN, each node

senses, processes, and transmits data over a wireless channel

to a fusion node (FN). The nodes expend energy in the process

and eventually die [2]. Hence, a lot of attention has been

devoted to techniques that extend the lifetime of WSNs.

Unlike a data network, which transports data between nodes,

a WSN is designed for a specific sensing task [3]. The

performance of a WSN is measured not by the amount of

data transported to the FN but the accuracy of the sensed

data aggregated at the FN. One practical application of WSNs

involves determining the maximum of the sensor readings in

the network, and has been referred to as the max function

computation problem in the literature [3]–[6]. It arises in early

detection of an impending event such as a fire or pollution and

health monitoring, where the highest reading across all the

sensors must be determined and tracked over time. In general,
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the max function computation problem comes under the class

of problems called network function computation [3]–[5], [7],

[8]. Solutions such as block computation [4] and in-network

filtering [9] improve the efficiency and lifetime of such WSNs.

Energy harvesting (EH) is a different, green, and promising

solution to address the lifetime conundrum in WSNs. EH sen-

sor nodes equipped with rechargeable batteries harvest energy

from renewable resources such as light, heat, and wind, and

replenish their batteries [10]. While EH can ensure perpetual

operability of the WSN, the system designer needs to grapple

with the new challenges that arise due to the randomness in the

harvested energy. For example, in max function computation,

the FN may occasionally fail to determine the maximum if the

node with the highest reading does not have sufficient energy

to transmit its data to the FN or if its channel to the FN is

in a deep fade. In general, this is determined by the energy

harvesting, channel fading, and sensor readings, all of which

are random processes, and the sensing protocol.

Focus and Contributions: In this paper, we highlight and

study the novel system design trade-offs that arise in designing

protocols for EH WSNs for max function computation. The

challenge lies in handling the randomness in the EH and chan-

nel fading processes, which together influence the accuracy of

the max function computation. While several recent papers in

the literature have considered minimizing estimation errors in

EH WSNs [11]–[14], minimizing the estimation error for max

function computation has not been addressed to the best of

our knowledge. The minimization of estimation error in max

function computation gives new insights into protocol design

for EH WSNs.

We study an EH WSN with a star topology, which is a

fundamental building block in WSNs [4], [12], [15], [16]

and is supported by Zigbee [17]. Time is divided into data

collection rounds (DCRs). The FN needs to estimate the

max sensor reading in each DCR. In each DCR, a subset

of the nodes is scheduled to transmit as per a pre-defined

transmission schedule. This is a generalization of the model

in which all the sensor nodes transmit to the FN [12]. We also

model fading in the channels between the nodes and the FN

and the randomness in the energy harvested by different nodes,

due to which some transmissions are not decodable by the FN.

Thus, whether the FN receives a node’s measurement depends

on the transmission schedule, the node’s battery energy, and
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the channel gain between the node and the FN.

We analyze the mean absolute error (MAE), which is

defined as the expected value of the absolute difference

between the maximum sensor reading in the WSN and that

estimated by the FN with the expectation being taken over

the channel fading, battery energy, transmission schedule, and

sensor readings. A small MAE implies better tracking of the

maximum with time. For a randomized transmission schedule

in which a pre-specified number of randomly selected sensor

nodes are scheduled for transmission, we derive closed-form

expressions for the minimum MAE and the optimal transmit

energy given the number of nodes K that transmit in a DCR,

and then optimize K itself. The randomized transmission

schedule ensures that all the nodes get, on average, equal

opportunity to transmit their sensed data. Our analysis holds

for any distribution of the sensor readings, and for the general

class of all stationary and ergodic energy harvesting random

processes, which covers several models considered in the

literature [18]–[20]. For ease of exposition, we focus on

readings with a non-negative support. Insightful simplifications

for a specific statistical model of the sensor readings are also

presented.

Outline and Notation: The system model is developed in

Sec. II. We minimize the MAE in Sec. III. Numerical results

are presented in Sec. IV, and our conclusions follow in Sec. V.

We use the following notation henceforth. The probability

of an event A is denoted by Pr(A). For a random variable

(RV) X , its expected value is denoted by E[X ].

II. SYSTEM MODEL

We consider a star network with N EH nodes and an FN.

The measurement model, the battery evolution, and channel

fading processes are as follows.

Measurement Model: A DCR is of duration Trd. Let Yi[t]
denote the sensor reading at the ith node in the tth DCR. The

sensor readings are assumed to remain unchanged within a

DCR. As mentioned, we focus on the scenario Yi[t] ≥ 0,

for t ≥ 1 and 1 ≤ i ≤ N . In practice, this case arises

in measuring quantities such as energy of vibrations, chem-

ical concentrations, or in any counting process. Further, we

assume that Yi[t] are independent and identically distributed

(i.i.d.) across time [11], [12], [15] and nodes. Therefore, the

maximum sensor reading Ymax[t] in the tth DCR is equal to

Ymax[t] = max{Y1[t], Y2[t], . . . , YN [t]}. (1)

EH and Storage Model: Every node has a start-up battery

energy of B0. We assume that the battery capacity is infinite,

as has been assumed in [12], [21]–[23]. The EH process at a

node is assumed to be stationary and ergodic. The EH process

is i.i.d. across nodes [16], [20]. The energy harvested in a DCR

is available for transmission only in the subsequent DCR [16],

[20]. Let H denote the average harvested energy by a node.

Channel Model: Let hi[t] denote the frequency-flat channel

power gain of the ith EH node in the tth DCR. We assume

Rayleigh fading. Furthermore, hi[t] are independent, for 1 ≤
i ≤ N and t ≥ 1. For ease of exposition, we focus on the

case where the channel gains are statistically identical [15],

[16], [24]. Let γ0 denote the mean channel power gain, which

includes the path-loss.

Transmission Model: Every DCR is sub-divided into N time

slots, one for each node. In each DCR, as per a pre-specified

randomized transmission schedule, K nodes transmit their

measured data sequentially in slots of duration Ts =
Trd

N
each.1

While we do not model quantization noise in this paper, it can

be easily incorporated into our model. When K = N , this

model reduces to the case considered in [12], in which all the

nodes transmit data to the FN. As mentioned, the transmission

schedule is not a function of the instantaneous battery energies

or the channel gains of the nodes. We neglect the energy

required for sensing and computation, as radio communication

is a major source of energy consumption in WSNs in which

the nodes are sufficiently far away from the FN [12], [25].

Let the transmit power be P . Then the energy E required

by a node to transmit in a DCR is E = PTs. A node

that has an energy of at least E in its battery is called an

active node. The power spectral density of noise is kBTe

2
where kB is the Boltzmann constant and Te the environment

temperature. The noise energy in a slot of duration Ts with

system bandwidth W is then kBTeWTs. The FN decodes

the transmission if the signal-to-noise-ratio (SNR)
hi[t]E

kBTeWTs

exceeds a threshold ω. A node can transmit in a DCR only if

it is included in the transmission schedule for that DCR and

is active. Else, no transmission occurs in the slot and the FN

sets the measurement reported in this slot to be zero as this

has no effect on the maximum of the received measurements.

Measurement Error: Let St denote the set of nodes whose

measurements are decoded by the FN in DCR t. Let Yrc[t]
denote the maximum of the measurements received by the FN

in the tth round:

Yrc[t] =

{

max
i∈St

Yi[t], St 6= φ,

0, St = φ,
(2)

where φ denotes the null set. The absolute measurement error

X [t] in the tth round is X [t] = |Ymax[t]− Yrc[t]|. It is an RV

since both Ymax[t] and Yrc[t] are RVs.

III. MAE MINIMIZATION

We focus on the steady state, in which the channel fading,

the energy harvested, the energy consumed, and the measure-

ments are all RVs and vary across DCRs, but their probability

distributions have become stationary. We henceforth drop the

time index t and consider the system behavior in an arbitrary

DCR. Our goal is to find the optimal K and E that give the

infimum of the MAE. The optimization problem can be stated

1Note that in this model, the slot duration is fixed and the entire DCR is
not used for transmission when K 6= N . A variant of this model is to utilize
the entire DCR for transmission, in which the slot duration is based on the

scheduled subset size and is given by Ts =
Trd

K
. The minimum MAE and

optimal transmit energy for this alternate model can be determined along lines
similar to the analysis presented in this paper.
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as

inf
E,K

E[X ],

s.t. E ≥ 0, 1 ≤ K ≤ N. (3)

We solve this optimization problem in two stages. Initially,

for any given K , we determine the infimum of the MAE,

which is denoted by X
∗

K . Further, we show that the infimum

is achievable. Thus, X
∗

K is the minimum MAE for a given

K . Thereafter, we numerically find the optimal K , denoted

by K∗, in Sec. IV.

For the N RVs Y1, Y2, . . . , YN , let the RV Yr:N denote the

rth smallest value of the Yi’s [26, Chapter 1]. Clearly, Y1:N ≤
Y2:N ≤ . . . ≤ YN :N .

Theorem 1: When K EH nodes are scheduled in each data

collection round, X
∗

K is given by

X
∗

K =







































E[YN :N ], H = 0,

E[YN :N ]−
∑K

l=1 E[Yl:K ] H
Kξe

(

1− H
Kξe

)K−l

,

0 < H < Kξ,

E[YN :N ]−
∑K

l=1 E[Yl:K ]e−
Kξ

H

(

1− e−
Kξ

H

)K−l

,

H ≥ Kξ.
(4)

where ξ = ωkBTeWTs

Nγ0

. The optimal transmission energy E∗
K

that achieves it is given by

E∗
K =











0, H = 0,

Nξ, 0 < H < Kξ,
NH
K
, H ≥ Kξ.

(5)

Proof: The proof is relegated to Appendix A.

In order to gain more insights, we study the special case in

which Y1, Y2, . . . , YN are uniformly distributed in the interval

[0, 1]. In this case,

E[Yl:K ] =
l

K + 1
and E[YN :N ] =

N

N + 1
. (6)

The minimum MAE with K nodes simplifies to

X
∗

K =







































N
N+1 , H = 0,

Kξe

H(K+1)
− 1

N+1 −
1+Kξe

H

K+1

(

1− H
Kξe

)K

,

0 < H < Kξ,

e
Kξ

H

K+1 − 1
N+1 − 1+e

Kξ

H

K+1

(

1− e−
Kξ

H

)K

,

H ≥ Kξ.

IV. NUMERICAL RESULTS

We now evaluate the minimum MAE of the system using

Monte Carlo simulations that average over 105 DCRs and

compare it with our analytical results. We set ω = 8 dB,

Ts = 10 ms, W = 5 MHz, Te = 300 K, and the carrier

frequency to 2.4 GHz. Nodes are at a distance of 83 m from the

FN and the path-loss exponent is 4. Using the simplified path-

loss model [Chapter 2] [27] with a 10 m reference distance,

we get γ0 = 2.06 × 10−10. In the simulations, every node
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experiences the Bernoulli energy harvesting process, in which

7 µJ of energy is injected with probability ρ in a DCR. The

measurements are uniformly distributed in [0, 1].

Fig. 1 plots the scaled optimal transmission energy
E∗

Kω

Nξ

as a function of Hω
Nξ

, which is the average SNR if the node

were to transmit with energy H . We observe that when H <

Kξ, the node transmits with a constant energy so that the

SNR is fixed at ω (cf. Theorem 1). Here, the probability that

the node is active is less than 1. When the average harvested

energy increases to Kξ, the node’s probability of being active

increases to 1. Once H ≥ Kξ, the node’s transmission energy

becomes proportional to H so that the probability that the

transmitted packet gets decoded increases, and probability that

the node is active is 1.

Fig. 2 plots the optimal number of nodes and the minimum

MAE as a function of Hω
Nξ

. We observe that when the average

energy harvested by the nodes is very less, a transmission

schedule with fewer nodes is optimal as it conserves the scarce

energy for future transmissions. As H increases, the number

of active nodes and probability that the packet gets decoded
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at the FN increase. The optimal number of scheduled nodes

increases since it is the number of received measurements that

now drives the EH WSN’s measurement accuracy.

V. CONCLUSIONS

We considered an EH WSN deployed for the purpose of

max function computation. In it, the FN periodically collects

measurements from the EH sensor nodes and estimates the

maximum. We analyzed the mean absolute error, which mea-

sures the accuracy in estimating the maximum, for the general

class of stationary and ergodic EH random processes and for

any distribution of the sensor readings. Our optimization of the

MAE characterized for the first time how the optimal number

of nodes that transmit and their transmit power depends on

the mean energy harvested by them and the number of nodes

in the WSN. Future work involves investigating the impact of

channel state information, spatial correlation, and quantization

error on estimating the maximum in such EH WSNs.

APPENDIX

A. Proof of Theorem 1

Since Ymax ≥ Yrc, evaluating X
∗

K is equivalent to deter-

mining supE[Yrc]. Let ψ be the probability of the event that

the channel power gain of a node exceeds ωkBTeWTs

E
. For

Rayleigh fading, ψ = e
−

ωkBTeWTs
γ0E = e−

Nξ
E . Let ζ be the

probability of the event that a node’s battery energy is at least

E. As these two events are mutually independent, a scheduled

node’s measurement is decoded with probability ζψ.

In a DCR, let C K
l denote the event that given that K

nodes are scheduled for transmission, the measurement of the

scheduled node with the lth smallest value among the K nodes

is decoded by the FN and the measurements of the scheduled

nodes with (l+1)th, (l+2)th, . . . , K th smallest measurements

are not decoded. As the transmission schedule, the energy

harvesting process, and the channel fading process of the nodes

are mutually independent, it follows that

Pr
(

C
K
l

)

= ζψ(1 − ζψ)K−l. (7)

From the law of total probability, we then get

E[Yrc] =

K
∑

l=1

E[Yrc | C
K
l ]Pr

(

C
K
l

)

,

=

K
∑

l=1

E[Yl:K ]ζψ(1 − ζψ)K−l. (8)

Let U denote the average transmit energy consumed by a

node in a DCR. From the law of conservation of energy, it

follows that

H ≥ U =
K

N
ζE. (9)

The latter follows because a node is chosen in a DCR with

probability K
N

, and it transmits with energy E with probability

ζ.

We now calculate the supremum of E[Yrc] in each of the

following three regimes: 0 < E < NH
K

, E = NH
K

, and NH
K

<

E < ∞. As we shall see, ζ changes from 1 in the first two

regimes to strictly less than 1 in the last regime.

1) When 0 < E < NH
K

: In this regime, it can be shown

that, in steady state, the battery energy of the EH node

becomes infinite. Hence, ζ = 1, and

E[Yrc] =

K
∑

l=1

E[Yl:K ]ψ(1 − ψ)K−l. (10)

It can also be shown that E[Yrc] is monotonically increasing

in ψ, which lies in the interval
[

0, e−
Kξ

H

)

. Therefore,

sup
0≤E<NH

K

E[Yrc] =
K
∑

l=1

E[Yl:K ]e−
Kξ

H

(

1− e−
Kξ

H

)K−l

. (11)

2) When E = NH
K

: Here U = Hζ. In this regime, we can

show that ζ = 1. Hence, from (10), with ψ set as e−
Kξ

H , we

get

E[Yrc] =

K
∑

l=1

E[Yl:K ]e−
Kξ

H

(

1− e−
Kξ

H

)K−l

. (12)

3) When NH
K

< E < ∞: In this regime, it can be shown

that 0 ≤ ζ < 1 and U = H. From (9), we then get ζ = NH
KE

.

It can be shown that E[Yrc] is a monotonically increasing

function of ζψ. If H < Kξ, ζψ increases when E increases

from NH
K

to Nξ, and thereafter decreases. If H ≥ Kξ, ζψ

decreases as E increases from NH
K

to ∞. Therefore,

sup
NH
K

<E<∞

E[Yrc]

=











∑K

l=1 E[Yl:K ] H
Kξe

(

1− H
Kξe

)K−l

, H < Kξ,

∑K
l=1 E[Yl:K ]e−

Kξ

H

(

1− e−
Kξ

H

)K−l

, H ≥ Kξ.

(13)

We now compare (11), (12), and (13) to get supE≥0 E[Yrc].

i) When H ≥ Kξ: We find that E∗
K = NH

K
with

sup
E≥0

E[Yrc] =

K
∑

l=1

E[Yl:K ]e−
Kξ

H

(

1− e−
Kξ

H

)K−l

. (14)

ii) When H < Kξ: We know that E[Yrc] is mono-

tonically increasing in ζψ. From the discussion preced-

ing (11), sup0≤E<NH
K

ζψ = e−
Kξ

H , and that preceding (13),

supNH
K

<E<∞
ζψ = H

Kξe
. From (12), ζψ = e−

Kξ

H when

E = NH
K

.

Using the inequality e−x ≤ 1
xe
, x ≥ 0, we get e−

Kξ

H ≤
H

Kξe
. Hence, sup0≤E<∞ ζψ = H

Kξe
. From (13), we find that

in this regime, E∗
K = Nξ and

sup
E≥0

E[Yrc] =
K
∑

l=1

E[Yl:K ]
H

Kξe

(

1−
H

Kξe

)K−l

.

Thus, supE[Yrc] is achievable, i.e., the maximum of E[Yrc]
exists, and X

∗

K is the minimum MAE. Hence, (4) follows.
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