Lecture 23: Kalman Filtering

1 Linear Dynamic Systems

Contd. from last class (Lecture-22)

A very important special case of signal estimation is a ”Linear Dynami-
cal System driven by Gaussian noise/controls”. Here the state and observation
equations are of the following form,

Xt—&-l = Ft&t + GtQtv (1)
Y, = Htit + Kta
where {U;} and {V;} are independent sequences of independent, zero-mean Gaus-

sian vectors, independent of the initial condition X,. Also, X, ~ N (m,, Xo), with

Cov(Uy) = Q¢, Cov(V;) = Ry.
e Filtering : Estimate X, given (Y,,...,Y,) =Y},
e Prediction : Estimate X, given (Y,,....,Y,) =Y},

The criterion to be minimized is the mean square error of estimator X fer 1€,
E[|X,, — X, |13].

Conceptual Solution Parametric Estimation: Let Y = (Y,,...,Y,) = Y! ~
f(yld), and, © = X} = (X,, ..., X,). Prior on O is the distribution of X} induced
by the distribution of X, and {U,, }!

n=0’
Y ~ f(yl0) (2)
Y=HO+V (3)
Y Ho Xo Vo
. Hl
| = . A I (4)
Y: He ] | X Vi

and loss function L(g(0), W(Y)) = [|6; — W(Y))||3. From Bayesian estimation,
the best estimator is E[g(0)|Y] = E[X,|Y,...Y}].
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Theorem 1.1. Discrete time Kalman-Bucy Filter For the linear dynamic system
represented by the set of eqns. , the optimal squared error estimates,

tht = E[KAXE],
Xt+1|t = E[KH—I‘XBL

obey the following recursions,

A ~ A

Xt\t - Xﬂtfl + Kt(Xt - Hf&t\t—l)a = 07 17 (5)
XtJrl\t = FKﬂt? (6)
with initialization,
XO|—1 =m, = E[X,],
K, = Et\tleﬂHtEﬂtflfItT +R,),
where,
E0|—1 = X,
Y1 = COU(Xt’X(t)) = Cov((X; — Xt\t—l) ’Xé)
—_———
prediction error
More over, the covariance matrices satisfy the recursion,
e = By — K Hy Xy, (7)
DI Ft2t|tFtT + G, Q, GtTa (8)

Remark 1. K-B Filter gives a sequential rule to output estimates.

Proof. First, Let us prove @, ,

Xt+1|t = ]E[Xtﬂ ’Xg]
= E[Ftit + GtQt|X6]
= Ft]E[Xt’X(t)] + GtE[Qt’XB]
= Ftiﬂt

Y = COU(XHl‘Xé)
= Cov(F..X, + Gtgt|£€))
= Cov(F;:.X4|Yy) + Cov(GelU,|Y)
= F,Cov(X,|[Y{)F{ + GiCov(U,|Y5)G{
=F.3.F/ + GQ,G/

Now, consider the proof of (F):



Lemma 1.2. Suppose A € R", B € R are jointly Gaussian random vectors with
E[A] = p  E[B] = p,, Cov(A) = 34, Cov(B) = Ep, Cov(A,B) = Xup =
Yha=E[(A—p,)(B—p,)"]. Then the conditional distribution of B given A is
(multivariate) Gaussian, with mean,

gBM:anLEBAJrE;l(A—HA)

and covariance,
Ypa=3p—EpsX,'Sas
Consider, Y, = H, X, + V,, we note that

1. X, is conditionally Gaussian given Y ! (X, &Y5 ! are linear transformations
Of XO) {Qn}TH {Kn}" )

2. Given Y5 ' X, ~ N(Xt|t_1, Sije—1)-

3. V, is Gaussian.

4. Given Y51V, I X,, because (V, L (X,, U5 'VE™).

Therefore, using Lemma. given Y5 !, the conditional distribution of X, given
Y, is Gaussian with mean,

Myt 2BAE,ZI(A - EA) = Xﬂtfl +E[(X, - Xﬂtfl)(zt - E[XJXBA])T]
Cou(Y, Y5 ) (Y, — E[Y,|Y5 ),

ie.,

Xﬂt = E[Xt‘xé] = Xt\t—l + Et\t—lHtT<HtEtlt—1H? + Rt>71(zt - HtXt\t—l)
= Kt\t—l + Kt(zt - Htit\t—l)v

and similarly for the conditional covariance of X, given Y,, Xé‘l. O

Note 1. The KB Filter computes both an estimate (Xt‘t,Xt + 1|t) and its mean
square error(MSE) given covariance (3241

Note 2. The sequence of conditional covariance {3, };2, does not depend on the
observations {Y,}$2,.
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Consider the vector I, =Y, — H;X,, ;. I, is a "correction” term representing
error in predicting the observations, called the innovation at time ¢t. Claim: {7,}°,
is a sequence of zero mean independent Gaussian vectors.



~

Proof. Since Y, and H;X,, , are Gaussians.

E[L] = E |Y, - H.X,|
=E[Y, - HE [X,|Y{ "]
= E[H,X, - HE[X, V5]

_E {E {(Ht&: - HE[X,|Y5])

)

= 0.
Vs < t, we have

E[LI7] = E[[LI]]Y}]]
= E[E[L|Y)I7],
=0

where, E[L,|Y?] = E[(Y, — HtXt\hlﬂXS] = 0.
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